
This journal is © the Owner Societies 2023 Phys. Chem. Chem. Phys., 2023, 25, 20395–20404 |  20395

Cite this: Phys. Chem. Chem. Phys.,

2023, 25, 20395

NEXAFS spectra of model sulfide chains:
implications for sulfur networks obtained from
inverse vulcanization†

Sunel de Kock,*a Konstantin Skudler, b Rukiya Matsidik,cf Michael Sommer, cf

Matthias Müller b and Michael Walter ade

Inverse vulcanization is a promising route to stabilize sulfur in lithium–sulfur batteries, but the resulting

sulfur strand lengths in the materials are elusive. We address the strand length by characterization via

sulfur near edge X-ray absorption fine structure (NEXAFS) spectroscopy. Theoretical predictions of

NEXAFS spectra for model molecules containing strands with up to three sulfur atoms are verified by

experiment. The near perfect agreement between simulation and experiment on the absolute energy

scale allows for the predictions for larger chain lengths also. Inspection and interpretation of NEXAFS

spectra from real battery materials on this basis reveals the appearance of single connecting sulfur

atoms for very low sulfur content, and of longer strands when the sulfur fraction increases.

1 Introduction

Lithium–sulfur (LiS) batteries with their high specific capacities
are promising alternatives to conventional lithium-ion bat-
teries, yet there are some degradation mechanisms limiting
their cycle stability.1 One of the most investigated effects is the
polysulfide shuttle, which is known to continuously decrease
battery capacity during operation.2

A variety of approaches has been attempted to combat the
polysulfide shuttle.3 One approach involves the incorporation
of sulfur into a polymer network by inverse vulcanization.4–6

The C–S bond, being much stronger than the S–S bond, acts as a
chemical anchor, counteracting the shuttle effect. Mechanistic
insight on this was provided by a study in which dimethyl
trisulfide (DMTS) was used as a catholyte.7 The discharge
products were shown to be primarily LiSCH3 and Li2S, with
LiSSCH3 likely an incomplete discharge product. C–S bonds

remained intact, and charging resulted in the reformation of
S–S bonds. The impact of the organic moieties in improving
cyclability was demonstrated by a solid state NMR study of
sulfur–diisopropenylbenzene copolymers (S-DIB).8 Signals asso-
ciated with longer S-strands could be identified both before and
after cycling, indicating the reformation of the S-copolymer
network. Cyclic voltammetry also revealed different redox beha-
viour in two copolymers of differing sulfur weight percent,
with the cell with less sulfur displaying only a negligible cathode
peak at the voltage associated with the production of long-chain
polysulfides, while this peak was prominent in the higher
S-loading cell.

The length of the sulfur chains connecting the organic
moieties in inverse vulcanized S-copolymers may be tuned by
the feed ratio of sulfur and monomer in the reaction. Several
studies have demonstrated that better long-term cycle stability
may be achieved by limiting the length of the crosslinking
S-strands, albeit at the cost of lowering specific capacity.9 The
electrochemical behaviour of S-DIB cells was investigated using
operando Fourier transform-infrared spectroscopy with attenu-
ated total reflection (FTIR-ATR).10 This study provided further
evidence for C–S bonds remaining intact during battery opera-
tion, as well as a different discharge mechanism occurring
in cathodes composed of high and low S-content copolymers,
with little to no formation of higher order Li-polysulfides in the
latter. The significantly higher cycle stability found for the low
S-content polymer was attributed to this, and it was proposed
that the shuttle effect may be successfully mitigated by keeping
the S-strand length below 4. Interestingly, a recent DFT study
found that the most thermodynamically favored S-strand
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length for DIB/S copolymers is 4.11 However, this is in contrast
to another recent theoretical study which found an energetic
drive towards infinite chain lengths.12

Although analysing cathode materials after stopping battery
operation at different depths of discharge may provide useful
information, exposure to air and the dependence of certain
species on the battery potential can distort the results. Analy-
tical techniques which may be applied in situ or operando are
therefore invaluable in developing a better mechanistic under-
standing of LiS battery chemistry. Sulfur S(1s) (K-edge) spectro-
scopy is a powerful method to characterize the chemical
environment of the sulfur atoms.13 Specifically near edge X-ray
absorption fine structure (NEXAFS) spectroscopy has been suc-
cessfully performed in operando during cycling of lithium sulfur
batteries,14,15 where the average lithium polysulfide chain length
has been found to cycle parallel to the state of charge of the
battery.16 Qureshi et al. have performed NEXAFS measurements
and presented both X-ray emission and absorption spectra of a
monosulfide (diheptyl sulfide) and a disulfide (dihexyl
disulfide).17 The dependence of ligands to the NEXAFS spectra
of several disulfides has been investigated by Behyan et al.18 For
dibenzyl disulfide, dibutyl disulfide and methyl ethyl disulfide,
experimental and calculated spectra with respective energy axes
were presented and compared to each other with respect to
length and symmetry of the functional groups.

The goal of the measurements and theoretical calculations
presented here is to identify the length of sulfur chains in
organic sulfide molecules by their characteristic sulfur K-edge
NEXAFS spectra with the same experimental setup in order to
draw conclusions regarding the nature of the batteries’ polymer
material. We show that the comparison and consistency
between experimental and calculated NEXAFS spectra allows
for an extrapolating prediction of NEXAFS spectra of molecules
with longer sulfur chains. These can be transferred to a first
application case from lithium sulfur battery research.19

2 Results and discussion
2.1 Determination of experimental NEXAFS spectra

In the first step, we analyze the best way to investigate the
experimental NEXAFS spectra of liquids with maximal resolution.
We use coin cells with a Kapton window that are optimized for
operando measurements of battery functions.16 The spectra
obtained for dimethyl disulfide (DMDS) are displayed in Fig. 1
for a completely filled cell compared to moistening only the cell
window with the material producing a thin layer of the liquid.

The full cell produced only weak resonance signals below
the absorption edge at 2475 eV. The fluorescence signal is
damped because of the self-absorption effect for the incident
X-rays.20 Here the moistened window sample preparation led to
a significant improvement in signal quality with drastically
reduced self-absorption and uniform information depth due
to the significantly decreased sample thickness. We assume to
have produced thin films well below the critical thickness for
self-absorption yielding in the optimal ratio of peak signals and

the absorption edge by only moistening the window inside the
coin cell. Therefore experimental spectra of pure substances are
obtained with moistened cell windows in what follows, unless
otherwise indicated.

The experimental spectrum of DMDS shows a lower energy
peak at 2472.1 eV and a higher energy peak of slightly lower
intensity at 2473.6 eV. The lower energy peak can be assigned
to a transition of the S(1s) core electron to the anti-bonding
(S–S)s* orbital, while the higher energy peak corresponds to a
transition to the anti-bonding (S–C)s* orbital.21 We use these
two energies indicated by the vertical thin lines as guiding lines
for all NEXAFS spectra in the following.

2.2 Choice of method for computational NEXAFS spectra

The experimental spectrum of DMDS is compared to our
theoretical spectra calculated by several different methods in
Fig. 2. Spin-paired spectra are drawn in thin dashed lines, and
spin-polarized spectra in thick, solid lines. The first peak of all
calculated spectra is shifted to the semi-empirically corrected
transition energy obtained from a spin-polarized delta Kohn–
Sham (D-KS) approximation using an excited core-hole (XCH)
approach22 as detailed in Section 4 below. There is thus no
other experimental information in the spectra than this semi-
empirical shift that should be valid across different S(1s)
related experiments. Fig. 2 shows the nearly perfect match of
this approach to the first peak in the experiment (the so called
‘‘white line’’), which allows us to predict experimental spectra
on the absolute scale. The small deviation of 0.17 eV for the
first peak maximum compared to experiment is well within the
experimental uncertainty, i.e. the systematic error, and we do
not further correct for it.

Fig. 2 also reveals that the combination of the transition
potential (TP) method with the PBE functional23 shows an
excellent agreement to the experimental spectrum, with the
PBE-TP peaks appearing only slightly higher in energy than the
experimental ones caused be the uncertainty in absolute scale.
Spin polarization has a negligible effect on these spectra,
causing the two theoretical spectra to be superimposed. The
combination of XCH and PBE results in an underestimation of
the energy gap between the two peaks, which is particularly bad

Fig. 1 S-Ka intensities of dimethyl disulfide (DMDS) in completely filled
cells (red) and cells with moistened window only (blue). The intensity is
normalized to the high energy region.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

1 
Ju

la
yi

 2
02

3.
 D

ow
nl

oa
de

d 
on

 1
0/

16
/2

02
5 

4:
09

:3
0 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp02285d


This journal is © the Owner Societies 2023 Phys. Chem. Chem. Phys., 2023, 25, 20395–20404 |  20397

when spin polarization is not included in the calculation.
The consideration of spin-polarization of the valence electron
in the spin-densities containing a full core-hole in XCH has a
considerably larger effect than for the half core-hole in TP.
Nevertheless, this does not account for the full peak splitting
seen in experiment.

We also compare computationally much more demanding
calculations using the hybrid functional PBE0.24 The spin-
polarized PBE0 calculation within XCH leads to a largely over-
estimated gap between the two peaks probably due to the nature
of unoccupied states that describe rather electron affinities than
neutral excitations in the Hartree–Fock part of the functional.
Interestingly, a good match with experiment is recovered with
PBE0-XCH when neglecting spin polarization. The spin polarized
improved virtual orbitals (PBE0-XCH-IVO)25 also satisfactorily
describe the neutral nature of the excitation of the second peak,
this matching with experiment.

The excellent match of TP with experiment despite the
underlying strong approximations is not unknown in the
literature.26,27 We will see below that this holds also for
the other spectra in our study and therefore stick to this
computationally facile method in what follows.

2.3 Spectra of model compounds

Fig. 3 gives an overview of all measured spectra of pure
substances compared to spectra simulated using the TP

approximation. The experimental spectra of the following pure
substances were obtained for moistened cell windows: mono-
sulfide dipropyl sulfide (DPS), disulfides dimethyl disulfide
(DMDS), dipropyl disulfide (DPDS), diisopropyl disulfide
(DIPDS), di-tert-butyl disulfide (DTBDS), and trisulfide dimethyl
trisulfide (DMTS). The experimental spectrum of crystalline
dibenzyl disulfide (DBDS) was obtained by fixing the powder
to the window by carbon tape. See Fig. S1 to S7 in ESI† for a
more detailed description of the experimental spectra.

The simulated spectra are the folded combination of spectra
obtained for half core-holes on each of the sulfur atoms within
the molecule. The inclusion of the half core-hole in the calcula-
tion breaks the symmetry of the sulfur atoms and very generally
there are two main transitions for each sulfur atom. We will
detail more on the nature of these transitions in Fig. 4 below.

We observe an overall very good agreement in both appear-
ance of the features as well as in their energetic positions
between experiment and calculations. The lower energy guiding
line energy from DMDS describes the first peak of all disulfides
very well. The second peak shows some variation for DIPDS,
DTBDS and in particular for DBDS, where the higher energy
(S–C)s* peak appears as a shoulder on the lower energy (S–S)s*
peak. The substitution effects on the (S–C)s* peak in disulfides
is well known and was shown to correlate with the induced
Hammett-parameter,28 a measure of the capacity of a func-
tional group to donate/withdraw electrons.29,30

Turning to DPS which has only one sulfur atom, the S–S
bond and the corresponding peak is obviously missing. The
(S–C)s* peak is shifted to a lower energy, while the so called
(S–C)p* peak is present as a shoulder at the position of the
DMDS (S–C)s* peak.27,31 The spectrum of the trisulfide, DMTS,
has two peaks at similar positions to the disulfide, both very
slightly redshifted,21 but also an additional peak in between.

We now address the origin of these possibly unexpected
peaks for mono- and trisulfides. X-ray absorption in the single-
particle picture corresponds to an excitation of a core orbital
into an unoccupied valence orbital. The local nature of the core
orbitals only allows for sufficient overlap with valence orbitals
from the same core-excited atom. For the molecules investi-
gated in this work, the lowest unoccupied orbitals in case of a
S(1s) core excitation are the anti-bonding s* orbitals of the S–S
or S–C bonds. The (S–S)s* orbitals are generally found at lower
energies than the (S–C)s* orbitals.18

Fig. 4 analyzes the valence orbitals corresponding to the
strongest transitions in DPS, DMDS and DMTS. The simplest
case is DMDS, where the orbitals are of clear anti-bonding
(S–S)s* type for the lower energy peak and anti-bonding (S–C)s*
type for the higher energy peak involving the S atom that
contains the core-hole. Each S atom has a single S–C and a
single S–S bond only.

This is different in DPS, where there are two S–C bonds and
thus two degenerate (S–C)s* orbitals now. These two orbitals
couple to two states of distinct energy. Their asymmetric
combination, labeled as (S–C)s*, is found at lower energy,
while their symmetric combination, labelled as (S–C)p* follow-
ing literature,27,31 matches the S–C energy in DMDS. We note,

Fig. 2 Comparison of experimental and theoretical NEXAFS spectra in
different approximations for DMDS. Spectra based on spin paired calcula-
tions are displayed as thin dashed lines, and spectra based on spin-
polarized calculations as semi-transparent thick solid lines.
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that the orbital labelled as (S–C)p* has pure s-character
from the viewpoint of the carbon atom, however. We keep this
traditional labelling nevertheless.

Turning to DMTS, there are two distinct types of sulfur
atoms, those bonded to one C and one S atom, referred to as
terminal S atoms, and those bonded only to other sulfur atoms,
referred to as internal S atoms. The resonances of the terminal
S atoms match those of the DMDS S atoms, with nearly the
same energies. This shows the local nature of the corres-
ponding transitions and involved states. The internal S atoms
have distinctly different peak positions. Similar to the two
degenerate (S–C)s* bonds, the two degenerate (S–S)s* bonds
of the internal S atom couple to produce symmetric and
asymmetric combinations. In accordance with the nomencla-
ture for the S–C bonds, we call these (S–S)s* and (S–S)p*
resonances despite the clear s-symmetry from the viewpoint
of the sulfur atom without the core-hole. In contrast to S–C
bonds, the symmetric combination is lower in energy than the
asymmetric combination in the case of S–S bonds. The (S–S)p*

resonance from the internal S atoms occurs at almost the same
energy as the (S–S)s* resonance from the terminal S atoms.

2.4 Longer sulfur chains

After this analysis and the confidence that the calculated spectra
match with experiment even on an absolute energy scale, we turn
to simulated spectra of longer sulfur chains in Fig. 5. These were
simulated with methyl end-groups as dimethyl sulfides DMSx for
computational simplicity corresponding to DMDS (=DMS2) and
DMTS (=DMS3) above. We want to explore the possibility to
obtain the strand length x from NEXAFS spectra. For these larger
molecules, with their larger conformational spaces, we opted to
generate Boltzmann-weighted spectra based on electronic ener-
gies at room temperature. The corresponding spectra using the
lowest energy conformer only have been found to be very similar
(see Fig. S8 in ESI†), however.

The number of terminal S atoms is the same irrespective of
the chain length and such is the corresponding contribution to
the NEXAFS spectrum seen in Fig. 5: the contribution of the

Fig. 3 Comparison of experimental (thick lines) and calculated (thin lines) spectra, with guiding lines at the experimental DMDS peak energies (c.f. Fig. 2).
The arrow indicates the evolution of the higher energy peak towards lower energies depending on the substituent.
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terminal S atoms (blue) to the total spectrum is practically
constant in terms of intensity and energy underlining the
locality of the corresponding states for chains of length 3 to 8.

Increasing the chain length increases the number of internal
S atoms, however. Therefore the contribution of internal S

atoms increases with increasing chain length as a rather
broad peak around 2472 eV. Our results suggest that the S–C
resonances centered at approximately 2473.8 eV are sufficiently
higher in energy compared to the S–S resonances. This allows a
determination of the S-chain length by comparing the corres-
ponding peak areas at least at a qualitative level.

2.5 Application: cathodic sulfur network

Sulfur is incorporated into a copolymer network via inverse
vulcanisation in lithium sulfur batteries of interest here. Varying
the ratio of sulfur to monomer in this reaction modifies the
average length of the sulfur-crosslinks, i.e. the strand length. As
an application to the experimental and theoretical findings
regarding organic sulfide molecules, two polymer cathodes with
different sulfur load have been investigated regarding their
sulfur NEXAFS spectra. Here we have used two different ratios
of S8 and the organic crosslinker N,N0-bis(2-propenyl)-1,4,5,8-
naphthalenetetracarboxylic diimide (NDI), that produces an
aliphatic residue next to S.19 In contrast to the common cross-
linker 1,3-diisopro-penylbenzene (DIB)4 that does not allow for
an easy differentiation between C–S and S–S bonds (c.f. Fig. S9
and S10 in ESI†), NDI allows for qualitative determination of
S-strand lengths similar to DMSx in Fig. 5.

The measurements were performed on coin cells of the same
type as described above, equipped with cathodes containing
10 and 47 weight percent sulfur resulting in sulfur strands of
average nominal length of 0.6 and 5 S atoms (S0.6NDI90 and
S5NDI53), respectively. Electrolyte solvent without LiTFSI
was added in order to reduce the concentration avoiding self-
absorption effects. The equivalent measurements on SDIB
cathodes (Fig. S11, ESI†) suggest that this is accomplished for
sulfur loads of less than 50%. These S-NDI cathode NEXAFS

Fig. 4 Orbital analysis of the main transitions in (a) DPS, (b) DMDS and (c)
DMTS. Light blue bars are transitions from a core hole on a C-bonded
sulfur, magenta bars are transitions from a core hole on the purely S-
bonded sulfur.

Fig. 5 NEXAFS spectra of di-methyl Sx-strands (DMSx) with x = 3 to 8. The
black lines are the total spectra of all S atoms, contributions from internal S
atoms shown in magenta, and from terminal S atoms in blue.

Fig. 6 In situ S-NEXAFS on cathodes with NDI crosslinker are shown in
thick lines. S0.6NDI90 and S5NDI53 are two cathodes of varying S-content,
with the subscript to S indicating the nominal average S-rank, and the
subscript to NDI indicating its weight per cent. Thin lines: simulated
spectra of dimethyl sulfide (DMS1) and dimethyl pentasulfide (DMS5).
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spectra are shown in Fig. 6, along with guiding lines at the
DMDS S–S and S–C peak energies. Both spectra display a peak
with a shoulder on the high energy side, but the white lines
occur at significantly different energies. For S0.6NDI90 the peak
is situated at approximately 2473 eV, similarly to DPS, whereas
the spectrum of S5NDI53 has its white line at approximately
2472 eV, similar to the species in this work containing 3 or
more S atoms. Based on these spectra and the average S-strand
lengths estimated from feed ratios, it is clear that S-strand
lengths of 1 predominate in S0.6NDI90, while longer S-strands
predominate in S5NDI53.

3 Conclusions

We have shown that experimental and simulated NEXAFS spectra
of model components match perfectly for our model substances
on the absolute energy scale if the semi-empirically corrected full-
core-hole energy is taken for the first peak (the white line), while
higher excitations are obtained from the transition potential
approximation. Despite the harsh approximations of the latter,
the transition potential has proved to be a computationally cheap
method to predict measured spectra accurately.

The locality of the NEXAFS excitations leads to two char-
acteristic frequencies, one at lower energy corresponding to S–S
anti-bonding states and one at higher energy corresponding
to S–C anti-bonding states. This motivated us to use the
corresponding frequencies from dimethyl-disulfide (DMDS) as
general guidelines for the analysis of all spectra. The simula-
tion of methyl-capped longer sulfur chains confirms the locality
of the NEXAFS excitations and the resulting similarity of the
peaks originating from the carbon bonded terminal S atoms to
DMDS. The other sulfur atoms containing exclusively S–S
bonds contribute to a broad peak in the lower energy region,
which allows for an assignment of the average strand length at
least at a qualitative level.

Measured NEXAFS spectra of NDI-sulfur reverse vulcanized
material reveals the dominance of single sulfur atoms con-
nected to carbon for very low sulfur content during polymeriza-
tion. Larger sulfur content shows clear changes in the NEXAFS
spectra, which much better comply with predictions for longer
chain lengths. A quantitative determination of the average
S-strand length in S5NDI53 based on NEXAFS spectra may be
possible by applying a peak fitting procedure and comparing
the areas of peaks centered at the S–S and S–C energies. We
plan to explore this possibility in follow up studies.

4 Materials and methods
4.1 SNDI cathode preparation

4.1.1 Materials. Elemental Sulfur (S8, sublimated, Grüssing,
99%), allylamine (Acros Organics, 98%), naphthalene-1,4,5,8-
tetracarboxylic dianhydride (TCI, 495%), pyromellitic dianhy-
dride (Alfa Aesar, 97%) were used without any further purification.
N,N-Bis(2-propenyl)-1,4,5,8-naphthalenetetracarboxylic diimide
(NDI-vin) was synthesized according the previous reports.32

4.1.2 Synthesis. S5NDI53: sulfur (S, 0.5 g), NDI-vin (0.5 g),
and 0.5 mL 1-chlroronaphthalene were added into a 8 mL high-
temperature GPC vial equipped with a magnetic stirring bar.
The vial was then capped and placed in a metal heating block at
140. Once the solids fully dissolved, stirring (800 rpm) was
started and the temperature was raised to 180 over 2–3 minutes.
The reaction solidified after 30 minutes and it was kept for
another 30 minutes before terminating by cooling to room
temperature. The polymer was then removed from the vial and
shortly washed with methanol, followed by Soxhlet extraction
(17 h) with methanol and acetone to remove 1-CN, unreacted
cross-linker and sulfur. Then the powder material was dried
under vacuum at 60 1C for 24 h. 0.950 g S5NDI53 was obtained
as a greenish yellow powder in 95% yield. Elemental analysis
(found): S: 46.56, C: 40.18, N: 2.66, H: 1.38. S0.6NDI90: sulfur
(S, 0.08 g), NDI-vin(0.820 g), and 0.82 mL 1-chlroronaphthalene
were added into a 8 mL high-temperature GPC vial equipped
with a magnetic stirring bar. The vial was then capped and
placed in a metal heating block at 140. Once the solids fully
dissolved, stirring (800 rpm) was started and the temperature
was raised to 180 over 2–3 minutes. The reaction mixture was
reacted at this temperature for 24 hours and then stopped by
cooling to room temperature. The polymer was then removed
from the vial and shortly washed with methanol, followed by
Soxhlet extraction (17 h) with methanol, acetone, and finally
with dichloromethane. The powder material was dried under
vacuum at 60 for 24 h. 0.594 g S0.6NDI90 was obtained as a dark
brown powder in 66% yield. Elemental analysis (found): S: 9.93,
C: 60.33, N: 6.95, H: 3.59.

4.2 NEXAFS experimental settings

The dimethyl trisulfide was purchased from Thermo Scientific,
the remaining chemicals were purchased from Sigma-Aldrich
Chemie GmbH, each in the highest available quality. All
chemicals have not been dissolved.

The experiments were run at the four crystal monochroma-
tor (FCM) beamline33 using the Si(111) crystal in the PTB
laboratory of the Berlin Electron Storagy Ring for Synchrotron
Radiation (BESSY II).

The experimental setup is optimized for X-ray spectrometric
measurements on batteries,16 therefore the samples were pre-
pared in CR2032 coin cell housings to fit in the previously used
sample holder. This procedure also allows for measurements
on liquid samples in a UHV setting. The exciting X-ray beam
reaches the sample through a 12.7 mm thick Kapton window
from Caplinq Europe BV or a 4 mm thick highly oriented
pyrolytic graphite (HOPG) window from optigraph GmbH cov-
ering a hole in the positive case of the coin cell housing with a
diameter of 2 mm.

In a 60 degree geometry between incident beam and detec-
tor, the emitted X-rays are detected in fluorescence yield mode
with an energy-dispersive silicon drift detector (SDD) to inte-
grate the characteristic X-ray radiation of sulfur in the sulfur
K-edge energy range.

Chauvistré measured at ELSA with an InSb(111) DCM which
has a resolution of 1.0 eV.21 However, the reproducibility of the
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ZnSO4 white line at 2481.44 eV was better than 0.03 eV.
Compared to that, the uncertainty of the absolute energy scale
at PTB’s FCM beamline was much larger with up to 0.5 eV, but
the resolution using the Si(111) FCM is also 0.5 eV and thus
higher by the factor of 2. The repeatability is well below 0.1 eV
because of the systematic energy calibration. The comparable
quantity is therefore the relative energy shifts between the
different samples. The S–S peak energy does not shift more
than 0.2 eV in neither Chauvistré’s values nor in our results. It
also agrees with other reported results, e.g. by Behyan et al.18

4.3 Computational settings

4.3.1 Structures and electronic ground state calculations.
As a first step in our theoretical investigation, we performed
conformational sampling to determine the lowest energy struc-
ture for each of the molecules. Sets of 100 conformers for each
molecule were generated using RDKit.34 To reduce the compu-
tational effort, these conformers were first relaxed using the
semi-empirical extended tight binding method, GFN2-xTB,35

with a convergence criterion of 0.02 eV Å�1 for the maximal
force. The resulting structures were further relaxed within DFT
as implemented in the GPAW package,36,37 where a maximal
force criterion of 0.05 eV Å�1 was applied. This exhaustive
conformational scan had only minor effects on the spectra,
however.

The functional approximation devised by Perdew, Burke and
Ernzerhof23 (PBE) was used throughout if not noted otherwise.
The Kohn–Sham states were represented on real space grids
with a grid spacing of 0.2 Å. Zero boundary conditions as
appropriate for finite systems were applied, where the simula-
tion box was ensured to contain at least 5 Å around each atom.
The use of grids enables an easy and systematic convergence
towards the complete basis set limit.36,38 Occupation number
smearing (Fermi–Dirac distribution function, width 0.1 eV) was
applied. GPAW interfaces with the Atomic Simulation Environ-
ment (ASE),39 a set of python modules and tools for managing
atomistic simulation workflows.

4.3.2 Total energy correction for the S(1s) calculations. The
lowest energy conformers from the above calculations were
used in the calculation of sulfur K-edge [S(1s)] NEXAFS spectra
using GPAW. Molecules that absorb an X-ray photon in an
NEXAFS event are in a highly excited state due to the large
energy input and the NEXAFS resonances correspond to energy
differences between the electronic ground state energy E0 and
the energy of a core hole excited state Ech,I with a possible
additional valence excitation I. A similar picture applies to the
absorption of X-rays with higher energy that lead to ionization
and produce X-ray photoelectron spectra (XPS). There the
resonances correspond to the difference between E0 and the
core-hole excited ionization energy Ech

+.40

DFT is a ground state theory, that should be unable to
describe excited states in particular if these are at very different
energy to the ground state after absorption of a X-ray photon.
Therefore time-dependent DFT (TDDFT)41 or wave-function
methods42 are employed for the calculation of NEXAFS spectra
in the literature. In spite of this conceptual difficulty, the

description of the core-hole excited states within a DFT ground
state calculation involving a core-hole as employed here43 are
extremely successful and match experimental observations.22,44

This success is understandable as the picture is very similar to
the equivalent core approximation, where the atom with atomic
number Z containing the core-hole is replaced by an atom with
atomic number Z + 145 and the calculation of the ground state
using DFT is completely valid.

Here we describe the presence of a core-excitation by the
inclusion of the core-hole in the frozen core approximation.43

The frozen core of the sulfur atom containing the core-hole is
obtained from a self-consistent calculation of a sulfur atom
in the gas phase that contains only a singly occupied 1s shell.
The resulting orbitals are used to construct the frozen core
containing a core hole. This frozen core is then applied to each
of the core-excited sulfur atoms in the molecules individually,
i.e. a separate calculation is performed for each of the sulfur
atoms in the system. The appearance of possibly problematic
delocalized core-excitaions45 is thus excluded by construction.
The spectra reported are the sum of all individual S(1s) spectra
unless stated otherwise.

Despite the success in the prediction of experimental spec-
tra, DFT calculations of these highly excited states either within
TDDFT or within the single particle picture including a core-
hole tend to differ largely in their total energy in comparison to
experiment. Therefore, the theoretical spectra usually rigidly
shifted, where shifts between 4.62 eV and 61.33 eV have been
applied to match experiment for S(1s) NEXAFS studies.26,31,41,46,47

Similar large shifts are applied in related S(1s) X-ray emission
spectroscopy simulations.17,48–50

We found similar shifts in the simulation of XPS spectra
investigating a large number molecules, where accurate and
well defined experimental molecular gas-phase studies exist.40

The value of the shift depends mainly on the nature of the core-
hole and on the density functional approximation used, but is
largely independent from the chemical environment of the
core-excited atom. The exact reason for this shift is unclear,
but it is reasonable to assume that probably difficulties in
the description of the highly excited core-hole state within the
single particle picture as well as due to small errors in the
functional approximations are enhanced by the large energy
differences involved in core excitations. As a practical solution,
we have fitted these shifts to available experimental gas-phase
data and used the resulting difference as a semi-empirical
correction to obtain absolute core-excitation energies directly
from DFT. The corrections obtained are found to be transferable
for example to cationic clusters without change.51

Here we use experimental gas-phase S(1s) XPS values52–56 to
determine the corresponding semi-empirical correction for
S(1s) core-excitations using the PBE functional as shown in
Fig. 7. The calculations can be performed by spin paired or spin
polarized treatment, where the missing electron density is
included in the (valence) majority spin density for the latter.43

Similar to other core-excitations, also in S(1s) core-excitations a
single shift independent of the chemical environment can be
used to match experiment and calculations.
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Assuming that the correction is connected to the nature of
the core-hole excitation only, the same correction should
appear in NEXAFS spectra also. We therefore have included
the NEXAFS lowest energy peak positions (the so-called white
line) from experiment for S2, S8

13,57,58 as well as the molecules
measured in this work into the comparison shown in Fig. 7
(refer to Tables S1 and S2 in ESI† for the exact numbers). The
NEXAFS first peaks align to the linear trend seen in XPS and
extend the range of energies covered. As in the case of XPS for
other elements and core states, we obtain two different values
for spin-unpolarized and spin-polarized calculations‡. These
have the same accuracy, however.

4.3.3 X-ray absorption spectra. Having obtained the abso-
lute energy scale, the question about the calculation of higher
excitations, i.e. additional valence excitations, appears. The
core excitation changes the electronic structure drastically as
is clear from the similarity to the Z + 1 approximation. The
corresponding single particle orbitals therefore change strongly
such that a core excited single particle orbital represents a
multiply excited state in the basis of the ground state orbitals.
This appears as additional problem for the application of
TDDFT from ground state orbitals as multiply excited states
are a well known problem of linear response TDDFT.59

In an alternative approach, the orbitals are calculated with a
core-hole that is forced to be fixed in some way. Such orbitals
correspond much better to the core-excited state than the
ground state orbitals do. Further valence excitations can in
principle be determined via wave-function methods or TDDFT
based on these orbitals. Often, however, the unoccupied orbital
energies are taken as approximate excitation energies, despite
the unclear nature of Kohn–Sham unoccupied states. A popular
and often strikingly accurate approximation is that of using
orbitals and their energies in the field of a partial core-hole.
While rationalized by Slater’s transition state (TS) theory60,61

and Janak’s theorem it is not at all clear whether the underlying
assumptions apply here. The best occupation numbers to use
for both the empty core as well as the additional valence state
and agreement with experiment varies for different assump-
tions. The so called excited core-hole (XCH) approximation,

applied here for determining the energy of the first peak, assumes
a completely empty core-state, while a single electron is placed in
the lowest unoccupied orbital (LUMO), making it a singly occu-
pied molecular orbital (SOMO). Then the total number of elec-
trons is the same as in the ground state and thus usually an even
number in case of molecules with a singlet ground state.

In the transition state (TS) approximation inspired by Slater’s
transition state theory, the core-hole as well as the LUMO (or any
other unoccupied orbital) are half occupied and their energy
difference should give a good approximation to the total energy
difference between ground and core-excited states. A further sim-
plification is achieved by the transition potential (TP)
method,43,44,62 where only the (frozen) core orbital is half occupied,
but the conduction band states are empty. This is computationally
effective as all the excitations are calculated in a single step.

In all approximations, the NEXAFS intensities (oscillator
strengths) are calculated from the dipole matrix elements
between the unoccupied Kohn–sham states and the corres-
ponding core-orbital within the frozen core approximation.43

The oscillator strengths are folded by Lorentzians (Cauchy
distributions) with full width at half maximum of 1.1 eV to
match experimental resolution.
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