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Several recent ML algorithms for de novomolecule generation have been utilized to create an open-access

database of virtual molecules. The algorithms were trained on samples from ZINC, a free database of

commercially available compounds. Generated molecules, stemming from 10 different ML frameworks,

along with their calculated properties were merged into a database and coupled to a web interface,

which allows users to browse the data in a user friendly and convenient manner. ML-generated

molecules with desired structures and properties can be retrieved with the help of a drawing widget. For

the case of a specific search leading to insufficient results, users are able to create new molecules on

demand. These newly created molecules will be added to the existing database and as a result, the

content as well as the diversity of the database keeps growing in line with the user's requirements.
1 Introduction
1.1 Motivation

In the 21st century, humankind will face many challenges in
science and biomedicine that will require extensive discovery of
new molecules and materials.1–5 When setting new goals asso-
ciated with molecular design and synthesis, one should keep in
mind that the fraction of “chemical space” explored to date is
practically innitesimal – less than one part of 105.6 At the same
time, the existence of vast unexplored molecular horizons
suggests that future major scientic tasks could be solved by
nding optimal paths to the uncharted areas of chemical space
and efficient ways to populate them.

While the discovery of particular molecules, for example
penicillin, can have a monumental impact on human society,
unfortunately, the creation of novel drugs remains a very
complex problem. Making and testing new compounds is
a costly and time-consuming process since the number of
potential candidates is overwhelming. A standard drug
discovery campaign involves two very tedious processes that are
high-throughput screening of available/accessible libraries of
small molecules and subsequent hit-to-lead optimization.
Considering that the “small molecule universe” (SMU), the set
of all synthetically feasible organic molecules of 500 Da
molecular weight or less, is estimated to contain over 1060
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structures,6,7 an exhaustive search for active hits becomes fairly
impractical.

Thus, it is desirable to develop appropriate computational
tools to narrow down this enormous area of search. Therefore,
virtual screening has become an increasingly popular strategy
to mine for promising molecules among millions of existing
and billions of virtual molecules.8–10 In the ideal case of
computer-aided de novo drug design, the computer algorithms
have to (i) create molecules, (ii) range them and assess their
feasibility, (iii) perform conformational analysis, and (iv) iden-
tify the molecules, featuring specic structural properties that
are responsible for the affinity towards certain biological
receptors.11,12

Recently, computational methods have been well adopted by
both chemical and pharmaceutical industries. The creation and
development of mathematical tools, such as Machine Learning
(ML) and in particular Deep Learning (DL) algorithms in
combination with increased computational resources at
a reduced price, contribute to further advances within the elds
of materials design, drug discovery, and beyond.13–17

Therefore, we set a goal to implement, validate, and compare
the molecular outputs of a number of recently established ML
algorithms for de novo molecule generation. As a result, we
created a unied database of virtual molecules in browse-able
format – cheML.io.18 The resulting library has been incorpo-
rated into a web-page with a built-in drawing widget allowing to
conduct substructure and similarity searches. In addition,
a number of calculated molecular properties, such as molecular
weight, log P, number of H-acceptors/donors, and number of
rotatable bonds, among others are accessible for each database
member. Thus, researchers across all domains of chemical and
biological sciences can witness how the rapidly growing eld of
RSC Adv., 2020, 10, 45189–45198 | 45189
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ML technology can assist in the task of hit identication.19 Not
only does our framework offer the possibility of retrieving the
whole set of ML-generated molecules and employ them for
virtual screening campaigns, but also new molecules can be
generated on demand in a structural similarity driven fashion.
1.2 A general introduction to machine learning

Generative machine learning frameworks for the creation of
molecular libraries can be roughly classied into three cate-
gories and are based on autoencoders,20 recurrent neural
networks (RNNs)21 and generative adversarial networks
(GANs).22

The idea of autoencoders can be traced back to the 80s.20,23

Autoencoders are neural networks that consist of an encoder
and a decoder that tries to reconstruct the input. The encoder
transforms the input into a compressed vector representation
and the decoder attempts to recover the input from this
compressed representation. A hidden layer with a limited
number of nodes between the encoder and decoder represents
the minimal amount of information that is needed to decode
the original input. Such architectures can be used for denoising,
dimensionality reduction and have more recently also been
applied for drug discovery.24

Recurrent neural networks have been studied for more than
30 years.21 RNNs consist of several nodes that form a directed
graph. In addition to processing input, they also receive their
earlier outputs as an input. The output is, therefore, recurring
as input in every time step. Applications of RNNs encompass
data domains, where input data is “sequentially connected”,
like natural language processing, music generation, text trans-
lation, automatic generation of image captions, among others.

Generative adversarial networks are a recently established
framework for estimating generative models via an adversarial
process.22 These types of models have been described as being
“the most interesting idea in the last 10 years in Machine
Learning” by Yann LeCun. Since their original publication in
2015, they have sparked a huge interest of the scientic
community and led to a large number of interesting applica-
tions, such as image and video generation,25–27 music genera-
tion,28 tumor detection,29 generation and design of DNA30 as
well as novel approaches for computational chemistry,31,32

namely the generation of new molecules with desired proper-
ties. GANs are designed as a zero sum game between two players
(i.e. machine learning models): the discriminator D and the
generator G. An articial conict is created between the two
players that forces both players to get better throughout the
game. D is a deep neural network that acts as a classier. It
looks at some input and will decide, whether this input is real or
fake. The generator will take random noise and transforms it to
produce outputs that resemble the training data. During the
early stages of the game, the generator will not produce realistic
outputs and the discriminator is trained to reject these kinds of
images. However, G is trained to generate outputs that will fool
D into believing his outputs are real. In terms of game theory,
a Nash equilibrium is reached, when the generator has recov-
ered the training distribution. At the Nash equilibrium, the best
45190 | RSC Adv., 2020, 10, 45189–45198
D can do is guess randomly and G can perfectly reproduce the
training data. Since their original publication, there has been
tremendous activity within this area of ML.

1.3 Digital representations of molecules

In order to apply machine learning tools for molecular gener-
ation, a means of encoding the molecules into a suitable digital
representation is required.33 First, molecular structures need to
be converted to line notations such as simplied molecular
input line entry system (SMILES), Wiswesser Line Notation
(WLN), or SYBYL Line Notation (SLN) formats.34,35 Then, these
line notations are transformed into digital representations such
as numerical vectors or graphs. Below we outline two common
approaches for converting SMILES notations into the input for
the machine learning algorithms.

1.3.1 SMILES strings to vector representation. Findings of
Grzybowski and coworkers36 implies that SMILES strings can be
utilized for (generative) machine learning models by the
following general approach. First, a language is constructed by
examining the characters the SMILES strings are comprised of.
Then, each character or token of the language is assigned to
a unique number. Next, numerical vectors are encoded by
matching the characters of the SMILES strings with the asso-
ciated numbers of the language. Finally, these resulting
numerical vectors are used as a direct input for training the
machine learning algorithms. Such an approach is among the
most common for creating digital molecular representations
and can be used for ML algorithms that are based on GANs,32

autoencoders,37 as well as recurrent neural networks (RNN).38

1.3.2 SMILES strings to graphs. This approach takes
advantage of the resemblance of molecules and graphs. Atoms
are represented as vertices and bonds are the edges between
them. An otherwise common approach would be the translation
of molecules atom by atom. However, this would lead to
chemically invalid intermediaries. So, Jin et al.39 proposed
a method for encoding and decoding the molecules into graphs
in two phases. In the rst step, a junction tree is extracted from
a given molecule and functions as a scaffold of subgraph
components. These components are then used as building
blocks for creating new molecules.

1.4 Overview of machine learning methods for molecular
generation

To populate the database with ML-generated virtual molecules,
we have implemented several machine learning frameworks. As
we have mentioned previously, existing machine learning
methods for molecular generation can be roughly divided into
three major categories: GAN-based methods, autoencoder-
based methods, and RNN-based methods. Excellent reviews
providing comprehensive analysis of all available methods to
date have recently appeared in the literature.14,15 Below we
provide a brief description of several machine learning frame-
works that we have utilized to populate our database of ML-
generated molecules. A graphical representation of all consid-
ered methodologies, namely Objective Reinforced Generative
Adversarial Network40 (ORGAN), Objective Reinforced
This journal is © The Royal Society of Chemistry 2020
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Generative Adversarial Network for Inverse-Design Chemistry32

(ORGANIC), Conditional Diversity Network24 (CDN), Variational
Autoencoder with Multilayer Perceptron41 (ChemVAE),
Grammar Variational Autoencoder42 (GrammarVAE), Condi-
tional Variational Autoencoder37 (CVAE), Recurrent Neural
Networks43 (RNN), Junction Tree Variational Autoencoder39 (JT-
VAE), a CycleGAN44 based model45 (MolCycleGAN) and Semi
Supervised Variational Autoencoder46 (SSVAE), can be seen in
Fig. 1.
Fig. 1 The graphical representations of machine learning algorithms use

This journal is © The Royal Society of Chemistry 2020
1.4.1 Autoencoder-based methods. CDN is a deep learning
network that utilizes a variational auto-encoder (VAE) with
a “diversity” layer to generate molecules that are similar to the
prototype, yet different. To do this they introduce the diversity
layer to the vanilla VAE architecture. So, during the generation
stage instead of using random noise as an input to the decoder,
the CDN uses a sample of the prototype as an input to the
decoder. This allows sampling molecules that have similar
features when compared to the prototype.
d to create the database.

RSC Adv., 2020, 10, 45189–45198 | 45191
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ChemVAE is an autoencoder with a multilayer perceptron
that is used for property prediction. While the autoencoder is
employed to learn the latent space of valid molecules, the
multilayer perceptron is used to generate molecules with
desired properties. Trained jointly with the autoencoder, the
perceptron organizes the latent space, grouping the molecules
with similar property values in the same latent region. This
allows the sampling of molecules with desired properties.

While methods like ORGAN or ORGANIC use a GAN and RNN
to generate sequence data like the SMILES molecule represen-
tation, GrammarVAE attempts to avoid learning the syntax of the
SMILES. Instead of having a GAN learn the syntax of the SMILES
format, GrammarVAE uses the fact that SMILES can be repre-
sented by context-free grammar and learns the grammar rules,
thus avoiding the generation of molecules that are syntactically
invalid. To do this GrammarVAE calculates the parsing tree of
a molecule, then converts it into one-hot-encoding, having the
variational autoencoder learn the sequence of applied grammar
rules, rather than individual characters.

JT-VAE deviates from the traditional approach to molecule
generation. Instead of using the SMILES representation of the
molecule, JT-VAE utilizes direct graph representation of the
molecule. JT-VAE builds new molecules by using subgraphs of
the old ones. While other methods oen use atom combination
approach, the JT-VAE uses component combination. Combi-
nation of the graph representation and the variational autoen-
coder almost always yields valid molecules. CVAE is aimed to
generate molecules with several desired properties. It was
observed that optimization for one property may unintention-
ally change other properties. In order to counter this effect,
CVAE is designed as an articial neural network that is suitable
for optimization of multiple properties. To achieve this goal
CVAE uses a conditional vector for both encoding and decoding.
Such an architecture allows for the incorporation of properties
into the latent space.

1.4.2 RNN-based methods. In this method, RNN is repre-
sented by long term short memory (LSTM). The architecture is
comprised of 3 stacked LSTM layers. To overcome the problem
of generating unfocused molecules, transfer learning is
employed. Aer transfer learning, a small subset of the focused
molecules is used to ne-tune the model, so that it generates
molecules with desired properties.

SSVAE is a semi supervised model that has advantages when
dealing with datasets where only a part of the dataset is labeled
with properties. It consists of 3 bi-directional RNNs, which are
used for encoding, decoding, and predicting. In this model, the
property prediction and molecule generation are combined in
a single network. The novel molecules are decoded from the
latent space, which is the product of the trained encoder.

1.4.3 GAN-based methods. ORGAN is an articial neural
network architecture based on SeqGAN,47 which is adapted for
melody and molecule generation. It feeds SMILES molecules to
the generative network of the GAN and uses Wasserstein-1
distance to improve the results of the training.

ORGANIC is a framework for the generation of novel mole-
cules, which is based on ORGAN. It is a more chemistry oriented
version of ORGAN. The limitation of the ORGANIC is that it has
45192 | RSC Adv., 2020, 10, 45189–45198
an unstable output of molecules. The range of invalid molecules
that are created deviates between 0.2 and 99 percent.

MolCycleGAN is based on the CycleGAN. To generate novel
molecules with similar properties MolCycleGAN uses JT-VAE as
a latent space producer, then utilizes GAN to produce the mole-
cule. To feed the GAN amolecule with desired features is used and
the resultant latent space embedding is then transformed back to
the new molecule with a similar structure and desired properties.

2 System overview
2.1 Implementation of methods

Implementations of each method aside from RNN48 were
mentioned in the original publications. All of the algorithms
were written in Python with the help of either Pytorch49 or
Tensorow.50 Training of all the methods except for RNN was
conducted using the samples of molecules from ZINC that were
provided by the authors of the original implementations. For
RNN we have used a ZINC-based training dataset, which was
provided by the authors of JT-VAE.39 In addition, we ran
implementations of CDN and RNN methods utilizing a 1.6
million molecules sample of ChEMBL51 as a training dataset. As
a result, ca. 0.62 thousand out of the total 3.64 thousand
molecules generated with CDN and ca. 0.65 million out of the
total 0.96 million molecules generated with RNN were obtained
based on the ChEMBL training data.

2.2 Molecule storage and preprocessing

All generatedmolecules along with their properties are stored in
PostgreSQL, a free and open-source relational database
management system with a variety of modules that allows to use
them in different contexts. For instance, RDKit Cartridge
enables efficient search across molecules.

Preprocessing is an important step in the management of
a large molecular database, containing millions of members.
Utilizing RDKit52 2.9 million molecules, produced by the above
mentioned generative ML algorithms, were inserted into the
database in canonical SMILES format. During the insertion
a fraction of molecules were discarded: 174 000 were invalid
(according to RDKit) and for 633 RDKit was not able to
construct canonical SMILES. In addition, all duplicates were
removed. In total, 2.8 million molecules were inserted along
with computed properties that are listed in Lipinski's rule of
ve.53 Moreover, we have computed other medicinal chemistry-
relevant properties such as the number of rotatable bonds and
the number of saturated rings.

The typical operations on databases composed of a large
number of molecules involve searching by substructure and
searching by similarity. To optimize such queries we have pre-
computed Morgan Fingerprints (Circular Fingerprints) as well
as the RDKit implementation of Extended Connectivity
Fingerprints.54

2.3 Searching molecules

Fig. 2 demonstrates two pages of the application: “draw mole-
cule” and “query results”. The “draw molecule” page has
This journal is © The Royal Society of Chemistry 2020
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Fig. 2 The screenshots of two main pages of the application.
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a doodle widget that allows drawing molecules using common
tools, such as bonds, atoms, ring tools, among others, and uses
this information as an input for the query. This widget is
adopted from an open-source javascript library called Keku-
le.js.55 The “query results” page lists molecules with some
common properties that satisfy the given query. The resulting
molecules can be sorted based on a range of molecular prop-
erties. In addition, the results can be downloaded as a csv le
containing the molecules in SMILES format. Furthermore, the
interface allows opting for the generation of additional mole-
cules that are either similar to the original query or to any of the
molecules retrieved from the database.

There are two types of queries: substructure search and
similarity search. The substructure search performs the
following operation:

Given a molecule X in SMILES format, nd all molecules that
contain X.
Table 1 Qualitative comparison of the algorithms

Model Architecture Learning technique Molecule repre

JT-VAE VAE Autoencoder Graph
RNN RNN Direct ow SMILES
GrammarVAE VAE Autoencoder SMILES
ChemVAE VAE Autoencoder SMILES
MolCycleGan GAN Direct ow Latent vector
ORGAN GAN RL SMILES
ORGANIC GAN RL SMILES
SSVAE VAE Autoencoder SMILES
CDN VAE Autoencoder SMILES
CVAE VAE Autoencoder SMILES

This journal is © The Royal Society of Chemistry 2020
The similarity search performs the following operation:
Given a similarity threshold 3, nd all molecules Y s.t. the

dist(X,Y) < 3, where the dist($,$) is the Tanimoto distance56.
By specifying the upper and lower bounds of molecular

properties, it is possible to narrow down the search results.
2.4 Generation on demand

Currently, we employ Conditional Diversity Networks24 for the
generation of new molecules on demand. Based on our obser-
vations, the algorithm achieves the best results when the
training is performed for each request. Our current approach
can be summarized as follows:

1. Fetchmolecules that are similar to the seed molecule from
three databases: ZINC,57 ChEMBL51 and cheML.

2. Utilize these molecules as input data for the rst training.
sentation Property targeting
Computational
costs

Training dataset
size

Yes Medium 250k
No Low 250k
No High 250k
Yes Medium 250k
Yes Medium 250k
Yes High 1 million
Yes High 250k
Yes Medium 310k
No Low 250k
Yes Medium 500k

RSC Adv., 2020, 10, 45189–45198 | 45193
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3. Fetchmolecules from the above databases that contain the
seed molecule as a substructure.

4. Utilize these molecules as input data for the second
training.

5. Combine previous input data and use them as input for
a third training.

6. Generatemolecules using all three distinct models built by
each of the above input data. Filter the resulting molecules
based on their similarity score with the seed molecule. Exclude
the molecules that are already present in the cheML.io database
and those featuring the same structural backbone (i.e. different
only by the stereochemical features) and send the outcome to
the user by email.

7. Add novel molecules to the cheML.io database.

3 Results and discussion
3.1 Key characteristics of methods

To compare methods that were employed for the generation of
molecules, we have looked into the several key characteristics of
the machine learning algorithms: architecture, learning tech-
nique, molecular representations used, whether it can target
desired property, computational resources needed to run it, and
size of the training dataset. Please refer to the Table 1 for an
overview.

3.2 Analysis across methods

As can be seen in Fig. 3, we did not aim to create a uniform
number of molecules per method when implementing the
studied algorithms. The main reason is due to the fact that
some of the algorithms are more suitable for the generation of
Fig. 3 (Left) The diagonal of the matrix illustrates total number of molecu
number of same molecules that were generated by both methods. (Righ
method.

45194 | RSC Adv., 2020, 10, 45189–45198
the bulk of molecules while others are more convenient for the
targeted generation of specic molecules. For example, CVAE
can be regarded as a specialized algorithm for the generation of
molecules displaying specic properties while CDN is designed
to generate similar yet diverse molecules when compared to
a particular prototype. Thus, both CVAE and CDN were
deployed by us for the generation of only a relatively small set of
molecules ranging from several hundred to several thousand.
On the other hand, considering its focus on structural simi-
larity, CDN appeared to be the most suitable method for
incorporating it into the generation on demand feature.

While the majority of generation algorithms shows a rather
diverse output, when compared to the output of other algo-
rithms (see Fig. 3), 49.07% of molecules generated by MolCy-
cleGAN were also generated by GrammarVAE. This indicates
that these methods may have a similar latent space despite that
MolCycleGAN uses direct graph representation of the molecule
while GrammarVAE uses the context-free grammar of the
SMILES representation.

To further validate and compare the effectiveness of the
implemented algorithms, metrics from the MOSES bench-
marking framework58 were employed. Using the provided
toolbox, we have calculated several representative metrics
including novelty, internal diversity, and medical lters.
Comparing the obtained results with the benchmark baselines
indicates that almost all the methods demonstrated decent
performance (see ESI for details†).
3.3 Diversity analysis

3.3.1 Comparison of large-scale databases. In order to
assess the molecular diversity of the cheML.io database we
les generated by each method. Intersections below the diagonal show
t) Each entry shows the proportion of shared molecules between each

This journal is © The Royal Society of Chemistry 2020
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decided to perform an inter-database comparison with eMole-
cules59 as well as ZINC.57 Both databases comprise an extensive
set of available chemical compounds on the market. eMolecules
contains 26.4 million molecules while ZINC contains over 750
million molecules. Therefore, we have opted to perform the
comparison with a fraction of ZINC instead of utilizing the
whole database. To uniformly sample and minimize the prob-
ability of obtaining a biased subset, we sampled 1.5 million
ZINC molecules 20 times. All molecules were sampled from the
lead-like molecules subset of ZINC. The means and standard
deviations of the molecular properties were statistically exam-
ined across all 20 samples and no signicant variations were
identied and thereby we assumed that these samples are
representative of the whole ZINC database. As a nal step, all 20
samples were merged to create a subset of 30 million ZINC
molecules, which was used for all future comparisons. The
comparison was performed using the following methodology:

� Calculate a number of key molecular properties and
structural parameters including molecular mass, number of
atoms, number of chiral centers, number of rings, number of
bridgehead atoms and number of heterocycles for the mole-
cules from cheML, eMolecules and ZINC databases, as well as
subsets of ML model outputs.

� Calculate the mean and standard deviation across above
properties for each database, and subsets of cheML.

� Conduct statistical analyses to assess how the data t the
normal and uniform distributions property-wise; whether the
variances across each property are equal between the databases;
and whether the distributions of the data are somewhat similar
between cheML.io and ZINC.

When comparing cheML.io with eMolecules and ZINC our
database contains more diverse molecules across properties
such as molecular mass and number of atoms, while the eMo-
lecules database is the most diverse in terms of the number of
rings and heterocycles. ZINC has the most variance for the
number of chiral centers and bridgehead atoms (see Table 2).
Table 2 General information about the three databases

Database
Number of
molecules

Exact molecular
mass

Number of
atoms

Numb
cente

CheML 2 899 276 373 � 213 26.3 � 15 0.2
eMolecules 26 394 586 331 � 87.7 22.8 � 6.46 0.094
ZINC 30 000 000 321 � 24.5 22.7 � 2.0 1.39
CheML JT-VAE 1 399 265 323 � 55 22.7 � 3.9 0.
CheML RNN 962 245 475 � 336 33.8 � 23.8 0.3
CheML
GrammarVAE

239 206 326 � 59 22.7 � 4.25 0.8

CheML
ChemVAE

99 273 333 � 63 22.9 � 4.6 0.8

CheML
MolCycleGAN

60 856 330 � 61 23.0 � 4.4 0.9

CheML ORGAN 50 262 273 � 58 18.6 � 4.1 0.2
CheML
ORGANIC

42 609 222 � 60 15.8 � 4.39 0.7

CheML SSVAE 42 606 355 � 70 24.9 � 4.8 0.
CheML CDN 2415 385 � 413 26.8 � 27.8 0.4
CheML CVAE 539 304 � 19 22.3 � 1.48 0.8

This journal is © The Royal Society of Chemistry 2020
A test of normality was performed, which is based on
D'Agostino and Pearson's test that combines skew and kurtosis
to produce an omnibus test of normality.60,61 Our results indi-
cate that all three databases' data are not normal for the
considered properties. The implementation of the SciPy
package was used for this and following statistical tests.62 Lev-
ene's test, which is optimal for highly non-normal data, showed
that all property-wise differences in variances are statistically
signicant. This solidies the claims stated in the previous
paragraph. Lastly, a two-sample Kolmogorov–Smirnov test
revealed that the distribution of values is not equal when
comparing cheML.io with and the two other databases. This
holds true for each property.

3.3.2 Comparison of CheML constituents. The number of
generated molecules as well as the key molecular properties of
each ML model output are presented in Table 2. It is evident
that the properties of molecules in CheML vary dramatically
depending on the ML algorithm used. For instance, RNN has an
extremely high mean and variance in Exact molecular mass,
which together with the fact that this subset constitutes about 1/
3 of CheML, results in a very high variance in CheML's Exact
molecular mass overall.

To compare ZINC and CheML side-by-side, normality tests
were performed (based on D'Agostino and Pearson's test that
combines skew and kurtosis to produce an omnibus test of
normality) in order to determine the appropriate statistical tests
for comparing variances and distributions. The normality tests
indicated that most methods produce non-normal distributions
with a signicance level of a ¼ 0.001. Please note that all p-
values were corrected for multiple testing by application of
Bonferroni correction.63 The only tests where the normality
hypothesis could not be rejected were CheML CVAE for the
properties: exact molecular weight, number of atoms, and
number of rings.

The Kolmogorov–Smirnov test was used to deduce that the
outputs of all models are statistically signicantly different
er of chiral
rs

Number of
rings

Number of bridgehead
atoms

Number of
heterocycles

3 � 0.60 2.55 � 1.02 0.023 � 0.248 1.18 � 0.93
4 � 0.489 2.63 � 1.16 0.036 � 0.319 1.35 � 0.97
9 � 1.017 2.55 � 0.90 0.076 � 0.391 1.72 � 0.95
0 � 0.0 2.69 � 0.93 0.024 � 0.25 1.41 � 0.89
0 � 0.66 2.37 � 1.12 0.0176 � 0.23 0.80 � 0.84
6 � 0.90 2.63 � 0.93 0.0238 � 0.247 1.37 � 0.92

1 � 0.9 2.72 � 1.01 0.0540 � 0.37 1.48 � 0.95

4 � 1.00 2.75 � 0.98 0.0400 � 0.32 1.45 � 0.96

8 � 0.57 2.20 � 0.75 0.029 � 0.26 0.77 � 0.72
4 � 0.82 1.39 � 0.58 0.0022 � 0.068 0.46 � 0.55

0 � 0.0 2.89 � 0.92 0.034 � 0.26 1.18 � 0.87
4 � 0.74 2.70 � 1.28 0.167 � 0.7 1.35 � 1.07
7 � 1.26 2.19 � 0.52 0.0074 � 0.122 0.69 � 0.69

RSC Adv., 2020, 10, 45189–45198 | 45195
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from uniform distributions along any property. Levene tests for
equal variances yielded that variances vary statistically signi-
cantly when comparing the ML model outputs with the ZINC
sample for all 6 molecular properties, which can be seen in
Table 2. The only exception, where the null hypothesis of equal
variance could not be rejected was for CheML CVAE vs. ZINC for
the number of chiral centers. Two-sample Kolmogorov–Smirnov
test indicates that the difference between ML model outputs
and ZINC sample is statistically signicant across all properties,
with only two exceptions being CheML CVAE vs. ZINC for the
number of bridgehead atoms and CheMl CVAE vs. ZINC for the
same property.

According to the vast majority of tests, variances and distribu-
tions are not equal when comparing ML model outputs to the
ZINC sample. Out of 120 statistical tests between CheML and ZINC
in total, 117 yielded statistical signicance. It is important to note
that the CheML CVAE sub-dataset which constituted 2 out of 3
tests where the null hypothesis could not be rejected, is also the
smallest set among the outputs, comprising only 539 molecules.

In addition, further statistical tests were performed, where
each of the molecular properties' variances were compared
utilizing Levene's test across all considered methods. Also,
Kolmogorov–Smirnov tests were applied for testing equal
distributions. These results can be obtained from Tables S2 and
S3 in ESI.†
3.4 Performance of generation on demand

As was mentioned in the system overview section, we use the
CDN as an algorithm for the generation of molecules on
demand. To improve the proportion of correctly generated
molecules we have substituted the SMILES character parser to
a SMILES grammar parser. The original method of converting
SMILES strings to number vectors involved assigning a number
to each character of the SMILES string. For example, the atomH
would be codied as 23, atom S as 24 and atom Si as a combi-
nation of two numbers 24 and 25 that should be placed
consecutively.

Thus, if number 25 would appear as standalone in the
resulting vector, the whole vector would be discarded because
the corresponding string and associated molecule would be
invalid. To eliminate such cases we have used the SMILES
grammar parser that breaks the SMILES string into
morphemes, i.e. atoms and supporting elements, like stereo-
isomers. While the grammar parser does not eliminate syntactic
errors it helps with standalone atom parts.

Utilizing the uniform training dataset for every generation
request mainly resulted in a production of completely irrelevant
molecules. However, when we have introduced the application
of case specic training datasets described in the previous
section the reliability of generation on demand feature has
greatly improved.

During testing, we have observed that all the inputs for the
generation on demand could be roughly divided into three
categories: small molecules representing common structural
motifs widely found in more complex molecules, medium-sized
molecules that are not so widespread as subunits for other
45196 | RSC Adv., 2020, 10, 45189–45198
molecules, and large complex molecules that cannot be iden-
tied as substructures of any molecules from ZINC, ChEMBL or
cheML.io. Owing to these differences, inputs from each of the
above categories might require their own approach for assem-
bling the training datasets. For example, the similarity-based
training dataset for small molecules could be readily assem-
bled from any database. However, due to the small size of the
input molecule, the resulting training dataset might include
molecules that are rather different from the initial one in the
sense that they would not contain it as a substructure. Thus,
adding a substructure-based training dataset and blending it
with a similarity-based training dataset has generally led to
a more balanced outcome for the generation requests featuring
small and medium-sized molecules as inputs. On the other
hand, for large and complex molecules that can not be found as
substructures of other molecules, the only option is to use
a similarity-based training dataset. Therefore, we have designed
a 3-stage process for assembling the training datasets that
accounts for the above mentioned variations and provides
optimal results for any type of input structure without the need
for manual categorizing.

4 Conclusions

In summary, we have surveyed and tested a number of ML
algorithms for the de novo generation of organic molecules. A
database of 2.8 million molecules originating from these efforts
has been integrated into a user-friendly webpage framework
that allows to perform substructure and similarity searches and
browse the results in an interactive fashion. To facilitate and
structurize the browsing process all the molecules in the data-
base have been supplemented with a range of calculated
molecular properties and structural features. Thus, the
outcome of every search can be ordered, based on the chosen
property or structural parameter. In addition, the molecules
resulting from each specic search request as well as the overall
database can be readily retrieved in a csv le, where molecules
appear in SMILES format. When a specic search leads to
insufficient results, users are able to request the generation of
new molecules with the aid of the Conditional Diversity
Network (CDN) algorithm. The user can opt to generate the
molecules that are either similar to the original input structure
or to any of the molecules retrieved from the database. All the
newly generated molecules will be directly incorporated into the
database assuring its continuous broadening and improve-
ment. The generation on demand feature will also undergo
further tuning and enhancement. In order to facilitate this
process, the users will be provided with the possibility to leave
their feedback and suggestions.

We hope this dynamic online database may eventually
provide assistance to researchers that are interested in the
biological validation of ML-generated molecules and thereby
justify the means of creating them.
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