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Benchmarking non-adiabatic quantum dynamics
using the molecular Tully models†

Sandra Gómez, a Eryn Spinlove bc and Graham Worth *c

On-the-fly non-adiabatic dynamics methods are becoming more important as tools to characterise the

time evolution of a system after absorbing light. These methods, which calculate quantities such as state

energies, gradients and interstate couplings at every time step, circumvent the requirement for pre-

computed potential energy surfaces. There are a number of different algorithms used, the most

common being Tully Surface Hopping (TSH), but all are approximate solutions to the time-dependent

Schrödinger equation and benchmarking is required to understand their accuracy and performance. For

this, a common set of systems and observables are required to compare them. In this work, we validate

the on-the-fly direct dynamics variational multi-configuration Gaussian (DD-vMCG) method using three

molecular systems recently suggested by Ibele and Curchod as molecular versions of the Tully model

systems used to test one-dimensional non-adiabatic behaviour [Ibele et al., Phys. Chem. Chem. Phys.

2020, 22, 15183–15196]. Parametrised linear vibronic potential energy surfaces for each of the systems

were also tested and compared to on-the-fly results. The molecules, which we term the Ibele–Curchod

models, are ethene, DMABN and fulvene and the authors used them to test and compare several

versions of the Ab Initio Multiple Spawning (AIMS) method alongside TSH. The three systems present

different deactivation pathways after excitation to their pp* bright states. When comparing DD-vMCG to

AIMS and TSH, we obtain crucial differences in some cases, for which an explanation is provided by the

classical nature and the chosen initial conditions of the TSH simulations.

1 Introduction

It is a known problem in research that a set of accepted
standard test systems are required to validate and assess new
methods. Methods to describe non-adiabaticity, or processes
happening in the vicinity of conical intersections, were derived
first in the late 1980s for pre-computed potential energy sur-
faces (PES).1–3 In 1990 Tully proposed three 1-dimensional, 2-
state model potentials for testing non-adiabatic dynamics
methods.1 The single avoided crossing, dual avoided crossing
and extended coupling with reflection surfaces exhibit three
challenging features to dynamics methods. While these test
systems continue to be used for initial testing of dynamics
methods, whether surface hopping or full quantum dynamics,
this is dependant upon simulations being performed upon pre-
calculated potential energy surfaces. Comprehensive insights

into methods using pre-computed PES, both based on trajec-
tories and grids, can be found in ref. 4–6.

The requirement of pre-computed PES is a significant bottle-
neck for dynamics calculations. In 1973, I. S. Y. Wang and
M. Karplus published a communication describing a study of
the approach of H2 towards CH2.7 Their simulations showed
that rotation of the H2 was involved and hence structures away
from the minimum energy path towards the formation of CH4 are
required. In this method, the CNDO model8,9 was employed for
calculating required structures as needed along the trajectory thus
bypassing the requirement for pre-computed potentials. It is hence
the first example of an on-the-fly, or direct, dynamics method.
Leforestier, in 1978,10 calculated the on-the-fly reaction dynamics
of the nucleophilic substitution H� + CH4 - CH4 + H�. Using
GTOs, provided by Gaussian 70,11 for the electronic structure and
gradient calculations, he showed that the reaction occurs via a
non-adiabatic path involving the vibration of methane. Helgaker
et al. improved on this idea in a study of CH2

+ + H2.12 It was,
however, not until 1994 that the modern formalism of on-the-fly,
non-adiabatic dynamics was developed for dynamics in a manifold
of electronic states. A collaborative effort between the groups of
Robb, Olivucci and Schlegel made it possible to use classical
trajectories hopping within electronic states and computing elec-
tronic structure quantities along the dynamics.13
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An important consideration in the development of direct
dynamics-based methods is the capabilities of the computa-
tional resources at hand when conducting simulations. Since
Wang and Karplus’s work in 1973, there has been substantial
progress in computational power encompassing both proces-
sing speed and memory capacity. The direct comparison of the
speed of computer systems across decades is challenging due to
changes in computational architecture. However, as an illustra-
tion, Leforestier reported that a gradient calculation using
a 4-31G basis set took 30.85 minutes,10 while the same calculation
on the computer system used in this work took 1.5 seconds. The
computer used by Leforestier had an advertised maximum storage
capacity of 8 MB,14 while the databases alone generated by the
dynamics calculations in this work are 85.8 GB. It is readily
evident, from a practical perspective, that modern HPC facilities
are required for performing direct dynamics simulations.

The recent advancements in constructing experimentally
viable on-the-fly methodologies for non-adiabatic dynamics
therefore aligns with the field’s emerging status. Several meth-
ods are currently under development, and among them, the
following are of particular significance: ab initio multiple spawning
(AIMS),15 direct dynamics variational multi-configuration Gaussian
(DD-vMCG),16 Multi Configurational Ehrenfest (MCE),17 as well as
ab initio surface hopping implementations in the Newton X18 and
SHARC19 software packages. Descriptions of the methods pre-
sently under development are available in ref. 20–22.

As a consequence of the diverse approaches to direct
dynamics, complications arise from both the attainable results
as well as the way in which these results can be illustrated.
These differences can, broadly, be placed into three categories.
The first is that the surface hopping and multiple spawning
approaches are carried out in the adiabatic picture while vMCG
is in the diabatic picture, leading to non-comparable state
populations. The second issue arising relates to the structures,
in terms of properties and timescales, along the trajectories of
the dynamics. In the spawning and surface hopping methods,
properties are averaged over the trajectories while in the
DD-vMCG and MCE methods, there is a weighted average.
The third issue arising pertains to the representation of the
potential energies experienced by the evolving system. In AIMS/
TSH, the potential surfaces are only known along each trajec-
tory as a set of time-ordered values. In contrast, the database
obtained in DD-vMCG provides global potential energy surfaces
that can be analysed and post-processed. These issues pose a
significant challenge in the comparison of the results obtained
from the different methods. Within the direct non-adiabatic
dynamics community there is a consensus that not only is a
common set of test systems required, but also a mutually
accepted approach to the representation of the dynamical
results.

In 2020, Ibele and Curchod23 published a novel set of candi-
dates for testing on-the-fly non-adiabatic dynamic methods.
In the present work, we follow their suggestions and test our
direct dynamics method, DD-vMCG, on the three molecular
systems proposed. In their classification, ethene resembled
the Tully model I, since it seemed to present one simple

non-adiabatic event. 4-N,N-Dimethylaminobenzonitrile (DMABN)
was proposed as molecular Tully model II, since its dynamics
showed multiple passages through the intersection seam due to
the near-degeneracy of the two electronic states involved. Further-
more, in the dynamics of the DMABN molecule, the ground
electronic state remains inactive, as the molecule exhibits fluores-
cence, and non-radiative processes are confined to the upper
(excited) electronic surfaces, making this system easier to treat
with TD-DFT. A reflection back towards the same region from
which it initially relaxed was found in fulvene, therefore it was
assigned to Tully model III. To take the focus away from
a comparison to the Tully models, we shall name them the
Ibele–Curchod (IC) models and refer to the ethene system as
IC1, DMABN as IC2 and fulvene as IC3. The potential sur-
faces and short-time dynamics of ethene,24–28 fulvene29–31 and
DMABN32,33 have all been studied at various levels of theory.
The IC models thus need to be defined by a particular level of
electronic structure theory and initial starting geometry, which
will be detailed below. The models are thus not chosen to be
the best possible representation of the actual molecules, but
are chosen for efficiency and non-adiabatic behaviour.

Another interesting matter arising from the IC models is the
characterisation of the types of conical intersection. The topo-
graphy of intersections are usually classified as either peaked or
sloped.34 The former results in a fast motion away from the
intersection, while the latter leads to re-crossing. It was con-
cluded by Ibele and Curchod that the topography of the
identified conical intersection of DMABN was peaked, whereas
the population in fulvene passed through a sloped conical
intersection.

As will be shown in this paper, the passage through a conical
intersection is dominated not only by its topography but also
how it is accessed. We introduce the following terms to
describe how the intersections are accessed. ‘‘Direct’’ is when
the intersection can be reached directly from the Franck–Condon
point along the vibrational modes initially excited by the photo-
excitation. ‘‘Indirect’’ is when the energy has to flow from the
initially excited modes to other modes in order for the intersection
to be accessed. The descriptor ‘‘Immediate’’ will also be used in
place of direct for when the intersection is so close to the Franck–
Condon point that it lies under the initially excited wavepacket. In
the following we will see that the three models cover these three
categories (indirect, immediate, direct), with distinctive population
dynamics.

In the following, the three test systems will be studied using
DD-vMCG as well as the DD-TSH implementation in the Quan-
tics software package. Comparisons will also be made with full
quantum dynamics on the related linear vibronic coupling
(LVC) model Hamiltonians, providing a solid benchmark.
As well as demonstrating the utility of the benchmark systems,
this study is a snapshot of the present capabilities of the DD-
vMCG method. A key feature of the work is that the same
potentials are used for all nuclear dynamics methods to allow a
rigorous comparison. Differences seen in the results from the
TSH and vMCG simulations, however, highlight the problem
of comparing calculations made in different representations
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(diabatic for vMCG and adiabatic for TSH), as well as the need
for complete quantum dynamics benchmarks.

2 The Ibele–Curchod models

The main aim of this paper is to set up the three models
introduced by Ibele and Curchod23 as standard tests for non-
adiabatic direct dynamics simulations. A key part of models
used for benchmarking is a clear definition of the parameters
needed for calculations. The level of quantum chemistry and
the states included in the models are given below.

IC1: ethene. SA(3)-CASSCF(2/2)/6-31G* with the p and p*
orbitals in the active space. Three states are included in the
dynamics (N, V and Z in Mulliken notation35). Ibele and
Curchod included only two states. However, there are three
states in the state averaged CAS, and all three states are found
to be active in the dynamics so they must be included.

IC2: DMABN. TDA-oB97X-D3/cc-pVDZ within the TD-DFT
framework. The three lowest states are included in the dynamics
(S0, Lb, La).

IC3: fulvene. SA(3)-CASSCF(6/6)/6-31G* including three pairs
of p and p* orbitals in the active space. The lowest two states
are included in the dynamics (S0 and S1 (pp*)).

The propagation for all models starts with a vertical excita-
tion at the Franck–Condon point to the brightest excited state
(S1 in IC1 and IC3, S2 for IC2). The initial wavepacket is
constructed as the ground state vibrational wavefunction in
the harmonic approximation of the ground state potential
surface placed on the chosen electronic state. Data from the
quantum chemistry calculations (optimised geometry, ground
state frequencies and state energies at the Franck–Condon
point) for all three models are given in the ESI,† for reference.

It should be noted that the electronic structure chosen for
IC1 and IC3 is the same as in ref. 23, while for IC2 we have
chosen to use the functional benchmarked in a recent study on
DMABN33 in place of the LC-PBE functional used in the original
work. The IC2 calculation used the electronic structure code
Q-Chem36 which allows computing analytic non-adiabatic cou-
plings with TD-DFT, and Molpro37–39 was used for IC1 and IC3.

3 Methodology

In this work, three methods were used for the propagation of
the nuclei: multi-configuration time-dependent Hartree (MCTDH),
variational multi-configuration Gaussian (vMCG) and Tully surface
hopping (TSH). All are well described in the literature and only
brief overviews will be given here. All dynamics calculations were
made using the Quantics Package.40,41

The Quantics code is able to generate a range of initial
wavefunctions and links to a number of potential routines that
can be input as text files for analytical functions, such as the
vibronic coupling Hamiltonian used here. It also has interfaces
to a number of quantum chemistry codes for direct dynamics,
including Molpro and Q-Chem used here. The direct dynamics
interface works via a ‘‘quantum chemistry database’’, referred

to in this work as ‘‘the QC database’’, or merely ‘‘the database’’.
As a propagation proceeds, the energies, gradients and non-
adiabatic couplings are calculated and stored as a set of points.
Hessians are calculated only at the first point and provided at
all other points in the database by a Hessian updating scheme.
A new point is added to the database whenever the configu-
ration on a trajectory is a pre-defined distance away from any
point in the database. In these calculations the measure of
difference was that any atom was displaced by more than
0.2 Bohr from any point in the database. For the DD-vMCG
simulations, the data was transformed to the diabatic picture
using the propagation diabatisation scheme, which ensures
that the model diabatic potentials reproduce the adiabatic
potentials from the quantum chemistry.42 Global surfaces are
then provided by Shepard interpolation between the points in
the smoother diabatic picture. Adiabatic surfaces are provided
by diagonalising the interpolated diabatic potentials rather
than interpolating the quantum chemistry data. Details of the
DD-vMCG scheme are given in ref. 43.

Both MCTDH and vMCG are parts of the core implementa-
tion of the Quantics code. The surface hopping calculations
utilise an interface between Quantics and a general surface
hopping code written by Sapunar and Došlić,44 referred to here
as Zagreb SH. This interface has been introduced in a previous
study on the non-adiabatic dynamics of the butatriene cation
and cyclohexadiene.45

3.1 Multi-configuration time-dependent Hartree (MCTDH)

MCTDH is a complete, grid-based solution of the nuclear time-
dependent Schrödinger equation. The wavefunction ansatz

Cðq; tÞ ¼
X
ji

. . .
X
jp

X
s

Aj1...jpsðtÞj
ð1Þ
j1

Q1; tð Þ . . .jðpÞjp
Qp; t
� �

jsi

(1)

is a full direct product expansion using p sets of time-
dependent basis functions known as single-particle functions
(SPFs). The SPFs are multi-dimensional functions and Qk =
{qa, qb. . .} is a set of physical coordinates so that the p particles
span the f degrees of freedom of the system. The SPFs in turn
are expanded in terms of time-independent discrete variable
representation (DVR) functions,46 w

jjðQ; tÞ ¼
X
i

ajiðtÞwiðQÞ: (2)

The time-independent vector |si represents the electronic
states. Eqn (1) is referred to as the single-set formulation of
MCTDH as one set of SPFs is used to describe the wavefunction
in all electronic states.

Equations of motion for the expansion coefficients and SPFs
are obtained from a variational principle to ensure that the
basis set remains optimally small. For details see ref. 3 and 47.
MCTDH is a convergent method that provides the numeri-
cally exact solution to the TDSE for the given Hamiltonian.
It does, however, require the potential functions to be known
globally before the calculations are made, i.e., pre-computed.
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For efficiency, the potential also has to be in a ‘‘sum-of-
products’’ form

VðQÞ ¼
X
r

crh
ð1Þ
r Q1ð Þhð2Þr Q2ð Þ . . . hðpÞr Qp

� �
(3)

such as that provided by the model Hamiltonian used below.
For large systems, typically more than 12 degrees of free-

dom, it is necessary to use the multi-layer formalism in which
the SPFs of eqn (1) are recursively expanded in functions of
MCTDH form to reduce the dimensionality before expanding in
the DVR.48–50 ML-MCTDH has enabled calculations with many
hundreds of degrees of freedom, still ensuring convergence to
the numerically exact solution for the given Hamiltonian.

3.2 Variational multi-configuration Gaussian (vMCG)

The vMCG method writes the wavefunction as a superposition
of Gaussian basis functions (GBFs)

Cðq; tÞ ¼
X
is

AisGiðq; tÞjsi (4)

where Gi are separable, frozen (i.e. fixed width) GBFs which are
a product of one-dimensional Gaussians for each coordinate,
qa, with the form:

gi(qa,t) = exp(si,aqa
2 + xqi a + zi). (5)

These can be related to Heller’s frozen Gaussian wavepackets,51,52

which have the form

gi(qa) = exp(�Ai(qa � qi a,0)2 + ipi a,0(qa � qi a,0) + igi) (6)

where the parameters Ai, qi a,0 and pi a,0 correspond to the width,
centre coordinate of the Gaussian function and momentum of
that centre, respectively.

Solving the TDSE using the vMCG ansatz, eqn (4), and the
Dirac-Frenkel variational principle, leads to equations of motion
for the expansion coefficients and GBF parameters. These
equations provide trajectories followed by the GBFs. However,
these are not classical, as in the Heller formalism, since the GBFs
are variationally coupled, leading to faster convergence with basis
set size. Integrals of the Hamiltonian in the GBF basis sets hgi|H|gji
are required, and if these are evaluated exactly, the method
converges to a numerically exact solution of the TDSE, just like
MCTDH. However, while MCTDH breaks the problem down to
low-dimensional integrals that can be solved using quadrature,
here we have highly multi-dimensional integrals. To solve these,
we use a local harmonic approximation (LHA) to the potential
surfaces and the integrals over the potentials hgi|V|gji use the
potential expanded around the centre of the GBF on the right hand
side of the integral to second order:

VðQjÞ ¼ V0jqj0þ
X
a

dV

dqa

����
qj0

qa þ
1

2

X
ab

d2V

dqadqb

����
qj0

qaqb (7)

where the energy and derivatives are evaluated at the centre of the
GBF, qj0. This procedure allows vMCG to be used as an on-the-fly
dynamics propagation scheme as these quantities can all be
provided by quantum chemistry calculations. The method is then
referred to as the DD-vMCG method.

Unfortunately, the coupling between GBFs leads to equations
of motion that require the inversion of a matrix at every step in a
propagation that is (n � N)2, where n is the number of degrees of
freedom and N the number of Gaussian functions. This becomes
expensive for large systems but the effort can be alleviated by
partitioning the system and using a product basis

Cðq; tÞ ¼
X
ji

. . .
X
jp

X
s

Aj1...jpsðtÞg
ð1Þ
j1

Q1; tð Þ . . . g
ð1Þ
jp

Qp; t
� �

jsi

(8)

¼
X
Js

AJsðtÞGJðq; tÞjsi (9)

where the second line introduces the multi-index, J = ji. . .jp, and
Gaussian configuration, GJ = g(1)

j1 . . .g(p)
jp . This leads to coupled

sets of smaller dimensional equations of motion. This is the
G-MCTDH scheme53 and, like MCTDH, mean-field operators now
couple the motion of the sets of GBFs. To evaluate these operators
in direct dynamics, use can again be made of the LHA to evaluate
the GBF integrals. If the Hamiltonian terms are in the sum of
products form of eqn (3), then the mean-field operators have
the form

H
ð2Þ
kl ¼ c

X
ij

A�ik g
ð1Þ
i

D ���h1 g
ð1Þ
j

���
E
Ajlh2 (10)

This is the mean-field acting on the second set of GBFs in a
system partitioned into two parts, but is easily generalised to any
partitioning. The LHA potentials of DD-vMCG do indeed have the
sum of products form, but the expansion coefficients are time-
dependent as they depend on the GBF time evolution.

The equations of motion for the expansion coefficients and
GWP parameters are propagated using a variable time-step
Runge–Kutta integration scheme. The inversion of the overlap
and C-matrix also lead to numerical noise in the propagation
and the wavefunction is renormalised every 1 fs to enhance
stability.

3.3 Trajectory surface hopping (TSH)

The TSH calculations used the classic ‘‘fewest switches’’
algorithm1 and the trajectories were propagated with a time-
step of 0.1 fs. Hopping probabilities were computed from
analytically obtained non-adiabatic couplings and isotropic
velocity scaling was used to conserve energy. A known problem
of TSH is its overcoherence: since trajectories follow the gra-
dient of the active state, population transfer may occur as if
parts of the wavepacket were moving in the same direction with
the same velocity in an unphysical manner. To overcome this,
a simple and commonly used methodology exists, whereby
exponential damping of the amplitude of the other states
(which are following the active state gradient) is performed,
depending on the kinetic energy and the energy gap. This is the
energy-based decoherence (EDC) scheme of Grannucci et al.,54

which is also the standard in the Zagreb SH code.
Using the Quantics–Zagreb SH interface ensures that the

TSH calculations run on the same potentials as the vMCG
and MCTDH calculations.45 The initial conditions can also be
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chosen to be as similar as possible. In these calculations, the
swarm of trajectories are initialised by sampling from a Wigner
distribution of the ground state vibrational eigenstate used in
the vMCG and MCTDH simulations using the same normal
mode coordinates to define the harmonic approximation. The
trajectories are then propagated in mass-weighted normal
mode coordinates to remove the centre of mass motion, as
done in the wavepacket methods. One major difference, how-
ever, is that the vertical excitation, in TSH is to the adiabatic
rather than diabatic excited state.

The equations of motion are propagated using a velocity
Verlet algorithm with a time step of 0.5 fs.

3.4 State populations

To compare vMCG results to TSH, the diabatic populations
obtained directly from vMCG dynamics must be converted to
the adiabatic picture. To do so, the expectation value of the
adiabatic projection operator in terms of the diabatic states

P̂
ad

a ¼
X
b;g

jbihbjUybaUagjgihgj (11)

must be evaluated, where a is the adiabatic state of interest and
b, g the diabatic states. U is the adiabatic–diabatic transforma-
tion matrix, which can be defined by the eigenfunctions of the
diabatic potential W(q)

U†(q)W(q)U(q) = V(q) (12)

where V(q) is the diagonal matrix of adiabatic potentials.
In terms of a vMCG wavefunction the expectation value can
be written

Pad
a ¼

X
IsJt

A�Is GIh jPad
a GJj iAJt (13)

This expression requires the evaluation of multi-dimensional
integrals over the GWP basis functions, prohibitive for the size of
systems treated here. Making use of the local nature of these
functions, a practical scheme can be obtained using the saddle-
point approximation, in which the integral value is taken at the
central points of the Gaussians multiplied by the overlaps.
To reduce the number of operations further, these are evaluated
using the average position of the Gaussian centres

hGi(Q)|P|Gj (q)i = 0.5(hGi|GjiPad
a (qi0) + hGi|GjiPad

a (qj0)) (14)

meaning that the number of operator evaluations to be made is
the number of configurations. Thus, while the diabatic popula-
tions are the direct outcome of quantum dynamics methods,
the use of the saddle-point approximation for the integrals means
that only approximate adiabatic populations are obtained. This
saddle-point approximation, however, is used for all integrals
in the multiple spawning and multi-configurational Ehrenfest
methods and has been shown to give reasonable results.
It should also be noted that the populations obtained from
TSH are also obtained by averaging over populations along
trajectories as an approximation to the multi-dimensional
integrals. These populations are known in the surface hopping
community as ‘‘classical’’ populations, in contrast to ‘‘quantum’’

populations, which are obtained as the square of the electronic
wavefunction coefficient in each electronic state, averaged over
trajectories.

3.5 Procedure

The starting point for the calculations was to construct a Linear
Vibronic Coupling (LVC) Model Hamiltonian for the 3
systems.55,56 This model is an analytical description of the
coupled potentials around the Frank–Condon (FC) region
which can be used by the MCTDH method for an accurate
description of the early-time dynamics. These simulations
provide a rigorous check of the performance of the vMCG
and TSH calculations at the early stages, along with a basic
classification of the conical intersections directly accessible by
the IC systems studied.

The LVC model assumes a diabatic electronic basis and
describes the diabatic potentials and state couplings as Taylor
expansions around the Franck–Condon (FC) point. The coordi-
nates are dimensionless (mass-frequency scaled) normal
modes, taken from the ground electronic state at the equili-
brium geometry. For an N-state system the LVC is written as an
N � N matrix

H = H(0)1 + W(0) + W(1) (15)

where the zero-order Hamiltonian, H(0), is a set of harmonic
oscillators for each normal mode using the ground state
frequencies

Hð0Þ ¼ �
X
a

oa

2

@2

@qa2
þ oa

2
qa

2 (16)

and the higher order matrices are polynomials to first order

W
ð0Þ
ij ¼ Eidij

W
ð1Þ
ii ðqÞ ¼

X
a

kðiÞa qa

W
ð1Þ
ij ðqÞ ¼

X
a

lði; jÞa qa; iaj

(17)

The diabatic basis is defined to be identical to the adiabatic
basis at the FC point. As a result, this Hamiltonian can be
parameterised directly from the quantum Chemistry defined
for each model. Ei are the vertical excitation energies; k(i)

a are the
gradient vector components along the normal modes at the FC
point; and l(i, j)

a the non-adiabatic coupling vector components.
One could improve the model by using the calculated

Hessians to provide on-diagonal second-order terms. A Quad-
ratic Vibronic Coupling Model (QVC) is, however, much more
expensive due to the large number of additional terms. It also
rarely provides more than minor changes to population
dynamics and for these model systems, test calculations
showed that indeed the QVC results are very similar to those
from the LVC.

In order to speed up the calculations, the vMCG basis func-
tions were partitioned into two parts, i.e. the G-MCTDH scheme
of eqn (9) was used. The modes in each partition were selected
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using the LVC model parameters as guidance. If a mode has an
on-diagonal linear, k, parameter then it is a tuning mode that
has a gradient at the FC point and modulates the gap between
the surfaces. The importance of the mode is given by the ratio
k/o as this defines how far a harmonic oscillator is shifted from
the FC point. If a mode has an off-diagonal linear parameter,
l, then it is a coupling mode that provides the non-adiabatic
coupling between electronic states. Again its importance is
given by the ratio l/o.

After analysis of the importance of the modes, IC2 had the
strongest 29 modes in the first partition and the remaining in
the second. IC3 had 12 modes in the first partition. This first
partition in both cases required more GWPs for convergence as
it contains the modes with strong coupling and hence more
anharmonic surfaces. For IC1, ethene is small enough to simply
divide into 2 parts comprising six modes each. The vMCG
partitioning and final basis sets are given in Table 1. Details
of the ML-MCTDH trees showing the structure and number of
basis functions needed for convergence of the MCTDH calcula-
tions are given in the ESI.†

Simulations on the LVC Hamiltonians for all 3 systems
using ML-MCTDH, vMCG and 500 TSH trajectories were run
for 100 fs and state populations obtained. ML-MCTDH and
vMCG provide diabatic populations, so adiabatic populations
were obtained from the vMCG calculations using the saddle-
point procedure described above to compare to the TSH results.

Starting with the potential surfaces provided by the linear
vibronic coupling model, direct dynamics calculations were run
on the three models using the DD-vMCG and DD-TSH methods.
Normal mode coordinates were used for all simulations, with
the same coordinates used for each system. The vMCG (both
DD-vMCG and vMCG on the LVC models) simulations used
mass-frequency scaled coordinates, while the TSH used mass-
scaled coordinates so as to ensure that the kinetic energy
operator has the Cartesian form required by the surface hop-
ping code. All results are displayed in mass-frequency scaled
coordinates. The data in the databases is taken directly from
the quantum chemistry, and stored, in Cartesian coordinates,
hence interpolations take place in this coordinate system.
A simple linear transformation connects the normal mode
and Cartesian representations.

The initial conditions for the vMCG calculations are defined
using the ground-state wavefunction in the harmonic approxi-
mation. The GWP centred at the FC point has an initial
population of 1, while all others have a population of 0. The
unpopulated GWPs are then distributed in momentum space,
stepping out from the zero momentum sequentially along each
degree of freedom. The initial conditions for the TSH calcula-
tions are set such that the initial wavepacket is randomly
sampled, using a Wigner distribution, in order to prepare the
swarm. Consequently, the calculations have the same initial
conditions.

For each system, 500 independent DD-TSH trajectories were
run. Each collected an independent database of points to
represent the potential surfaces during the simulations. DD-
vMCG calculations were also run to populate a further data-
base, growing the basis size and covering the space needed for
a 100 fs propagation. The databases from the DD-TSH and
DD-vMCG simulations were then merged, removing points that
were closer than the distance threshold. The data was then re-
diabatised using the propagation diabatisation scheme after
ordering all the points starting at the Franck–Condon point.
A second set of DD-TSH trajectories and DD-vMCG calculations
were then run using the final merged databases without adding
further points. It should be noted that the DD-TSH trajectories
used the adiabatic surfaces from the diabatic potentials rather
than the original points obtained from the quantum chemistry.
In this way all simulations used the same potentials. The basis
sets that converged the LVC model potentials were used for all
models.

For IC1 and IC3, each time a point was added to the
database, all the symmetric complements were created and
also stored to ensure that the surfaces have D2h and C2v

symmetry, respectively. No symmetry was used in the DMABN
database.

4 Results

Five sets of calculations were run on the three models using
different representations of the potential surfaces. The first three
used an analytic representation to compare MCTDH, vMCG and

Table 1 Details of direct dynamics simulations on the three Ibele–Curchod models. For the DD-vMCG runs, the modes put into the two partitions and
the number of GBF in each (NGBF) are given along with the average and standard deviation of the energy throughout the 100 fs simulation. For the
DD-TSH runs, the number of accepted trajectories (Ntraj) is given along with the average and standard deviation of the energy. Energies given are the total
energy

Model

DD-vMCG DD-TSH

System partitioning NGBF Energy (eV) Ntraj Energy (eV)

IC1 n5, n6, n7, n8, n9, n10 40 12.331 � 0.191 490 11.502 � 0.090
n1, n2, n3, n4, n11, n12 40

IC2 n1, n19, n3, n46, n33, n34, n35, n45, n31, n32, n36, n8,n23, n47, n44, n12, n6, 40 10.093 � 0.114 477 11.072 � 0.005
n11, n2, n14, n9, n5, n22, n13, n30, n41, n29, n10, n4, n42, n43, n27, n25, n57,
n17, n18, n49, n40, n54
n39, n7, n28, n15, n53, n55, n21, n26, n37, n16, n38, n20, n24, n48, n50, n51, 30
n52, n56

IC3 n22, n9, n24, n19, n6, n15, n13, n17, n20, n21, n25, n30 80 6.862 � 0.091 479 6.856 � 0.003
n2, n18, n14, n23, n16, n29, n3, n8, n12, n4, n10, n11, n1, n7, n28, n26, n5, n27 40
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TSH. The final two are direct dynamics simulations comparing
DD-vMCG and DD-TSH.

4.1 Linear vibronic coupling model

LVC model Hamiltonians were constructed using single-point
quantum chemistry calculations of the energies, gradients and
derivative couplings for all the states in the manifold at the
ground-state optimised geometries, i.e., at the FC point, for
all three systems. Along with the ground-state normal modes
and frequencies, this provides the parameters for the model as
described in Section 3.5. Full dimensional ML-MCTDH
dynamics as well as vMCG and TSH simulations were run for
100 fs on these potential energy surfaces. The ML-MCTDH and
vMCG simulations ran directly on the model diabatic surfaces,
while the TSH trajectories ran on the adiabatic surfaces pro-
vided by diagonalising the diabatic potentials. The surfaces
used in each case are thus exactly equivalent. The parameters
are provided as Quantics operator files in the data sets that are
part of the ESI.† The resulting state populations as a function of
time are shown in Fig. 1. The top panel shows the converged
vMCG and ML-MCTDH diabatic populations, the middle panel
the adiabatic populations from the vMCG propagation, and the
bottom panel the adiabatic populations averaged over 500 TSH
trajectories. The convergence of the method is demonstrated
for fulvene in Section S6 of the ESI.†

The state population dynamics are seen to be very different
in each case. In ethene (IC1), there is no population transfer.

In both DMABN (IC2) and fulvene (IC3) the diabatic population
transfer calculated by ML-MCTDH and vMCG is fast and
fairly complete, but in the case of IC2 the transfer starts
immediately and is almost linear out to 20 fs, after which it
plateaus with light oscillations. In IC3, there is a delay before
transfer starts. Transfer then takes place in clear steps with a
period of around 20 fs.

The adiabatic population transfer from vMCG has a similar
character to the diabatic populations. In IC2, the initial linear
transfer is complete, followed by a small recurrence and then
an oscillating plateau. The TSH results show a similar time-
scale, with an immediate start of transfer, but the crossing is
slower and not as complete. In IC3, a more complicated
adiabatic population dynamics is seen, with crossings and
recurrences occurring with a 20 fs period. TSH again provides
a similar picture, but the initial population transfers are
weaker. The performance of the saddle-point approximation
used to obtain the adiabatic populations is shown for IC2 in
Section S7 of the ESI.† It leads to an exaggeration of the transfer
when passing through the intersection, but gives a reliable
approximation when away from the intersection seam.

To classify the types of intersections, the minimum energy
point on the LVC model conical intersection seam (MECI) was
located using energy minimisation. This used conjugate gradi-
ent optimisation of the energy difference between the adiabatic
surfaces to reach the seam, followed by energy minimisation
of the energy of the upper adiabatic surface, projecting out the

Fig. 1 State populations for the three Ibele–Curchod models using LVC Hamiltonians. Top panel: Diabatic populations, vMCG (solid) and MCTDH
(dashed). Middle panel: Adiabatic populations, vMCG. Bottom panel: Adiabatic populations, TSH. See text for details.
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gradient difference and non-adiabatic coupling vectors.57

If, during the second step, the system moves away from the
seam, the two steps were repeated in an iterative scheme until
convergence was reached.

There is no conical intersection in the IC1 LVC model. This
is expected as it is known from previous work that the S1/S0

intersection is accessed along the torsional mode.58,59 There is
no potential gradient or linear coupling along this mode at the
FC point, hence this intersection is not described by the model.
The classification of the conical intersections for IC1 will be
discussed later.

Cuts from the FC point to the MECI for IC2 and IC3 are
shown in Fig. 2. These cuts are along normalised vectors made
up of a combination of the different vibrations leading to the
intersection. The coordinates used are mass-frequency scaled
normal modes. In these coordinates, for any normal mode the

potential can be written as V ¼ 1

2
oq2 and a distance of q = 1

along a normal mode is the extension with a potential energy
equal to the zero point energy. The vectors defining the MECIs
are given in Section S5 of the ESI.† Both are sloped intersec-
tions as the gradients on both surfaces at the intersection point
have the same sign. The differences lie in the positions relative
to the FC point.

In IC2, the intersection is at a distance of 1.7 units from the
FC point. Given that the width of the initial wavepacket,
defined as the standard deviation of the ground-state harmonic

oscillator (Gaussian) function, is 1=
ffiffiffi
2
p

; the intersection lies
under the initial wavepacket and is classified as immediate.
This is the reason why population transfer starts immediately
in vMCG, whereas in TSH the trajectories still need to move in
phase space to reach the intersection, explaining the observed
delay. It is also very close in energy, at E = 5.20 eV compared to
the energy at the FC point of E = 5.31 eV.

In contrast, the MECI in IC3 is further from the FC region,
both in coordinate space and in energy and it is classified
simply as a direct intersection. It is at a distance of 5.86 units,
so lies well away from initial wavepacket. The energy at the
intersection, at E = 2.84 eV, is well below the energy at the FC
point of E = 4.16 eV. The IC3 population dynamics can be
explained by this classification as the initial delay before
transfer begins is the time taken to reach the intersection.
The wavepacket then passes through with an efficient adiabatic
transfer, due to the speed of the wavepacket on approach.

The sloped topography results in an immediate recurrence as
the wavepacket is reflected back from the potential wall. The
population stays constant after exiting the intersection region,
before repeating this passage periodically after oscillating across
the well and back. This results in the square-step population
dynamics observed.

The geometries of DMABN and fulvene at the MECIs are
given in Section S5 of the ESI.† In DMABN it is close to the FC
geometry, while for fulvene the ring has contracted and the
CQC bond extended.

4.2 Direct dynamics

As described in the methods above, direct dynamics calcula-
tions with the DD-vMCG method were run using the partition-
ing and basis set of the vMCG calculations, as listed in Table 1.
The average energy and standard deviation of the energy are
listed too. The norm is kept to 1.0 by renormalising every 1 fs.
DD-TSH calculations ran 500 trajectories. The number of
accepted trajectories, along with the average energy and energy
standard deviation, are also listed in Table 1. Trajectories were
rejected if they contained a frustrated hop, or failed to finish.
The energy of the DD-vMCG and DD-TSH calculations are
different due to an incomplete sampling of the zero-point
energy in the DD-TSH runs.

State populations as a function of time obtained from the
direct dynamics simulations are shown in Fig. 3. The upper two
rows show the DD-vMCG diabatic and adiabatic populations
from the final calculations on the complete databases. The
third row depicts the adiabatic populations obtained from
averaging the populations from the independent DD-TSH
trajectories.

For IC2 (DMABN) and IC3 (fulvene), the behaviour after
photo-excitation is qualitatively the same as the LVC results,
showing a very quick, near-linear decay of the active state to the
S1 in IC2 and in IC3 a delayed fast decay to the S0 followed by
periodic recurrences. The final adiabatic population transfer,
however, is more complete in the DD-TSH calculations com-
pared to the LVC model, while it is less complete using DD-
vMCG. As described above for the LVC populations, the sharp
peak in the adiabatic populations of IC2 seen around 10 fs is a
result of the saddle-point approximation used to obtain them.

In contrast to the LVC model for IC1 (ethene), direct
dynamics predicts a fast decay out of the initially populated
state, with 60% being transferred after 100 fs. DD-vMCG
shows a diabatic transfer from the A-state to a mixture of
the ground X-state and the second excited B-state, which show
an out-of-phase oscillatory behaviour. Transforming to the
adiabatic picture, this transfer is mostly (40%) to the S2 state
and 20% going to the ground state, S0. DD-TSH sees a similar
population transfer out of the S1 state, however almost all of
the population returns to the ground state, with less than
10% ending up in S2 after 100 fs. This result from DD-TSH
compares well to previous work that included only the S0 and
S1 adiabatic electronic states.23 The DD-vMCG behaviour,
however, is significantly different from this, and reasons for
this will be discussed further below.

Fig. 2 Cuts through the LVC potential energy surfaces for (a) IC2
(DMABN) and (b) IC3 (fulvene) along the vector from FC to MECI. For
IC2 the S1/S2 surfaces are shown, while for IC3 the surfaces are for S0/S1.
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The final IC1 database for the direct dynamic simulations
contained 42 907 points, while that for IC2 contained 27 294
and for IC3 38 354. The structures included in each are shown
in Fig. 4. It is clear that ethene and fulvene sample the com-
plete torsional motion, while DMABN remains fairly planar.

The structures thus cover the configurations needed to fit with
the known behaviour of these molecules in the first 100 fs after
photo-activation as the torsional motion is strongly activated in
ethene24 and fulvene,31 while DMABN remains planar.33

The similarity between the LVC and direct dynamics results
for IC2 and IC3 indicate that the potential surfaces are well
characterised by the single conical intersection seam of the LVC
model. The main addition from the direct dynamics is allowing
the molecules to move away from the intersection faster,
leading to reduced population transfer due to new pathways
being available in the active states. Consequently, the system is
prevented from reaching the direct conical intersection present
in the LVC model.

This behavior, however, is not shown in TSH dynamics,
where the transfer is even more complete using on-the-fly
potentials. Since the database used is the same for both
dynamics methods, the disparity must be attributed to the
intrinsic characteristics of the methods or to the sampling of
the initial wavepacket. We assume that the basis functions
representing the DD-vMCG wavepacket can coherently find the
regions away from the LVC conical intersection, while the
independent TSH sampled trajectories do not feel the forces
that direct them from the main decay path. Another point for
consideration is that in the DD-TSH calculations, the electronic
coefficients on non-active states are being damped since they
follow the gradient of the active state. However, the potentials
show sloped intersections in which the electronic states lie

Fig. 3 State populations for the three Ibele–Curchod models using direct dynamics. Top panel: Diabatic populations, DD-vMCG (solid). Middle panel:
Adiabatic populations, DD-vMCG. Bottom panel: Adiabatic populations, TSH. See text for details.

Fig. 4 Overlay of structures in the QC databases generated from DD-TSH
and DD-vMCG calculations for the (a) IC1, (b) IC2 and (c) IC3 models.
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fairly parallel, and therefore the decoherence correction might
not be needed, resulting in larger population transfers.

Comparing to Ibele and Curchod,23 we observe that the TSH
populations are very similar, which further validates the Quan-
tics implementation of the method. An important difference is
observed in IC3, where their TSH population resembles almost
perfectly our DD-vMCG population after transforming to the
adiabatic picture. This demonstrates how different implemen-
tations of the same method may lead to slight variations in the
dynamics.

The state population dynamics from the IC1 model show a
significant dependence on the method and Hamiltonian used.
The DD-TSH population dynamics for IC1 in Fig. 3 agrees with
previously published direct dynamics results using methods
such as AIMS, stochastic-selection AIMS, multi configurational
Ehrenfest, ab initio multiple cloning and previous TSH
simulations.15,23,60–63 All of these methods demonstrate a sim-
ple fast deactivation from the bright state to the electronic
ground state with a time period of 100 fs. In contrast, DD-vMCG
predicts a population transfer predominantly from the adia-
batic S1 to S2, which is composed of a mixture of diabatic states
X̃ and B̃ (N and V in Mulliken notation35). Further analysis is
required to explain this alternative behaviour.

For this, the MECI in the direct dynamics potential surfaces
were located, utilising the same optimisation procedure used to
locate the MECI in the LVC models above. These are shown in
Fig. 5 and the coordinates for the MECI structures are included
in Section S5 of the ESI.† As expected, the approach to the MECI
for both IC2 and IC3 are very similar to the those in the LVC

model. In IC2 it is an immediate, sloped intersection, while in
IC3 it is a direct, sloped intersection.

In IC1, conical intersections are found between S1/S0 and
S2/S1. Both have an HCCH torsion angle of 901, and the
importance of the torsional motion is seen by the complete
lack of population transfer in the simple linear vibronic cou-
pling model calculations in which the torsion has been
replaced by a harmonic oscillator. The long range motion
allowed by the direct dynamics in contrast to LVC models is
thus essential for a good description of this system.

The S2/S1 intersection can be accessed directly from the FC
point. However, there is a maxima at the FC point and no
gradient directing the excited wavepacket to the MECI. We call
this a ‘‘second-order direct’’ intersection. The S1/S0 intersection
additionally has significant distortions to the CH2 groups and
the C–C bond is extended. By inspection of the surfaces in this
region, it is clear that they are not well described by the
database. The dynamics did not reach this region and the
predicted intersection structure has an RMSD of 0.9 Å from
the nearest database point, which is a big distance. As a result
the predictions (energetics and structures) are approximations
provided by the Shepard scheme which, here, is extrapolating
rather than interpolating. However, the ethene S1/S0 conical
intersection has been well characterised in the past using
multireference methods58,59 and is in this region of configu-
ration space involving torsion and pyramidalisation of the CH2

groups. The high barrier between the FC point and the inter-
section will clearly hinder direct access of the intersection.

Cuts through the potential surfaces from the FC point of IC1
along the ‘‘torsional’’ mode, q8, the pyramidalisation mode, q2,
and the C–C stretch, q5, are shown in Fig. 6. The gradient is
along q5 whilst along q2, the surfaces are flat. The S1/S0

intersection can only be reached after activation of modes not
activated by the excitation. For this reason the intersection is
classified as ‘‘indirect’’. The direct approach to the S2/S1 inter-
section is, however, clear in Fig. 6(a), as is the maximum along
this mode at the FC point. Fig. 6(b) plots the surfaces along the
actual torsion angle, showing the correct symmetry around the
intersection seam that is not seen along the normal mode.

In order to further investigate the different behaviour of IC1,
the reduced densities in the three states from the DDvMCG and
DD-TSH simulations are plotted in Fig. 7 along the q2 (pyrami-
dalisation) and q8 (torsional) modes. It should be noted that the
DD-vMCG densities are in the diabatic picture, while the TSH
are in the adiabatic. However, this only alters the state assign-
ments and does not alter the evolution of the density.

Along the torsion, the motion on all states is similar, with a
bifurcation of the wavepacket showing the torsional excitation.
This is particularly evident for earlier timescales (up to 30 fs) on
S1, or Ã, where the wavepacket and trajectories both remain
localised. At later times, however, the DD-TSH density spreads
over the torsional space. As seen in Fig. 6, a displacement of
11 units along this mode corresponds approximately to a
torsion angle of 901.

The behaviour along the pyramidalisation mode is very
different. In the DD-TSH calculations, the pyramidalisation is

Fig. 5 Cut through the direct dynamics potential energy surfaces from
the FC point to the MECIs (a) of S0/S1 for IC1 (ethene) (b) of S1/S2 for
IC1 (ethene) (c) of S1/S2 for IC2 (DMABN) (d) of S0/S1 for IC3 (fulvene). The
x-axis is labelled ‘‘CoIn’’ to emphasise that this data does not represent
motion along a specific normal mode. Key: purple = S0, green = S1,
blue = S2.
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quickly excited and the density spreads. In the DD-vMCG
calculations, however, the density remains compact, staying dense
around the equilibrium angle. For this reason the DD-vMCG
wavepacket cannot access the S1/S0 conical intersection as easily.

The DD-vMCG result is supported by the work of Viel et al. in
ref. 26, who performed full quantum MCTDH simulations on a
six dimensional model of ethene using curvilinear coordinates
to treat the C–C stretch, torsion, pyramidalisation angles
and CH2 bends. The surfaces were calculated at the CASPT2
level and transformed to a diabatic picture. Both diabatic and
adiabatic population transfers are similar to the DD-vMCG
results presented here: approximately 20% ends in S2 which
is a mix of X̃ and B̃ and minimal population returns to S0. The
wavepacket along the pyramidalisation angle also remains
compact. Interestingly, recent calculations on 1,1-difluoro-
ethene also show the same discrepancy, with TSH results pre-
dicting relaxation from the S1(V) state to the ground state,64

while quantum dynamics simulations indicate that the relaxa-
tion goes into energetically close Rydberg states.65

5 Discussion and conclusions

In this paper we set out to establish a set of models, introduced
by Ibele and Curchod,23 for testing on-the-fly non-adiabatic
dynamics methods. Using these models, we then show the
present capabilities of the DD-vMCG algorithm and that the
linear vibronic coupling model provides a useful starting point.
A new classification of conical intersections has also been

Fig. 6 Potential energy cuts through the IC1 (ethene) potential surfaces
calculated by direct dynamics away from the Franck–Condon point. (a)
Along the ‘‘torsional’’ normal mode, q8. (b) Along the HCCH torsion. (c)
Along the pyramidalisation normal mode, q2 and (d) along the C–C
stretching vibration, q5. Key: purple = S0, green = S1, blue = S2.

Fig. 7 Reduced densities for the IC1 (ethene) model from DD-vMCG calculations with 40/40 GWPs and DD-TSH with 500 trajectories plotted along the
CH2 pyramidalisation and torsion normal modes.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
 2

02
3.

 D
ow

nl
oa

de
d 

on
 2

02
5/

10
/1

6 
12

:2
4:

37
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp03964a


1840 |  Phys. Chem. Chem. Phys., 2024, 26, 1829–1844 This journal is © the Owner Societies 2024

introduced to describe the intersections in the three models,
highlighting their differences with respect to the dynamics
required to reach them.

For direct dynamics, a model is defined by the level of
quantum chemistry used and the number of states included,
along with the starting point. Here, the original Ibele–Curchod
models are extended by including the S2 state in the model
based on ethene (IC1), and by a different functional used for
the model IC2 based on DMABN. These changes were made for
practical reasons: the upper state is found to be important for
the IC1 dynamics and the functional was found in a previous
study to provide a better description of DMABN.

For all three models, TSH is found to provide similar results
to previous work, with fast population transfer from the initial
state to the state below. The results from DD-vMCG are similar
for IC2 and IC3, but significantly different for IC1. For a
comparison of the methods, it must be kept in mind that,
while the theoretical basis of vMCG means it is able to
reproduce the full quantum result on the LVC models, there
are two approximations introduced in the direct dynamics
implementation. The first of the these is the diabatisation of
the potential surfaces, and the second is the use of a local
harmonic approximation in calculating integrals involving the
potentials. While these have to be shown to work well on small
systems, there is no guarantee how well they perform on large,
complex systems. TSH, of course, is an approximate method
with classical nuclei and is hence not guaranteed to be able to
reproduce a quantum simulation. Its performance also depends
on the exact algorithm as well as the implementation.

In the Quantics code, the potential surfaces for direct
dynamics are provided by interpolating points (energies, gra-
dients and Hessians) stored in a database. The points are
collected during the simulations, but can then be re-used in
subsequent calculations. This has the advantage not only of
providing a global description of the potentials, which can be
used in later analysis, but also has the potential to significantly
reduce the number of quantum chemistry calculations required.
If 500 surface hopping trajectories are run with a 0.5 fs time step
for 100 fs, this requires 100 000 calculations. In the calculations
presented here, the databases created contain between 20 000 and
40 000 points, representing a significant reduction of effort for
the DD-vMCG simulations. These interpolated surfaces can also
be used for TSH calculations and more trajectories can be run at
minimal cost.

Future work will explore further savings of effort by reducing
the number of points required. It is clear that IC2 and IC3 are
well described by LVC Hamiltonians, which requires only a
single point. It is apparent that a substantial proportion of
computational effort is being wasted due to redundant points
present in the database, hence better algorithms to calculate
new points only when required must be implemented.
A possible way forward is the statistical measures developed
by the Collins group in relation to the Grow methodology for
PES production.66,67

The first point in the database provides a quadratic vibronic
coupling model Hamiltonian, expanding the surfaces around

the FC point to second order with the coupling to first order.
Running dynamics on this QVC model is a useful exercise at the
start of a study as it can also be used with the grid-based
MCTDH wavepacket method to provide an exact solution as an
initial benchmark. Here we used simpler LVC Hamiltonians
that ignored the excited-state second-order terms, but the
principle is the same. The populations in the dynamics show
that, in fact, the IC2 and IC3 models are very well described by
the LVC models.

In order to describe the conical intersections responsible for
the population transfer dynamics, the MECIs were found in the
LVC models and the full surfaces obtained from the direct
dynamics. For IC2 and IC3, the point found in the LVC model
and full database are very similar. However, they differ in the
two models due to the distance the MECI is from the FC point.
In IC2 the intersection is close to the FC point and lies under
the initial wavepacket, resulting in the population transfer
starting immediately. In IC3, the intersection seam is reached
directly from the FC point, but requires some time to reach it.
As the MECI in both IC2 and IC3 has a sloped topography,
we classify them as ‘‘immediate sloped’’ and ‘‘direct sloped’’,
respectively. The different topographies leave a signature in the
state population dynamics.

The behaviour of IC1 (ethene) is quite different from the
other two models. Firstly, the LVC model does not contain a
conical intersection. The S2/S1 seam is reached by the HCCH
torsion changing from 01 to �901 and is far from the harmonic
diabatic potential of the LVC model. In the direct dynamics
simulations where this torsional motion is allowed, however,
there is a disagreement between the DD-vMCG and DD-TSH
results. In the DD-vMCG calculations, little population (20%
after 100 fs) is transferred to the ground state, while in the DD-
TSH simulations 70% of the population is transferred in 70 fs,
in line with earlier studies. This difference poses a challenge.

On the direct dynamics potentials, the S2/S1 MECI can be
directly accessed from the FC point, but there is no gradient in
this direction. Instead the surfaces exhibit a steep saddle point
at the FC point and the wavepacket bifurcates after excitation to
S1. This leads to fast crossing from S1 to S2, and we classify this
intersection as ‘‘second-order direct’’. From the geometry of
ethene at the S1/S0 MECI, additional activation of the CH2

pyramidalisation mode is needed. There is no gradient along
this mode, and as a result the intersection is classified as
‘‘indirect’’ as it cannot be reached directly from the FC point,
but requires energy to flow into this mode for efficient crossing.
This mode is weakly activated in the DD-vMCG simulations,
and may account for the difference.

An answer to the difference is potentially given by first
looking in detail at the state populations in Fig. 3. It can be
seen that both the DD-vMCG and DD-TSH calculations initially
populate the S2 state. In the DD-TSH calculations, however, this
population is quickly transferred to S0, whereas in DD-vMCG
this does not happen. To connect this to the dynamics, the one-
dimensional densities along the pyramidalisation (q2) and
torsional (q8) normal modes are shown in Fig. 7 from the DD-
vMCG and DD-TSH simulations. Analysis of the DD-TSH results
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show that most hops to the ground state occur after torsional
rotation, but with little pyramidalisation, showing that the
system is able to find accessible portions of the seam without
much energy flowing into this mode, i.e. away from the MECI.
Where the hops take place in the space of the torsional and
pyramidalisation normal modes is shown in the ESI,† Fig. S10.

To get an idea of the potential surfaces being accessed, a
‘‘representative hopping structure’’ was made by averaging over
the 537 geometries where hops took place. A cut from the
Franck–Condon point to this structure through both the adia-
batic and diabatic potentials is shown in Fig. 8. The structure
has a torsion angle near to 1801 and a light pyramidalisation.
The coordinates for this structure are in Table S17 in the ESI.†
Approach to this structure on the intially populated S1 state is
barrierless and the S2/S1 diabatic surfaces cross. The S2 diabatic
state then goes on to meet S1 showing that all three states are
close in energy in this region. Looking at the densities in Fig. 7,
in the DD-TSH calculations, after crossing to the S2 state the
system stays at the torsionally deformed geometry, with a
torsion angle close to 901. This is where the three surfaces
are close in energy so hops down to S0 can occur, and on the
ground-state surface the trajectories quickly spread out so the
population remains in this state. In contrast, in the DD-vMCG
simulation, after crossing to S2, the torsion angle quickly
rotates back to 01 and the population remains trapped in
that state.

A second point to note is that in the DD-vMCG simulations
the density remains more compact along q2, than in the DD-
TSH simulations. Thus if pyramidalisation helps to provide
efficient transfer to S0 the coherence in the vMCG wavepacket
would hinder this. It is noted that the density along q2 should
remain symmetric due to the symmetry of the potentials,
and this is not the case in the DD-vMCG simulations, which
exhibit a light osciallatory motion. This is an artefact due to the
numerical integration of the vMCG equations of motion, but is
too small to affect averaged quantities such as state populations.
To support this, the trajectories along this coordinate from the

centres of the DD-vMCG GWP basis functions are plotted in
Fig. S12 in the ESI,† along with those from the DD-TSH simula-
tion. The loss of symmetry after 10 fs is seen, as well as the
compact region of space covered by the DD-vMCG wavepacket
compared to that covered by the surface hopping trajectories.

Can we say which of these results is correct? It is possible
that the diabatisation scheme used in DD-vMCG is not able
to correctly reproduce the complicated intersection seams.
However, on a visual inspection of the potential surface topo-
graphy, and supported by reduced dimensional wavepacket
calculations,26 it seems that the DD-vMCG result makes sense.
Unfortunately, a definitive answer cannot be provided by experi-
ment due to the simplicity of the model. Experiments on ethene
indicate that the maximum of the absorption band to the V state
is located at 162 nm, which is 7.65 eV.35 The 3s Rydberg state is
beneath it at the FC point and can be probed at 6.3 eV.68 The V
state in our CAS(2,2) model locates the V state at 10.2 eV, over
2.5 eV above the experimental value and very close to the ionisa-
tion threshold. The latest time-resolved experiments68,69 seem to
support a direct transfer from the bright V state to the ground
state, whereas earlier results70 uphold the idea of populating
intermediate Rydberg states to access the ground state, similar
to our previous results in difluoroethylene.64 Both experiments
agree in the initial movement of the molecule upon excitation,
consisting of a mixture of stretching and torsion and state that the
wavepacket quickly moves away from the FC excitation with a
timescale of 18 fs. Keeping in mind the limitations of the
electronic structure, we support the rapid torsional and stretching
motion, driving the molecule away from the FC point in the sub-
20 fs timescale. What we observe, however, is a mixture from
V and Z states, supported by the experiments of ref. 70 which
cannot distinguish states V and Z, due to the degeneracy of
orbitals at torsion angles of 901.

High level complete wavepacket dynamics results are also
not available. As mentioned above, the 6-mode, 3-state model of
Viel et al.26 supports the low population transfer to S0. However,
this was at a different level of theory and did not include all
modes which may restrict access to the intersection seam. The
most complete calculations on ethene are an MRCI 17-state full
dimensional study by Jornet-Somoza et al.28 These calculations
demonstrate that after excitation to the V state, the population
becomes trapped in a Rydberg state and does not return to the
ground state. The presence of the Rydberg states, however,
makes it challenging to compare to the present, simple,
3-state model.

In conclusion, vMCG is able to reproduce the results of grid-
based dynamics on analytical LVC Hamiltonians based on
the Ibele–Curchod models. The direct dynamics version, DD-
vMCG, provides potential surfaces and quantum dynamics on
the full systems. Differences with surface hopping trajectories
on the same surfaces, however, point to the need for further
work testing the approximations in the way DD-vMCG is
implemented, as well as developing ways to make the compar-
ison of methods in different representations more rigorous.

One possibility for the introduction of comparability would
be performing a diabatisation of the TSH populations. While it

Fig. 8 Cut through the (a) adiabatic and (b) diabatic potential surfaces of
IC1 from the Franck–Condon point (at a distance of 0) to a representative
geometry where hopping takes place (at a distance of 13.0). The geometry
is shown above the cuts.
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is a known problem to perform globally consistent diabatisations,
a number of diabatisation methods have been explored and
implemented.21,61,71–73 Future work will include the implemen-
tation and testing of a method for the diabatisation of the TSH
populations, as well as the development of appropriate
analysis tools.

The three Ibele–Curchod models thus provide an excellent
set of tests for direct non-adiabatic dynamics. These models
cover three different types of dynamics, mediated by four diff-
erent types of conical intersection seams. IC3 is the most
straightforward, while in IC2 the challenge is the size of the
system. The most challenging is IC1 where competition
between intersections is present and future work is still
required to analyse the results from IC1 to make it a bench-
mark in the true sense. Despite this, the utilization of these
models will establish an initial basis for the evaluation of direct
dynamics methods, akin to the way the original Tully models
are employed to test non-adiabatic dynamics methods.
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J. Chem. Phys., 2019, 150, 154119.

45 J. Coonjobeeharry, K. E. Spinlove, C. Sanz Sanz, M. Sapunar,
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