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In oxide materials, an increase in oxygen vacancy concentration often results in lattice expansion,
a phenomenon known as chemical expansion that can introduce detrimental stresses and lead to
potential device failure. One factor often implicated in the chemical expansion of materials is the
degree of localization of the multivalent cation electronic states. When an oxygen O×O is removed from
the lattice and a vacancy vO forms, it is believed that the two released electrons reduce multivalent
cations and expand the lattice, with more localized cation states resulting in larger expansion. In
this work, we computationally and experimentally studied the chemical expansion of two Pr-based
perovskites that exhibit ultra-low chemical expansion, PrGa1−xMgxO3−δ and BaPr1−xYxO3−δ , and
their parent compounds PrGaO3−δ and BaPrO3−δ . Using density functional theory, the degree of
localization of the Pr-4 f electrons was varied by adjusting the Hubbard U parameter. We find that
the relationship between Pr-4 f electron localization and chemical expansion exhibits more complexity
than previously established. This relationship depends on the nature of the states filled by the two
electrons, which may not necessarily involve the reduction of Pr. F ′-center defects can form if the
reduction of Pr is unfavorable, leading to smaller chemical expansions. If hole states are present in
the material, the states filled by the electrons can be Pr-4 f and/or O-2p hole states depending on the
degree of Pr-4 f localization. The O-2p holes are more delocalized than the Pr-4 f holes, resulting in
smaller chemical expansions when the O-2p holes are filled. X-ray photoelectron spectroscopy reveals
low concentrations of Pr4+ in PrGa0.9Mg0.1O3−δ and BaPr0.9Y0.1O3−δ , supporting the possible role
of O-2p holes in the low chemical expansions exhibited by these materials. This work highlights the
non-trivial effects of electron localization on chemical expansion, particularly when hole states are
present, pointing to design strategies to tune the chemical expansion of materials.

1 Introduction

Oxide materials used in solid oxide fuel cells (SOFCs), oxy-
gen permeation membranes, and ceramic oxygen generators
(COGs)1,2 are subjected to changes in temperature and oxygen
partial pressure during synthesis, device startup, shutdown, and
operation, leading to changes in oxygen stoichiometry. These
changes in oxygen stoichiometry alter the lattice parameters of
the materials, a phenomenon known as chemical expansion3,4.
Chemical expansion can occur across a wide range of oxide ma-
terials, e.g., perovskites5, fluorites6, Ruddlesden-Popper struc-
tures7, and hexagonal manganites8. Battery electrodes are an-
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other notable group of materials that can demonstrate chemical
expansion with changes in stoichiometry of Li, Na, etc9. In these
applications, small chemical expansion is desired to reduce me-
chanical degradation and prevent potential failure10,11. On the
other hand, there are emerging applications where large chemi-
cal expansion is desired, such as electro-chemo-mechanical actua-
tors for extreme temperatures12, and characterization techniques
to measure defect concentrations13 and ion transport kinetics14.
These applications provide strong motivation to study the factors
behind chemical expansion such that strategies can be developed
to tune the chemical expansion of materials.

Although chemical expansion may be caused by phase changes
arising from changes in stoichiometry, the subject of this study
is the chemical expansion that occurs in the absence of phase
changes. This chemical expansion is described mathematically
for a perovskite of chemical formula ABO3−δ , assuming linear
behavior, as

ε =
a−a0

a0
= αC∆δ , (1)

where ε is the isothermal lattice strain, a and a0 are the final
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and initial lattice parameters respectively, αC is the coefficient of
chemical expansion (CCE), and ∆δ is the change in oxygen con-
tent per formula unit. A simple model has been proposed to ex-
plain the atomistic origins of chemical expansion15–17. When an
oxygen vacancy vO forms, two electrons are released into the ox-
ide. These electrons are often assumed to reduce the cations in
the oxide. As such, chemical expansion is believed to be caused
by two competing effects: (1) lattice expansion due to increase
in ionic radius of the reduced cations and (2) lattice contrac-
tion around the oxygen vacancies due to electrostatic interactions.
The former effect is often more significant than the latter, result-
ing in a net lattice expansion.

Based on this framework, one of the factors affecting chemi-
cal expansion is the degree of localization of the electronic states
of the multivalent cation in the material. Marrocchelli et al.18

performed a computational study of the chemical expansion of
CeO2−δ and BaCeO3−δ , in which the Ce-4 f orbitals are filled
upon cation reduction. They found that the higher the degree
of localization of the Ce-4 f electrons, the higher the CCEs of both
materials. This finding was attributed to a larger increase in vol-
ume when the electrons localize on a few Ce cations, as compared
to when the electrons are delocalized throughout many Ce cations
resulting in only slight increases in cation radii overall. Subse-
quent experimental studies on (La,Sr)(Ga,Ni)O3−δ (LSGN)19,20

and SrTi1−xFexO3−δ (STF)5 confirmed that higher charge local-
ization (of Ni and Fe respectively) corresponded to higher CCEs.

However, the relationship between the cation electron localiza-
tion and chemical expansion may not be so straightforward, if for
example the multivalent cation is not reduced during O removal.
A computational study21 on ATiO3 (A = Ca, Sr, Ba) found that the
chemical expansion can decrease as the Ti electrons become more
localized, due to the electrons localizing on the O vacancy site in-
stead of reducing Ti ions. The vast majority of computational
studies examine chemical expansion in the absence of hole states,
which usually results in the reduction of multivalent cations and
leaves the effects of hole states and their localized/delocalized
nature on chemical expansion underexplored.

In our recent work22, we reported the discovery of un-
precedented near-zero CCEs for two Pr-based perovskites,
PrGa1−xMgxO3−δ (PGM) and BaPr1−xYxO3−δ (BPY). These low
CCEs are unexpected in materials where oxygen vacancies are be-
lieved to be compensated by reduction of Pr cations, via filling of
localized 4 f hole states. Here, we present an in-depth computa-
tional and experimental study of the chemical expansion of these
Pr-based perovskites, PGM and BPY, and their parent compounds
PrGaO3−δ (PGO) and BaPrO3−δ (BPO), to identify possible rea-
sons underlying their ultra-low CCEs and new insights that can be
gained about chemical expansion. Using density functional the-
ory (DFT), we show that the relationship between localization of
the 4 f cation orbitals and chemical expansion is not straightfor-
ward, and it depends on the type of electronic state that is filled
when oxygen is removed. For cases where hole states are present,
the relationship diverges from previous understanding. Since the
hole states become filled when oxygen is removed, it is the degree
of localization of the hole states that directly affects the chemical
expansion, which does not necessarily correlate with the degree

of localization of the multivalent cation electrons. Localization of
the Pr-4 f electrons non-intuitively leads to the formation of O-
2p, instead of Pr-4 f , hole states, where the O-2p hole states are
more delocalized and thus give smaller chemical expansions. X-
ray photoelectron spectroscopy (XPS) is used to probe the type
of hole states present in PGM and BPY to help connect our the-
oretical understanding to experimental behavior. The low Pr4+

contributions to the Pr spectra are supportive of the presence of
O-2p holes in these materials which exhibit ultra-low CCEs. This
work sheds light on the complexities that can arise when the mul-
tivalent cations are not simply reduced during chemical expan-
sion, and the opportunities these complexities can bring to tuning
chemical expansion.

2 Methods

2.1 Computational methods

All DFT calculations were performed using the Vienna Ab initio
Simulation Package (VASP)23–26, with the projector augmented-
wave (PAW) method27,28. The Pr (5s2 5p6 5d1 4 f 2 6s2), Ga
(3d10 4s2 4p1), Mg (3s2), Ba (5s2 5p6 6s2), Y (4s2 4p6 4d2 5s1),
and O (2s2 2p4) electrons were treated as valence electrons
in the pseudopotentials. The generalized gradient approxima-
tion (GGA) with the Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functional29 was used, and the orbitals were ex-
panded using a plane wave basis with cutoff energy of 520 eV.
Structural relaxation was performed on all structures, allowing
the cell shape, cell volume, and atom positions to relax, until the
force on each atom was below 0.01 eV/Å.

Localized states such as the 4 f orbitals of Pr are typically
not described well by standard DFT functionals, due to the self-
interaction error30. Many d- and f -block elements face this is-
sue, and a commonly used solution is the DFT+U method31–33,
which includes a Hubbard U term in the Hamiltonian. The U
value is typically tuned to more properly describe the degree of
electron localization and provide a more accurate material de-
scription. The U value can also be varied to study chemical ex-
pansion over a range of electron localizations, as carried out in
previous computational studies18,21. Prior to our work, no sys-
tematic Hubbard U study of the Pr-4 f states for our Pr-based per-
ovskites had been performed. Therefore, we studied the chemical
expansion of our Pr-based perovskites over varying U in order to
identify physically reasonable U values for our materials. As a
natural consequence, we were also able to study the relationship
between Pr-4 f electron localization and chemical expansion. The
DFT+U method based on Dudarev’s approach34 was used to treat
the on-site Coulomb interaction of the Pr-4 f electrons, where the
U value was varied from 0 to 10 eV in 2 eV intervals.

Our materials were studied in their respective crystal struc-
tures corresponding to the temperature range of the experi-
ments22 (700–900 °C). PrGaO3 adopts the orthorhombic Pbnm
space group, as shown in Fig. 1a, throughout the temperature
range35. On the other hand, BaPrO3 undergoes a phase tran-
sition from rhombohedral R3c to cubic Pm3m around 860 °C36,
and we chose to study it in the cubic space group (see Fig. 1b)
for simplicity. The same crystal structures were adopted for the
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Fig. 1 Crystal structure of (a) PrGaO3 with space group Pbnm and (b)
BaPrO3 with space group Pm3m. Pr occupies the A-site in PrGaO3 and
the B-site in BaPrO3. The BO6 octahedra in the orthorhombic PrGaO3
are tilted compared to the cubic BaPrO3. (c) Simplified depiction of the
PDOS of PrGaO3 and BaPrO3, where the black dashed line represents
the Fermi level. As the U value increases, the occupied Pr-4 f states shift
to lower energies, whereas the unoccupied Pr-4 f states shift to higher
energies.

doped form of the materials (x = 0.125), as the crystal structures
are not expected to change for the given level of doping36,37. Fig.
1c shows how the energy levels of the Pr-4 f states change as the
Hubbard U value is increased (i.e., as the Pr-4 f electrons become
more localized), using simplified representations of the projected
density of states (PDOS) for PrGaO3 and BaPrO3 (see ESI Fig. S1
for actual PDOS). In both cases, the occupied Pr-4 f states shift
down in energy towards the O-2p states, whereas the unoccupied
Pr-4 f states shift up in energy towards the Pr-5d states.

Simulations for PrGa1−xMgxO3−δ and BaPr1−xYxO3−δ (x =0,
0.125) were performed using 2×2×1 and 2×2×4 unit cells re-
spectively; both correspond to 80 atom supercells. The Brillouin
zone was sampled using a (2×2×2) Monkhorst-Pack k-point grid
in all cases. In both materials, the acceptor-doped compositions
corresponding to x = 0.125 were achieved by replacing two B-site
atoms with dopant atoms. Calculations were performed for the
undoped and doped cases with no O vacancy present (δ = 0) and
one O vacancy present (δ = 0.0625), and the volume change be-
tween these two O stoichiometries was determined. This setup
was chosen to simplify the calculations, but restricts this study to
the mentioned O stoichiometries. For the undoped case (x = 0),
these compositions correspond to a range between a stoichio-
metric to a sub-stoichiometric perovskite. For the doped case
(x = 0.125), these compositions span from complete electronic
compensation to complete ionic compensation. As a result of this
setup, hole states are present in the doped case but not in the
undoped case. However, even though not considered here hole
states may be possible in undoped perovskites under oxidizing
conditions as well. The significance of the hole states will become
clearer later in the results section. In addition, although the O
stoichiometry in real-world samples likely differ from our calcu-
lations (e.g., initial δ > 0, final δ < 0.0625), the trends observed
and main findings for the simulated compositions are expected to
apply.

Although all O sites are equivalent in BaPrO3 (cubic), they are
not equivalent in PrGaO3 (orthorhombic). Since we were more
interested in studying trends across varying U values, we sim-
ply chose one consistent site for O removal in all PGO/PGM (and
BPO/BPY) calculations. Given the large number of possible con-
figurations for distributing the two dopant atoms and one O va-
cancy, only two extreme cases were considered: (1) dopant atoms
and O vacancy close together forming a dopant-vacancy-dopant
chain, and (2) dopant atoms and O vacancy distributed far apart.
We compared the energies between these two cases, and selected
the lower energy case for subsequent analysis. The VESTA pro-
gram38 was used to visualize the structures and generate charge
density plots. Since BaPrO3 is reported to be antiferromagnetic
(AFM) at 0 K39, BPO and BPY calculations were carried out with
spin-polarization included, and initialized with a G-type AFM or-
dering. Note that the G-type AFM ordering was only maintained
after relaxation by stoichiometric BaPrO3, but became disrupted
when defects were introduced. Thus, calculations of BPO (with
an O vacancy present) and BPY were repeated a few times slightly
varying the initial lattice parameters, which resulted in relaxation
to different spin arrangements, and the results were weighted ac-
cording to a Boltzmann distribution at 900 °C. For the configu-
rations considered, the weighted structures were typically within
1.7 eV of each other for each U value, with differences attributed
to electrostatics, strain effects, and magnetism.

The defect formation energy of the O vacancy, E f (vO), was cal-
culated as

E f (vO) = Etot(with vO)−Etot(without vO)+
1
2

µO2(T,P) , (2)

where Etot(with vO) and Etot(without vO) are the total energies
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of the supercells with and without an O vacancy respectively.
µO2(T,P) is the chemical potential of an oxygen gas molecule at
temperature T and pressure P, evaluated by

µO2(T,P) = EDFT, PBE
O2

+Ecorr
O2

+EZPE
O2

+

∆µ
◦
O2
(T )+ kBT ln

(
P
P◦

)
,

(3)

where EDFT, PBE
O2

is the DFT energy of O2 calculated using the PBE
functional, Ecorr

O2
is the energy correction due to overbinding of

the O2 molecule when using the PBE functional40, EZPE
O2

is the
zero-point energy of O2, ∆µ◦O2

(T ) is the change in O2 chemical
potential from 0 K determined from the NIST database41, kB is
the Boltzmann constant, and P◦ is the reference pressure of 1
atm. We used Ecorr

O2
+EZPE

O2
+∆µ◦O2

(T )+ kBT ln
( P

P◦
)
= −1.504 eV,

correponding to T = 1173 K = 900 °C and P = 1 atm, to calculate
the defect formation energies.

2.2 Experimental methods

Dense bars of PrGa0.9Mg0.1O3−δ and BaPr0.9Y0.1O3−δ were syn-
thesized using a modified Pechini method, as described in our
prior work22. The surfaces were ground off using SiC paper im-
mediately prior to conducting the XPS measurements. We per-
formed XPS to assess the average charge states of the nominally
multivalent cation, Pr, and to observe the valence band spectra.
The latter spectra enable comparison to simulated PDOS for eval-
uation of appropriate U values. The XPS measurements were
carried out using a Kratos Axis ULTRA system (Kratos Analyti-
cal), with a monochromatic Al X-ray source and a hybrid spher-
ical capacitor electron energy analyzer detection system. High-
resolution scans of the valence band and Pr-3d spectra were taken
with a 0.1 eV step size and a 1 second dwell time per step. Scans
were analyzed using the CasaXPS version 2.3.25 software42.

3 Results and discussion
The results and discussion are presented in the following or-
der of materials: (1) PrGaO3−δ , (2) PrGa0.875Mg0.125O3−δ , (3)
BaPrO3−δ , and (4) BaPr0.875Y0.125O3−δ . For each, we will explain
the consequence of O removal as a function of U , and the cor-
responding impact on the chemical expansion. Subsection (5)
presents XPS results to help narrow down U values that better
reflect reality. Subsection (6) provides a final summary and dis-
cussion of our main findings and plausible explanations for the
anomalously low CCEs in PGM and BPY.

3.1 PrGaO3−δ (δ = 0→ 0.0625)

We first present the results for PrGaO3−δ , focusing on stoichio-
metric and sub-stoichiometric compositions. In stoichiometric
PGO, Pr exists in the nominal oxidation state of Pr3+. If Pr is to be
reduced during O vacancy formation, this would require the for-
mation of Pr2+, which is generally a less stable oxidation state43

than Pr3+. Indeed, for any value of U , we found that the electrons
left behind by a removed oxygen do not reduce the Pr3+ ions, but
instead localize predominantly at the O vacancy site forming an
F ′-center

(
v×O

)
, as shown by the charge density plot of the defect

Fig. 2 (a) Charge density plot of the F ′-center formed when an O
vacancy (represented by the black box) is introduced to PrGaO3, the
charge density isosurface is shown in cyan. (b) Relaxation of the lattice
ions around the O vacancy, showing Ga ions attracted to the F ′-center,
and O ions repelled from the F ′-center. (c) Percentage volume change as
a function of Hubbard U when one O vacancy is introduced to PrGaO3.
The secondary axis represents the CCE corresponding to each percentage
volume change.

state in Fig. 2a. The lattice relaxation around the F ′-center is
shown in Fig. 2b, where the neighboring Ga3+ ions have moved
closer to the O vacancy, whereas the nearest neighbor O2− ions
have moved away from the O vacancy, as a result of the interac-
tion with the localized electrons. We found the net effect of all
atomic displacements to result in a small lattice expansion. In the
alternative case where oxygen vacancies form with no localized
electrons (vO ), the two electrons usually localize at and reduce
cations. In this case, the lattice ions around the vacancy usually
displace in the opposite directions to those observed here for the
F ′-center, and are most commonly associated with lattice con-
traction17,44,45 (if the cation radius increase due to reduction is
ignored).

Hence, despite the lack of reduced cations, formation of an F ′-
center still causes chemical expansion in PGO, albeit smaller than
usual. For reference, the redox CCE of typical perovskite materi-
als falls in the range of 0.02–0.064. Fig. 2c shows the percentage
volume change of PGO as a function of U , and the corresponding
CCEs are indicated on the secondary axis. Since the CCEs are cal-
culated over a large ∆δ , they should be interpreted as the average
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Fig. 3 (a) Simplified depiction of the PDOS of PrGa0.875Mg0.125O3 showing the different hole states formed at U = 2, 6, and 10 eV. The black dashed
line represents the Fermi level. See ESI Fig. S2 for actual PDOS. (b) The corresponding partial charge density plots of the hole states at U = 2, 6,
and 10 eV. The charge density isosurface is shown in cyan.

CCE over the ∆δ range. As the parameter U increases from left to
right, the percentage volume change initially decreases, indicat-
ing that the lattice expansion becomes even smaller with higher
localization of the Pr-4 f electrons. The larger expansion observed
for small U ≈ 0 eV arises because the occupied and unoccupied Pr-
4 f states shown in Fig. 1c are not isolated, but form a single band
of partially occupied states. The splitting of the occupied and un-
occupied Pr-4 f states when U > 0 eV results in a sudden increase
in the localization of the 4 f valence electrons around Pr. Here
we see an example of electron localization causing smaller lattice
expansions instead of the opposite, in contrast to the previously
mentioned case of CeO2−δ . For U > 4 eV, the percent expansion
drops below 0.1%. The small fluctuations beyond U > 4 eV are
likely due to numerical noise, since the degree of expansion is
small to begin with.

3.2 PrGa0.875Mg0.125O3−δ (δ = 0→ 0.0625)

We now move on to PrGa0.875Mg0.125O3−δ , for which the com-
position is associated with hole states in contrast to the prior
PGO analysis. We studied the case where PGM is fully electron-
ically compensated initially, and subsequently becomes fully ion-
ically compensated by O removal. The results shown are with
respect to the arrangement of Mg and O vacancy far apart, which

we found to be more energetically favorable† than the close to-
gether arrangement by at least 0.17 eV per pair of Mg dopants.
When δ = 0, the introduction of Mg acceptors to PrGaO3 results
in holes that form to maintain electroneutrality, where the nat-
ural expectation is for holes to appear in the form of Pr4+. Per-
haps non-intuitively, the nature of holes formed is more complex,
showing a dependence on the degree of localization of the Pr-4 f
electrons as illustrated from the PDOS shown in Fig. 3a. De-
pending on the value of parameter U , the holes may be located
on Pr, Pr–O hybridized‡ states, or even on O. The formation of
Pr4+ (

[Xe] 4 f 1) requires the removal of one 4 f electron from
Pr3+ (

[Xe] 4 f 2). When U < 6 eV, the highest occupied orbital of
PrGaO3 consists of Pr-4 f states, and the Pr-4 f electrons are sim-
ply removed to form Pr hole states (Pr4+) in PrGa0.875Mg0.125O3.
However, when U is increased to 6 eV, the Pr-4 f states in the va-
lence band are shifted far enough to the left that they overlap
with O-2p states, such that the valence band maximum (VBM)

† Although electrostatics should favor the association between Mg′Ga and vO , which
is reflected in our results (see ESI Table S1), strain effects appear to dominate result-
ing in the Mg-vacancy-Mg chain being less energetically favorable than all defects
far apart. We did not consider the case where the two Mg dopants are far apart but
the O vacancy is next to one Mg dopant.
‡ Although we refer to hybridization by its common usage to denote the cova-
lent sharing of electron density between different atoms, we note that hybridization
technically refers to the combination of orbitals within the same atom 46.
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now consists of both Pr-4 f and O-2p states. As a result, Mg dop-
ing creates Pr-4 f /O-2p hybridized hole states. Further increas-
ing U beyond 6 eV causes the Pr-4 f states to drop below the
O-2p states, interestingly resulting in only O-2p hole states be-
ing formed in PrGa0.875Mg0.125O3. As such, if the Pr-4 f electrons
are sufficiently localized, O-2p holes can actually form in PGM,
despite Pr being present as a nominally multivalent ion.

The nature of the holes has a significant consequence on the
chemical expansion, as it is these hole states that will typically be
filled by the electrons left behind when an oxygen vacancy forms.
In particular, we highlight the difference in the degree of delo-
calization of the hole states, which is distinct from the degree of
delocalization of the Pr-4 f electrons. Fig. 3b shows the charge
density of hole states corresponding to each PDOS shown in Fig.
3a. When U = 2 eV, Pr-4 f hole states form and they are seen to
spread throughout all Pr ions. When U = 6 eV, O-2p hole states
begin to form on some O ions along with the Pr-4 f hole states,
creating more delocalized hole states. When U = 10 eV, only O-
2p hole states form and they spread throughout all O ions, cre-
ating even more delocalized hole states. These hole states are
essentially the same as O valence band states and are maximally
delocalized. Therefore, as the Pr-4 f states become more local-
ized, the hole states formed by Mg doping instead become more
delocalized, and the electrons left behind during oxygen vacancy
formation fill these more delocalized states. This behavior is the
opposite of the behavior reported18 for CeO2−δ and BaCeO3−δ .
In those cases it was found that the more localized the Ce-4 f
states, the more localized the states filled during oxygen vacancy
formation. The reason for the different behavior is that hole states
are present here initially such that excess electrons compensate
the hole states. In the previous computational studies, hole states
were not considered so excess electrons instead reduced the mul-
tivalent cations.

The filling of more delocalized states is expected to cause
smaller chemical expansions, and indeed this is the result that we
found. Fig. 4a† shows the volume change and CCE as a function
of U when one O vacancy is introduced to PrGa0.875Mg0.125O3. As
PGM transitions from filling Pr-4 f hole states to filling O-2p hole
states, a sharp drop in volume change is observed corresponding
to the increase in delocalization of the hole states. Whilst the
filling of Pr-4 f holes leads to CCEs that are on par with typical
perovskite materials, the filling of O-2p holes leads to CCEs that
are an order of magnitude smaller, a feature that would be highly
desirable for minimizing the mechanical degradation of devices.
The defect formation energy of v×O/vO as a function of U for both
PGO and PGM is shown in Fig. 4b. The formation of an F ′-center
(v×O) in PGO has a high formation energy that is virtually inde-
pendent of U . On the other hand, the vO formation energy in
PGM decreases as U increases, since the VBM where hole states

† For U < 4 eV, the electrons left behind by the removed oxygen did not fill the Pr-4 f
hole states, but instead formed an F ′-center similar to PGO. This anomaly is due to
the low degree of localization of the Pr-4 f electrons (low U value), resulting in the
F ′-center defect state being lower in energy than the Pr-4 f hole states (refer to ESI
Fig. S2), and thus more favorable to form than filled Pr-4 f hole states. The results
for U < 4 eV are therefore not shown in Fig. 4.

Fig. 4 (a) Percentage volume change as a function of Hubbard
U for introducing one O vacancy to PrGa0.875Mg0.125O3. The sec-
ondary axis represents the CCE corresponding to each percentage vol-
ume change. (b) Defect formation energy of 1 O vacancy in PrGaO3 and
PrGa0.875Mg0.125O3 as a function of Hubbard U . The Mg dopant atoms
and O vacancy are arranged far apart for the results shown.

are located shifts down in energy with increasing U (refer to Fig.
3a), until it is eventually fixed near the top of the O-2p states at
sufficiently high U . Hence, the formation of O vacancies in PGM
becomes more favorable with increasing localization of the Pr-4 f
electrons.

3.3 BaPrO3−δ (δ = 0→ 0.0625)

Next, we present the results for BaPrO3−δ . Similar to PGO, we
start from the stoichiometric perovskite and remove one oxygen
atom from the supercell. One major difference of having Pr on the
B-site instead of the A-site of the perovskite is that BaPrO3 demon-
strates prominent hybridization of the Pr-4 f and O-2p states47–49,
resulting in higher bond covalency. As such, the nominal va-
lence state of Pr4+ based on the assumption of fully ionic bond-
ing is no longer appropriate. Instead, Pr is reported to exist in
mixed-valence states of Pr3+ (

[Xe] 4 f 2) and Pr4+ (
[Xe] 4 f 1) in

BaPrO3
49. Our DFT calculations also show significant Pr-4 f /O-

2p hybridization in BaPrO3 (refer to Fig. S13 of Ref. 22), where
the covalency of the Pr–O bond depends on the value of U . The
average Pr-4 f occupancy was calculated by integrating the Pr-4 f
density of states in the valence band, and is shown as a function of
U in Fig. 5a. For low U values, the 4 f occupancy is close to 2 and
the valence state can be described as Pr3+. As U increases and
the Pr-4 f electrons become more localized, there is less overlap
between the Pr-4 f and O-2p orbitals, resulting in less Pr-4 f /O-2p
hybridization. Thus, the 4 f occupancy decreases and the Pr–O
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bond is more ionic. Conventionally, it is common to describe Pr
as being in mixed Pr3+ (

[Xe] 4 f 2) and Pr4+ (
[Xe] 4 f 1) valence

states, but a more accurate description is that each Pr ion has one
electron occupying a Pr-4 f orbital and further shares electrons
with O through hybridized Pr-4 f /O-2p orbitals.

Fig. 5 (a) Average Pr-4 f occupancies of stoichiometric BaPrO3 as a
function of Hubbard U . The inset shows the antiferromagnetic ordering
of stoichiometric BaPrO3, where the Pr spin directions are indicated by
the arrows. (b) Partial charge density plots of Pr-4 f states (U = 4 eV)
or hybridized Pr-4 f/O-2p states (U = 6 eV) filled by the electrons left
behind when an O vacancy is introduced to BaPrO3.

An O vacancy was then introduced to BaPrO3, just as we did
for PrGaO3. We found that the antiferromagnetism of BPO cou-
pled with O vacancy formation made the calculations numeri-
cally challenging, and we were able to obtain physical and well-
converged results only for U = 4 and 6 eV, which are highlighted
here. For U < 4 eV, the challenge came from the implied reduction
of Pr3+ to Pr2+; for higher values of U > 6 eV, the challenge came
from excessively localized Pr-4 f states. However, for U = 4 and
6 eV, the removal of one O resulted in electrons filling states as
shown in Fig. 5b. Distinct from the case of PGO shown previously,
we find that here the electrons introduced by the oxygen vacancy
now do reduce the multivalent Pr cations. This behavior is more
in line with what has been reported for other oxide materials,
and correspondingly the reduction of Pr is associated with a large

volume expansion (CCE): 0.729% (0.039) and 1.18% (0.063) for
U = 4 and 6 eV respectively. The main reason for the difference
is because the Pr ions in BPO (average valency between 3+ and
4+) can be reduced to Pr3+, whereas the Pr3+ ions in PGO can-
not be reduced to Pr2+. As Fig. 5b shows, the electrons distribute
in different ways (i.e., to the Pr around the vacancy for U = 4 eV
and to the Pr–O network for U = 6), and generally we observe
that the electrons may distribute across BPO in other ways de-
pending on the final magnetic ordering. Overall, however, the
formation of an O vacancy in BPO leads to the reduction of Pr
as would be intuitively expected. The defect formation energies
of vO are 1.95 eV and 2.06 eV for U = 4 and 6 eV respectively.
The vO formation energy does not appear to change much with
U , since the introduction of an O vacancy creates mid-gap defect
states in BPO (refer to ESI Fig. S3), instead of filling hole states
that can shift in energy with U like in PGM.

3.4 BaPr0.875Y0.125O3−δ (δ = 0→ 0.0625)

We now turn to the case where hole states are considered,
BaPr0.875Y0.125O3−δ . Just like PGM, we considered compositions
ranging from complete electronic compensation to complete ionic
compensation. BPY interestingly behaves similarly to PGM (de-
spite the differences observed between parent compounds BPO
and PGO). Here the results are shown with respect to the ar-
rangement of Y dopants and O vacancy close together, which was
found to be more energetically favorable than the far apart ar-
rangement by at least 0.14 eV per pair of Y dopants. Also, for
BPY we were able to obtain physical and well-converged results
for smaller U < 4 eV, unlike the case for BPO. Fig. 6a shows a
schematic of the PDOS of BaPr0.875Y0.125O3, where the type of
holes formed with acceptor doping is again dependent on the
value of U . When U is below approximately 2 eV, Pr-4 f hole
states are formed. When U is approximately 2 eV, the Pr-4 f states
in the valence band begin to overlap with the O-2p states, so Pr-
4 f /O-2p hybridized hole states are formed. When U is above
approximately 2 eV, O-2p hole states are formed. The O-2p hole
states are again more delocalized than the Pr-4 f hole states, as
shown in Fig. 6b. The O-2p hole states are distributed across all
O ions, whereas the Pr-4 f hole states are located on four Pr ions
neighboring the Y dopants. By comparing Figs. 3b and 6b for
the lower values of U, it is interesting to note that the Pr-4 f hole
states are more localized in BPY compared to PGM. Both PGM
and BPY are doped on the B-site, and placement of Pr on the B-
site in BPY likely allowed for more localized hole states to form
next to the dopant atoms.

The filling of the more delocalized O-2p hole states during O re-
moval similarly leads to smaller volume changes than the filling of
the more localized Pr-4 f hole states, as shown in Fig. 7a. Volume
changes of ≈ 0.6-0.7 % (CCE ≈ 0.03-0.04) are observed for small
values of U , which quickly reduce as U further increases. In fact,
negative volume changes (lattice contractions) are obtained when
O-2p hole states are filled. This occurs as a result of the close
arrangement of the Y dopants and O vacancy, where a similar be-
havior is found for PGM when the Mg dopants and O vacancy
are arranged close together instead of far apart (i.e., the plot in
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Fig. 6 (a) Simplified depiction of the PDOS of BaPr0.875Y0.125O3, where
the black dashed line represents the Fermi level. Pr-4 f holes are formed
at U = 0 eV, and O-2p holes are formed at U = 6 eV. See ESI Fig. S4
for actual PDOS. (b) Partial charge density of the holes formed due to
Y doping, the charge density isosurface is shown in cyan. Adapted with
permission from Ref. 22. Copyright 2021 American Chemical Society.

Fig. 4a would shift downwards). If we apply the framework of
treating chemical expansion as a competition between (1) lattice
expansion due to the reduction of cations and (2) lattice contrac-
tion around the O vacancy due to electrostatic effects, then a net
lattice contraction occurs when the latter outweighs the former.
In this case, assuming that the lattice expansion due to the re-
duction of ions is similar across different arrangements of dopant
atoms and O vacancies† , then the lattice contraction around the
O vacancy appears to be larger when the dopant atoms and O va-

† We find that the degree of localization of the hole states does not change signifi-
cantly between arrangements of dopant atoms and O vacancy close together or far
apart for a given U value.

cancies are arranged close together than when they are far apart.
Nonetheless, the trend remains the same where a sharp drop in
volume change occurs when BPY transitions from filling Pr-4 f
hole states to filling O-2p hole states. The defect formation en-
ergy of vO in BPY is shown in Fig. 7b as a function of U . Similar
to PGM, the vO formation energy decreases as U increases since
the hole states being filled become shifted to lower energies.

Fig. 7 (a) Percentage volume change as a function of Hubbard U for
introducing one O vacancy to BaPr0.875Y0.125O3. The secondary axis
represents the CCE corresponding to each percentage volume change.
(b) Defect formation energy of 1 O vacancy in BaPr0.875Y0.125O3 as a
function of Hubbard U . The Y dopant atoms and O vacancy are arranged
close together for the results shown.

3.5 XPS of PGM and BPY

Considering the significant difference in CCE depending on
whether Pr-4 f or O-2p hole states are formed, we performed XPS
measurements of PGM and BPY to characterize their actual elec-
tronic structures, help determine if O holes contribute to their
near-zero CCEs22, and identify the range of the parameter U that
more realistically describes each material. Note that the dopant
concentration is slightly different in the experiments (10 %) com-
pared to the computational calculations (12.5 %). Fig. 8 shows
the Pr-3d spectra of PGM and BPY compared to other reference
Pr oxides. The valence state of Pr is 3+ in Pr2O3, whereas it is
mixed 3+ and 4+ in Pr6O11

50. The presence of Pr4+ in Pr6O11
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is evidenced by a peak corresponding to the 4 f 1 state at ∼966 eV
and its doublet peak at ∼945 eV51. Pr6O11 also exhibits a higher
relative intensity of the low energy shoulder, 4 f 3L, at both the
3d5/2 and 3d3/2 doublet peaks. These 4 f 3L peaks (where L indi-
cates a hole on oxygen) have been attributed to strong covalent
mixing between Pr and O ions51,52.

Fig. 8 Pr-3d spectra of PrGa0.9Mg0.1O3−δ and BaPr0.9Y0.1O3−δ samples.
Reference spectra for Pr6O11 and Pr2O3 are taken from Ref. 51. The
arrows indicate the positions of 4 f 1 peaks.

Determination of quantitative Pr3+/Pr4+ ratios from the XPS
data requires fitting; however, the multiple strategies reported in
the literature for this purpose52–54 return different results (see
ESI Supplementary Note 1 for further details). Therefore, we re-
strict our analysis to only a qualitative comparison between our
materials and the reference oxides as follows: Compared to Pr2O3

and Pr6O11, the main 3d5/2 and 3d3/2 peaks are shifted to higher
energies in PGM and BPY, consistent with the observations in
other mixed Pr oxides53. The lack of discernable 4 f 1 peaks in
PGM indicates that there is little to no Pr4+ present, even though
< 10 % Pr4+ (accounting for O vacancies present in the sample)
is expected for PGM if Pr holes form. This suggests the possibility
of PGM being compensated by O holes instead of Pr holes, which
could explain its anomalously small CCE22. For BPY, 4 f 1 peaks
can be observed at 967.5 eV and 946.0 eV, but their intensities
are very low. This indicates a low concentration of Pr4+ in BPY,
consistent with the significant Pr–O bond covalency mentioned
previously, which gives an effective valence state lower than 4+.
The bond covalency is also supported by the higher relative inten-
sity of the 4 f 3L peaks for BPY compared to PGM. The low Pr4+

concentration may also be contributed by oxygen deficiency in
the sample, or the formation of O holes instead of Pr holes.

The valence band XPS spectra are shown in Fig. 9, which can
be compared to the PDOS in Fig. S2 and S4 (see ESI Supplemen-
tary Note 2 for discussion on discrepancies). We do not observe
an isolated (Pr-4 f ) peak located to the right of the broad (O-2p)
feature at the top of the valence band, indicating that the Pr-4 f
peak is joined with O-2p states. However, these spectra are not
element-specific, so the relative positions of the Pr and O states

Fig. 9 Valence band XPS spectra of (a) PrGa0.9Mg0.1O3−δ and (b)
BaPr0.9Y0.1O3−δ . CPS stands for counts per second.

cannot be determined unambiguously here, making it indetermi-
nate if the top of the valence band consists of O states, Pr states,
or both.

Although our XPS results cannot fully confirm the presence of
O holes, they do support the possibility, and show that the Pr-4 f
peak in the valence band does not exist as an isolated peak to the
right of the O-2p states. Furthermore, photoelectron spectroscopy
(PES) data of BaPrO3 from literature55,56 reported Pr states to
be located near the top of the O states in the valence band.
PrInO3

57, which shares the same crystal structure as PrGaO3, was
also reported to have Pr states located near the top of the O-2p
states. Ultimately, these findings suggest that U values in the
range of 6–8 eV and 2–4 eV would be appropriate for PGO/PGM
and BPO/BPY respectively. A comparison to calculations employ-
ing the Heyd-Scuseria-Ernzerhof (HSE06) hybrid functional58 is
provided in the ESI (see Fig. S6). The PDOS calculated using
HSE06 closely match those calculated using PBE and U = 4 eV
throughout most of the domain, showing that HSE06 can pro-
vide a reasonable description of BPO/BPY (albeit at much higher
computational cost), but not of PGO/PGM.

3.6 Main findings and insights
The relationship between electron localization and chemical ex-
pansion shows a complex and sometimes non-intuitive depen-
dence on the nature of the states filled by the electrons left be-
hind by removed oxygen atoms. The most intuitive case is when
the multivalent cation is reduced, such as in CeO2−δ , where lo-
calization of the Ce-4 f electrons results in larger chemical expan-
sions. We observe this behavior for BPO, which shows chemical
expansion similar in magnitude to those reported for other per-
ovskite materials. For BPO, however, the degree of metal-oxygen
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hybridization is sensitive to the degree of electron localization,
as probed by varying the parameter U . As the Pr-4 f electrons
become more localized, the Pr-4 f /O-2p orbitals become less hy-
bridized, and the degree to which Pr can be reduced increases
(i.e., Pr reduces over a larger range of ∆δ). On the other hand, if
the reduction of the multivalent cation does not occur as found for
PGO in the range of O stoichiometry we studied, then F ′-centers
may form. The degree of chemical expansion is smaller in this
case, and becomes even smaller as the Pr-4 f electrons became
more localized.

When a material has hole states present, the hole states now
determine the chemical expansion behavior, since they are the
states that become filled during O vacancy formation. This link
between the nature of hole states and the degree of chemical ex-
pansion presents a new perspective from which to view the re-
lationship between electron localization and chemical expansion,
since the nature of the hole states can change with electron lo-
calization as we have shown. It is now the degree of localization
of the hole states that directly influences the magnitude of the
chemical expansion, rather than the degree of localization of the
metal cation electrons. In fact, as shown for PGM and BPY, local-
ization of the Pr-4 f electrons instead led to the delocalization of
the hole states. We highlight that the formation of more delocal-
ized O hole states compared to metal hole states can potentially
allow for a significant decrease in CCE of a material. However,
note that decreasing the multivalent cation concentration (e.g.,
Ni in LSGN or Fe in STF) will only localize the multivalent cation
electrons by spacing the multivalent cations atoms further apart,
but will unlikely change the type of hole states formed (i.e., will
unlikely form O holes). Also, note that even if a perovskite is not
acceptor-doped, hole states may still form under oxidizing condi-
tions.

In the case that the hole states are located on the multivalent
ion, they may become more delocalized if the multivalent ion is
placed on the A-site instead of the B-site, as we have seen for
the case of PGM vs. BPY for lower U values. Additionally, the
empirical model for the perovskite lattice parameter developed
by Marrocchelli et al.17 predicts a smaller CCE for the same in-
crease in ionic radius at the A-site compared to the B-site. Indeed,
for the lower U values where only Pr-4 f holes form, we do find
that the % volume expansion of PGM is around half of that of
BPY for similar arrangements of the dopant atoms and O vacancy.
Therefore, as we discussed in our earlier work22, placing the mul-
tivalent cation on the A-site would likely lower the CCE apprecia-
bly when designing perovskite materials with multivalent cations.
However, if the holes are instead located on oxygen or hybridized
cation–oxygen orbitals, then the CCE would likely be similar re-
gardless of A-site/B-site placement. The anisotropic expansion of
orthorhombic PGM (see ESI Fig. S7) may have also contributed
to its lower volume expansion compared to cubic BPY when Pr-
4 f holes are filled. A contraction along the b-axis is observed for
all values of U , and is also found in our experimental measure-
ments22. Lower symmetry phases which can expand anisotrop-
ically have been reported to expand less, macroscopically, than
their symmetric counterparts7,20.

Finally, our hypothesis of O hole filling is consistent with the ex-

perimental observations reported for PGM and BPY22. Their CCEs
are both anomalously small regardless of A-site/B-site placement
of Pr, which would be unusual if Pr is being reduced. Conductiv-
ity measurements revealed relatively low activation energies for
electronic conduction, which is consistent if delocalized O holes
are present. XPS results showed little to no Pr4+ present, suggest-
ing the lack of Pr holes. In spite of this corroborating evidence, we
emphasize that it is not possible to unambiguously attribute the
low CCEs to O-2p holes. For instance, some hole states may have
been eliminated by existing O vacancies in the samples. The bond
covalency of BPY also leads to a naturally lower concentration of
Pr4+than if the bonding is fully ionic, complicating the analysis.
Nonetheless, our hypothesized mechanism remains in agreement
with experimental observations and appears to be viable given
the computational and experimental results presented here.

4 Conclusions
The degree of electron localization can significantly affect the
chemical expansion of oxide materials, providing a potential
route to modify their CCEs based on the needs of their appli-
cations. In this work, we have studied the chemical expansion
of PGO, PGM, BPO, and BPY, under varying degrees of localiza-
tion of the Pr-4 f electrons through DFT+U calculations, and also
carried out XPS characterization. Whilst some materials may ex-
hibit a simple relationship of increased chemical expansion with
increased electron localization, we showed that the relationship
is not as straightforward for the Pr-based perovskite materials in-
vestigated here, as Pr is not necessarily reduced with the removal
of oxygen. We showed the formation of an F ′-center in PGO due
to the unfavorable reduction of Pr3+, and Pr reduction in BPO
that is dependent on the covalency of the Pr–O bond. The re-
lationship between electron localization and chemical expansion
depends on the chemistry of the material, and in the case of mate-
rials with hole states present, special attention needs to be given
to the nature of the hole states. Both PGM and BPY showed the
formation of Pr-4 f hole states at lower U values, which changed
to the formation of O-2p hole states at higher U values. The O-2p
hole states were more delocalized than the Pr-4 f hole states, re-
sulting in far smaller volume expansions than typical perovskites
when the O-2p hole states were filled during O removal. We high-
light the non-intuitive behavior of changing hole types with elec-
tron localization, and the possibility of engineering materials with
ultra-low CCEs through the formation of oxygen holes.
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