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Ductile-to-brittle transition and yielding in soft amor-
phous materials: perspectives and open questions

Thibaut Divoux,o Elisabeth Agoritsas,k Stefano Aime,a Catherine Barentin,b Jean-Louis
Barrat, f Roberto Benzi,m Ludovic Berthier,d Dapeng Bi,z Giulio Biroli,g Daniel Bonn,c
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Kirsten Martens, f Wilson C.K. Poon,e Marko Popović,p Itamar Procaccia,i,a f Laurence
Ramos,d James A. Richards,e Simon Rogers,y Saverio Rossi,h Mauro Sbragaglia,m Gilles
Tarjus,h Federico Toschi,n,ae Véronique Trappe,w Jan Vermant,r Matthieu Wyart,k Francesco
Zamponi,ad,g Davoud Zareab

Soft amorphous materials are viscoelastic solids ubiquitously found around us, from clays and cemen-
titious pastes to emulsions and physical gels encountered in food or biomedical engineering. Under
an external deformation, these materials undergo a noteworthy transition from a solid to a liquid
state that reshapes the material microstructure. This yielding transition was the main theme of a
workshop held from January 9 to 13, 2023 at the Lorentz Center in Leiden. The manuscript presented
here offers a critical perspective on the subject, synthesizing insights from the various brainstorming
sessions and informal discussions that unfolded during this week of vibrant exchange of ideas. The
result of these exchanges takes the form of a series of open questions that represent outstanding
experimental, numerical, and theoretical challenges to be tackled in the near future.
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Emulsions, polymer and colloidal gels, microgels, or concentrated
particulate suspensions such as cement pastes constitute various
examples of so-called soft amorphous materials. At the micro-
scopic level, their constituents form disordered, possibly hierar-
chical, structures that span over a broad range of mesoscopic
length scales. They often develop interactions that are compara-
ble to or larger than thermal fluctuations, which hampers, with-
out fully stifling, relaxation processes: these materials may relax
towards low-energy states, but often without reaching equilib-
rium, leading to the emergence of time-dependent phenomena
such as aging. Usually, their low-energy states have solid-like
characteristics, with dynamic moduli showing weak frequency de-
pendence, and an elastic modulus significantly larger than the
viscous modulus.

When subjected to external forces, soft amorphous solids un-
dergo a solid-to-liquid transition known as the yielding transition.
The characteristics of this transition vary significantly depend-
ing on factors such as material properties, system preparation,
the geometry confining the material, and boundary conditions.
Similarly, following flow cessation, soft amorphous materials un-
dergo a liquid-to-solid transition in diverse ways. Notably, mem-
ory effects from previous flow history can significantly impact the
mechanical properties of the sample. This phenomenon is ob-
served in various materials, including gels, soft glasses used in
food products, cementitious items, and biological materials, po-
tentially with important consequences on their practical use.

A general discussion of both yielding and memory phenomena
took place during a one-week workshop at the Lorentz Center in
Leiden from January 9-13, 2023. The workshop aimed at review-
ing current knowledge in the field and at identifying upcoming
challenges. This manuscript summarizes the enriching discus-
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x Department of Chemical Engineering, Indian Institute of Technology, Kanpur, 208016,
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sions from the workshop. It is organized as follows: Section 1
delves into the shear-induced yielding transition in soft amor-
phous materials, discussing its ductile or brittle nature, and the
associated local scenarios. Section 2 focuses on memory effects
in soft amorphous solids imprinted through shear history, explor-
ing their impact on sample properties and relevant applications.
Finally, Sections 3 and 4 provide insights into two specific ex-
amples: biological materials as soft glasses and material design
through the utilization of shear history and memory effects. The
manuscript concludes with a list of pressing questions that should
guide the community’s research agenda in the coming years.

1 Shear-induced yielding of soft amorphous materi-
als

Traditionally, in structural and mechanical engineering, ductility
and brittleness have been considered to be material properties,
and different structural materials have been characterized as brit-
tle (e.g., glasses) or ductile (e.g., metals) based on the way they
macroscopically fail under deformation. Nanometer-scale AFM
analyses, however, have revealed ductile fracture modes even in
vitreous materials at temperatures much lower than their glass
transition, highlighting that macroscopic brittleness or ductility
are instead simply the result of similar plastic processes and dam-
age accumulation occurring at microscopic length scales.1

In soft matter, where the range and hierarchy of microstructural
motifs and time scales can be extreme and become easily accessi-
ble, material failure (under an imposed deformation or stress) is
a complex process that may manifest itself via a rich phenomenol-
ogy. Here, we focus on the behavior of soft amorphous materials
under deformation: they yield and eventually flow, with yield-
ing being often preceded by, and associated with, mechanical and
flow instabilities, whose prominence and persistence depend on
their mechanical or rheological history, as well as on the imposed
stress or deformation rate.2 At low deformation rates, the yield-
ing of soft amorphous solids emerges from avalanches of local-
ized plastic events,3–5 which are activated by the externally ap-
plied stress or strain,6–8 and is often associated with extended
and pronounced shear localization or banding, where part of the
material remains “stuck” while the rest is already flowing.9,10

At first sight, yielding seems obviously a manifestation of
the ductility of soft materials, and may be associated with a
non-monotonic stress vs. strain response as fluidization takes
place11,12. Ultimately, the very same soft materials that yield may
fracture,13–17 therefore raising the question of what factors and
processes control, over the relevant range of length scales and
time scales, the emergence of brittle versus ductile behavior in
yield stress fluids and soft materials.

1.1 Ductile vs. brittle yielding
The ductile-to-brittle transition (DBT) refers to a clear qualitative
change of material behavior when subject to an external deforma-
tion. This transition is typically observed by monitoring the stress
dynamics under imposed deformation and is linked to a change
in the material rigidity. For instance, the DBT can be achieved by
changing the density or the packing fraction of the material, the
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(a)

(b)

(c)

Fig. 1 Typical stress-strain (or time) curves measured under shear (a) in a zirconium-based metallic glass alloy (Vitreloy 1) at different temperatures
(extracted from Ref. [11]), (b) in a model waxy crude oil system at a fixed shear rate (γ̇ = 2 s−1) for various waiting times elapsed since the rejuvenation
of the sample (extracted from Ref. [12]), and (c) in an acid-induced casein gel (extracted from Ref. [17]). In (c), the inset shows the same data in
semilogarithmic scale, and the Taylor-Couette cell in which the experiments are performed. The upper panel shows the images of the side view of
the Couette cell at different strains recorded simultaneously to the experiment reported in the main graph; macroscopic cracks are visible beyond the
stress maximum.

temperature, the pressure, or simply the initial preparation of the
sample. The DBT is well known in many areas of material sci-
ences, ranging from metallic glasses11,18,19 to nanofibers,20 fat
crystals,21,22 and biological materials.23–25 At the ductile end of
the spectrum, the initial, linear increase of the stress with ap-
plied strain (i.e., the elastic response) is followed by a continuous
crossover towards a stress plateau or by a smooth stress over-
shoot over a large strain range (viscoplastic response). At the
brittle end of the spectrum, the short-time elastic response is fol-
lowed by an abrupt stress drop at low strain.15,17,26–29 However,
it is not yet clear whether the DBT occurs at some critical value of
the parameter controlling the system rigidity, i.e., in the language
of non-equilibrium statistical mechanics, whether there exists a
(dynamical) phase transition underlying DBT.30–32 Another key
issue is whether the DBT in soft amorphous materials can be de-
scribed along with that in hard glasses. In particular, soft glassy
materials generically show a dual solid–liquid behavior at rest,
i.e., viscoelasticity. Therefore, they may display elastic and/or
viscous responses depending on the applied strain rate, which
strongly impacts the stress response and leads to a key distinc-
tion between quasi-static approaches and finite-rate descriptions
of yielding.26,30,33,34

1.1.1 Experimental observations of ductile and brittle yield-
ing in soft materials

Figure 1(a) shows an example of ductile-to-brittle transition oc-
curring by decreasing the temperature in a metallic glass. In prac-

tice, brittle yielding in such a hard material involves fractures or
cracks within the material, i.e., interfaces are created, and the ma-
terial eventually separates into two or more pieces. A very similar
phenomenology is observed for the stress dynamics, for instance,
in waxy crude oil, upon changing the sample age, i.e., the yield-
ing process becomes more brittle for increasing time elapsed since
the latest rejuvenation [see Fig. 1(b)]. Here, the sudden stress
drop characteristic of brittle yielding is usually associated with
the formation of shear bands, i.e., shear gets localized in small
subregions of the sample. Note that the stress drop observed in
experiments can also be concomitant with the growth of macro-
scopic cracks as illustrated in Fig. 1(c) in the case of acid-induced
casein gels. Subsequent discussions in this paper will be mostly
restricted to the situation of Fig. 1(b), where continuity of the
material structure is warranted, and no new interface or fracture
is nucleated.

Regarding experimental protocols, laboratory mechanical test-
ing of amorphous materials in the soft matter community most of-
ten takes place in a rheometer, where a simple shear is applied in
either parallel-plate or cone-and-plate geometry. However, stress-
strain curves akin to the one shown in Fig. 1(b) may also be gen-
erated under compression or extension using a “universal testing
machine” (UTM), or biaxial and triaxial apparatuses. A crucial
issue is, therefore, whether there are differences regarding the
response of a given material between different geometries. If
the specimen is brittle, using compression in UTM, we expect the
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(a) (b)

(c)

Compression Shear

Underlying
brittle response

Induced ductility

Potential
yielding zone

γ

σ

Fig. 2 Stress inhomogeneity and yielding in experimental geometries.
(a) Compressive testing. Rough or uneven boundaries cause regions of
inhomogeneous stress (red shading) near boundaries compared to the
idealized stress field in the sample (yellow shading). Possible yielding
region (hatched) lies within idealized stress region. (b) Shear rheometer
testing. Possible region of yielding lies within the zone of stress inho-
mogeneity. (c) Resulting stress-strain schematic for a brittle material.
Underlying brittle response predicted for compressive testing vs induced
ductility expected for experimental shear geometries.

bulk compressive stress to rise until shear bands (or fractures)
occur, usually at 45◦ from the compression direction as sketched
in Fig. 2(a). Strain localization along a 45◦ plane closer to the
compressing surfaces (where there are stress inhomogeneities) is
suppressed by the rigid boundary itself. On the other hand, in
a rheometer, the thickness of the sample may be such that stress
heterogeneities induced by, e.g., irregularities in the rheometer
plates, propagate throughout the sample [see Fig. 2(b)]. Further-
more, the geometry does not prevent shear deformation near the
boundaries (as in a compressive test). Under these circumstances,
even a sample that is structurally homogeneous may display stress
inhomogeneities, and, therefore, yield in a way that may appear
to be ductile in a rheometer while showing brittle yielding in a
UTM [see Fig. 2(c)]. Therefore, caution must be taken when in-
terpreting the macroscopic mechanical response obtained from
rheological tests, whether in a UTM or in a rheometer.

Finally, as discussed in the next section, stress-strain curves can
be predicted in computer simulations and/or phenomenological
models, which, however, have mostly pertained (at least to date)
to a simple shear geometry. In simulations, shear is mostly im-
plemented using the Lees-Edwards periodic boundary condition,
i.e., without boundary walls, and therefore focus on bulk proper-
ties. Extending numerical approaches to encompass compression,
including boundaries, and thus model the case of a UTM, would
certainly prove very useful not only for practical applications, but
also for a deeper understanding of the influence of boundaries
(see also Sect. 1.3 below).

1.1.2 Numerical insights on the ductile-to-brittle transition

The DBT can be investigated numerically using either micro-
scopic models, aimed at reproducing the relevant dynamics at
small scales, or by models where the macroscopic dynamics
are prescribed, usually referred to as continuous models.36 Fig-

ure 3 gathers a few examples of stress-strain curves obtained
through various recent models using both approaches. More-
over, microscopic approaches include molecular dynamics simu-
lations,31,34,37–39 mode coupling theory, the elastically collective
nonlinear Langevin equation theory,40 and numerical resolutions
of elastoplastic models8,31,32,41,42. In the latter case, one usu-
ally focuses on the so-called athermal quasi-static limit (AQS),3,4

where a number of small strain steps are imposed successively,
each step being followed by a relaxation period when the system
is driven close to mechanical equilibrium using ad hoc dissipative
forces. AQS provides a useful bridge between the system dynam-
ics and the available microscopic configurations, which may be
studied using statistical mechanics. In general, the link between
the microstructure and the dynamics cannot be disentangled by
continuous models, although the DBT can be qualitatively repro-
duced from simple fluidity models30,35,43 as shown in Fig. 3(b,c).

Still, the AQS limit can be difficult to achieve experimentally
for colloidal systems. As a matter of fact, any small but finite
shear rate (or the internal Brownian dynamics of the system) in-
troduces a time scale that may affect the DBT. This time scale
may not trigger the DBT,34 but it becomes important if one is in-
terested in studying the statistical properties of the stick-slip-like
dynamics that occur after the yield point. This leads to the key
physical question of determining the correct theoretical frame-
work to describe the DBT: should the DBT be described based on
critical-like phenomena in the framework of statistical mechan-
ics of disordered systems, or based on dynamical approaches as
proposed in continuous models? Then, one should focus on the
possible predictions, if any, which can be obtained using the differ-
ent tools, and on the material properties that one should consider
relevant in order to test the various approaches.

In Ref. [31], a unifying picture was proposed to understand
ductile vs. brittle behavior, where the crucial information is the
preparation of the system. In this framework, the fictive temper-
ature (i.e., the temperature at which the system has fallen out
of equilibrium during cooling) becomes a relevant external pa-
rameter: at low fictive temperature (corresponding to very deep,
very slowly cooled glassy states), the system exhibits a brittle re-
sponse, whereas, at large fictive temperature (corresponding to
poorly annealed systems), the solid-to-liquid transition is duc-
tile. Similar results can be achieved for athermal systems using
multiple control parameters (e.g., packing fraction, system size,
annealing conditions, quenched disorder, etc.) to tune the ma-
terial response.26,44 Here again, comparing possible predictions
and available experimental data will be critical to draw definitive
conclusions.

Finally, besides sample preparation, it remains unclear to know,
at finite shear rate, what are the key differences in the DBT ob-
served in Brownian vs. non Brownian suspensions, hard vs. soft
particles, and jammed vs. glassy systems, as well as the interplay
between these key parameters.45–47

1.1.3 Mesoscopic insights on the DBT in the light of
quadrupolar events

At the microscopic scale, deformation in dense disordered ma-
terials proceeds via the accumulation of rearrangements (shear
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(a) (b) (c)

Fig. 3 Stress-strain curves obtained from numerical computations of (a) a mean-field elasto-plastic model for increasing degree of annealing from
bottom to top; the inset shows the amplitude of the stress drop vs. the degree of annealing (extracted from Ref. [31]), (b) a fluidity model with
homogeneous flow enforced (dashed lines) and shear banding allowed (solid lines) for increasing waiting time from left to right (extracted from Ref. [
30]), and (c) a fluidity model with decreasing initial fluidity from left to right (extracted from Ref. [35]).

transformations)6,48,49 that take place in small regions a few par-
ticles wide and release the macroscopic stress. At low tempera-
tures and moderate strain rates, each rearrangement is followed
by a nearly complete mechanical equilibration of the surrounding
system: this is a fast process, established by the propagation of
acoustic waves, which introduces long-range (Eshelby) stresses
and strains50,51 that display a quadrupolar pattern in 2D or in 3D
cuts. Such events and the associated Eshelby fields have been ob-
served in numerical simulations3,4,52–54 and experiments in col-
loidal or granular materials.5,55

In molecular dynamics simulations of a soft amorphous mate-
rial subjected to AQS deformation,52 every rearrangement may
only occur through the crossing of an instability threshold. As
the external strain drives every local packing towards some un-
stability threshold, the material is progressively brought into
a state comprising a significant population of marginally sta-
ble regions.56 In such a system, Eshelby fields may trigger sec-
ondary events and thus give rise to plastic avalanches.3,4,57–61

These avalanches appear to be quite robust: moderate ther-
mal fluctuations may trigger Eshelby events before they actually
reach their instability threshold without changing significantly
the avalanche dynamics,62 while finite strain rates introduce a
cutoff on avalanche sizes.7,54 In model supercooled liquids, this
avalanche regime is relevant to a very broad domain of temper-
atures and strain rates, and only ceases to be relevant in the
Newtonian regime.62 In that context, a non-Newtonian behav-
ior emerges from correlations between rearrangements that, like
avalanches, result from the induction of secondary events via the
Eshelby mechanism.

Within this picture, ductile behavior takes place when Eshelby
events and plastic avalanches are broadly scattered throughout
the material, while brittleness results from the localization of the
plastic activity along shear bands. Avalanches appear as an in-
termediate between isolated events and shear bands, which can
therefore be viewed as resulting from the emergence of spatial or-
ganization among avalanches,63 and not just of isolated events.
The connection between Eshelby events, avalanches, and shear

banding, however, remains a matter of debate and may involve
the combination of elastic and structural effects.

Thus, an important challenge in the research on plasticity con-
sists in identifying local predictors for plastic instabilities.64 In
particular, it has become possible to characterize the proxim-
ity of mechanical instabilities via measurements of local yield
stresses.65,66 These studies show that, in better relaxed systems,
local packings present statistically larger values of local yield
stresses. By identifying how the distribution of local barriers is
affected by strain,39 they have also evidenced a significant role
of rejuvenation: in a well-relaxed system, the first events to occur
cause a local softening of the surrounding matrix, which facili-
tates the occurrence of more plastic events at the softened loca-
tions, which may lead to shear localization. From this perspective,
hence, the DTB transition is governed by a dynamical interplay
between plastic activity (including possible avalanches) and reju-
venation. It is favored by a high softness contrast between the
initial state and rejuvenated packings, which explains that it is
increasingly likely to take place in more relaxed (stable) system.

The identification of these effects leaves open the question of
the role of elastic interactions between Eshelby quadrupoles in
the formation of shear bands. This issue was partially clarified
in previous studies,67,68 which have demonstrated that, with in-
creasing shear strain γ, there is a threshold value γ∗ at which the
minimum of the energy functional promotes an alignment of the
quadrupoles along a line in two dimensions and along a plane
in three dimensions. This alignment organizes the displacement
field around a shear band. However, this theory had its limita-
tions: the intensity of the quadrupoles and their core sizes were
measured from simulations rather than arising directly from the
theory itself.

Recent progress in understanding the role of quadrupolar plas-
tic events in determining the mechanical response of amorphous
solids69,70 presents an opportunity for achieving a self-consistent
theory of shear banding. A key observation suggests that, in gen-
eral, the plastic quadrupoles and their contribution to the en-
ergy functional renormalize the elastic moduli, yet they do not
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change the nature of linear elasticity theory. Conversely, when
the quadrupolar field is non-uniform, gradients of this field act as
dipoles, resulting in screening effects, the emergence of charac-
teristic scales, and a fundamental change in mechanical response
compared to the predictions of elasticity theory. These results
were demonstrated in both simulations and experiments.69–74

Expanding this theory to address instabilities and shear banding
necessitates further development, specifically including nonlinear
quadrupolar and dipolar interactions. This ongoing work holds
the potential to allow a self-consistent determination of the in-
tensity and density of quadrupoles that are involved in creating
the shear band. An example of such a theory of mechanical in-
stability in metamaterials is outlined in Ref. [75], and could be
adapted for describing shear banding in amorphous solids.

1.1.4 Outlook

One key outcome of the discussions that took place at the Lorentz
Center is that the DBT needs to be defined more quantitatively.
To this aim, one should first systematically look for any signature
of the DBT at the microscopic or mesoscopic scale, and/or try to
identify static or dynamical precursors for the DBT. In that con-
text, the goal would be to answer the following questions: How
can one define brittle vs. ductile behavior at the mesoscale and/or
at the microscale? Can we connect the nature of the precursors
to the DBT and the subsequent failure scenario?

Yet, a significant technical hurdle for future experiments is the
detection of failure precursors. Although predictions of failure
have been identified in the rheological signatures of soft mate-
rials in specific cases,76,77 rheometry typically is not sensitive
enough to detect such precursors due to the small fraction of par-
ticles involved in microstructural rearrangements, which neither
significantly nor reliably impact the macroscopic mechanical re-
sponse.78,79 Detection should rely on multiprobe approaches that
combine mechanical testing with methods that couple directly to
precursors, among which X-ray and light scattering,29,55,80 elec-
trical spectroscopy,81 acoustic emissions,82 change in the speed
of sound,83 and fluorogenic mechanophores,84 to name a few,
have been shown to unravel changes in the sample microstruc-
ture long before shear-induced or stress-induced failure.

However, these tools might not be sufficient. Indeed, despite
the wealth of data collected by the last-generation array of seis-
mic sensors along the San Andreas fault, no precursory signal
was detected before the earthquake that took place in Parkfield.85

This episode illustrates that new strategies are required to detect
precursors to failure accurately. A first strategy could be to de-
sign a setup combining different probes to monitor various length
scales and time scales simultaneously. A more ambitious, second
strategy entails designing innovative and more selective probes
referred to as “smart probes,” capable, for instance, of detecting
only non-affine motion. Such experimental probes could con-
nect to recent theory and simulation advances that have identi-
fied microstructural features, like regions of low local yield stress
or high “softness" parameter, that correlate with sites of initial
failure.66,86 These technical developments will be pivotal in mak-
ing significant progress in failure prediction. Finally, it appears
evident that both structural heterogeneities87,88 as well the rigid-

ity percolation transition89,90 play crucial roles in influencing the
DBT in soft amorphous systems. Therefore, future experiments
and simulations should examine more carefully how rigidity per-
colation and stress propagation, especially under well-controlled
structural disorder, determine the fate of materials.

More generally, in soft amorphous materials, the DBT transi-
tion has been mainly considered when the system is forced at a
constant shear rate in a simple, plane shear geometry. As noted
above, it may be useful to understand the DBT in other geome-
tries, e.g., under compression in the UTM. Moreover, it is impor-
tant to understand whether or not the DBT also occurs under a
constant external stress and/or in cyclic shear protocol. In order
to compare the DBT in different geometries and under various
testing protocols, both in experiments and in numerical computa-
tions, it is essential to introduce a quantitative measure of brittle-
ness. Preliminary attempts focused on the energy release during
brittle fracture and on stress drops in metallic glasses.91 Defining
and investigating similar observables in soft glassy systems should
help characterize the DBT and identify universal features, if any,
common to soft and hard materials.

Finally, from a more general perspective, a key question re-
mains about whether understanding the DBT provides any deeper
insight into the shear-induced solid-to-liquid transition in amor-
phous systems, and into the physics of the yielding transition.
Indeed, the solid-to-liquid transition is often considered as a dy-
namical phase transition as in other disordered systems.2,92 In
the case of brittle materials, this point of view is consistent with
the existence of an abrupt drop of the macroscopic stress at the
yield point. In ductile materials, if the yielding transition oc-
curs because of the nucleation of a shear band, the macroscopic
stress does not show any abrupt change in time. However, the
velocity gradient may exhibit a rather sharp interface in space,
corresponding to a sharp change in the local shear rate. In the
latter case, yielding still falls in the framework of a first-order
(non-equilibrium) dynamical phase transition. Thus, one may ar-
gue that the DBT and the shear-induced solid-to-liquid transition
could be discussed in a more general theoretical framework. This
point deserves further investigation in the near future.

1.2 Long-lasting heterogeneous flows
Whatever the brittleness or ductility of the material, the shear-
induced yielding transition that brings the material under shear
from a solid-like state to a liquid-like state is never instantaneous,
but rather takes some significant amount of time (or strain) to
develop and to lead to a steady state. In particular, under an
applied shear rate, the fluidization involves a stress overshoot.
Such a non-monotonic response may either be associated with
homogeneous ductile-like fluidization,38,45,93,94 or followed by
a long-lasting stress relaxation associated with shear bands of
finite duration.95–97 Under applied shear stress, the strain rate
initially displays a power-law decrease, followed by a rapid in-
crease over several orders of magnitude before a steady state is
reached.98–101

In Ref. [102], criteria for the formation of shear bands were
developed within a set of minimal assumptions, aimed at being
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independent of the particular constitutive model or material un-
der consideration (and therefore applying not only to yield stress
fluids, but complex fluids more widely). These criteria suggest
that one might generically expect shear bands to form both (i)
in shear startup, associated with the presence of a stress over-
shoot, and (ii) following creep under an imposed shear stress,
when the shear rate signal curves upwards as the material yields.
Both criteria are supported by observations in several experimen-
tal systems, particle based simulations and constitutive models,
as reviewed in Ref.103.

However, the startup criterion (i, above) was derived within
some caveats [102–104] – most notably assuming only two in-
teracting mechanical variables (the shear stress and one compo-
nent of normal stress or one fluidity variable, for example) – and
Ref.104 indeed confirmed it to hold in some models of polymeric
fluids, but not others. It also showed that the magnitude of the
banding effect depends on the solvent-to-solution viscosity ratio
(in models of highly elastic polymeric fluids; the dependence is
much weaker in models of yield stress fluids). Recent theoret-
ical and numerical works105,106 confirmed that the start-up dy-
namics are influenced by variations in the viscoelastic constitu-
tive model, and in the solvent-to-solution viscosity ratio;106 and
that the correlation between the stress decay and the growth of
linearized perturbations is not universal.105 The startup criterion
has also been challenged in experiments on on surfactant systems
and in MCT simulations of repulsive glasses.93,107 However, wall
slip plays a key role in these experiments, whereas the criterion
was derived assuming zero slip.

Taken together, these works suggest that the evidence for
shear banding associated with startup stress overshoot is quite
widespread,103 but that further work is needed concerning its
generality. The creep criterion (ii, above) holds for arbitrarily
many interacting mechanical variables and is likely to be more
generic.

1.2.1 Overview on (transient) shear banding

Shear bands are known to occur in many different soft amor-
phous systems.5,10,108–113 In fact, there exist different definitions
of shear bands depending on the material properties. In ductile-
like materials, shear bands are usually identified with a flowing
state, which nucleates within a rigid state during the solid-to-
liquid transition. However, the term “shear band” also refers to
fracture-like failure processes, as observed in hard brittle-like ma-
terials.114,115 In the latter case, the material failure time τ f is the
time at which a sample-spanning fracture is observed, and even-
tually, the stress reaches its equilibrium value116. On the other
hand, in ductile materials, τ f is the time after which no rigid state
can be detected in the system, i.e., the system has achieved full
fluidization, so that τ f corresponds to a fluidization time.10 When
the system evolves toward a state with permanent shear bands
rather than toward a fully fluidized state, τ f is defined as the
time at which the size of the shear band no longer grows. τ f de-
pends on the forcing mechanism, and two main cases have been
considered, i.e., constant applied shear rate or constant applied
stress. In the latter case, an alternative definition of τ f was pro-
posed in the literature as the time at which the strain rate reaches

a minimum.9,117 This time scale, which rather corresponds to the
onset of heterogeneous flows, shows interesting yet different scal-
ings from the (full) fluidization time,100,117 and is not discussed
in the following.

A challenging question is to determine how many different the-
oretical frameworks are needed to describe the various types of
shear bands and time scales associated with shear banding. For
instance, in the absence of fracture, one could imagine building
a consistent picture by generalizing known concepts from nucle-
ation dynamics that occur in dynamical phase transitions (see, for
instance, Ref. [118]). In all cases, a key quantity to predict theo-
retically is τ f as a function of the external forcing mechanism and
the material properties. The case of transient or long-lived shear
bands is particularly interesting because modeling these systems
is greatly simplified using a field theoretical approach, i.e., a con-
tinuous model, where, however, the choice of the order parameter
is crucial. Then, in order to describe quantitatively the time evo-
lution of the system, one needs to predict how the size of the
shear band grows in time. By contrast, continuous models may
not be required to describe the dynamics involved in the forma-
tion of fracture-like shear bands. Yet, in brittle materials, it is
still unclear whether shear bands are the cause or the effect of
the abrupt stress drop at the yielding transition. In the first case,
shear band nucleation and dynamics should be described as for
ductile materials,30 whereas in the second case, τ f is dictated by
a different mechanism, which may depend on the system state
and preparation. For ductile-like materials, it was shown both
in experiments and models that the nucleation of transient shear
bands is the mechanism underlying the stress overshoot in start-
up shear experiments.95,102,119,120 Finally, the impact of aging,
possibly combined with inertia, on the yielding scenario, and on
heterogeneous flows should also be considered.121–123

On more general grounds, any theoretical approach should be
consistent with known robust features observed in most amor-
phous materials like, for instance, the aging properties of the sys-
tem. This provides nontrivial constraints for possible theoretical
frameworks. Moreover, such a theory should not only provide
well-defined qualitative predictions to be checked but also be in
quantitative agreement with existing experimental and numeri-
cal data. In particular, for ductile yielding, one should account
for non-local rheological properties characterized by finite size ef-
fects and well-defined spatial scales. These features have been
considered in recent developments, where the scaling properties
of τ f have been computed and successfully compared to experi-
mental data.35,120,126 The presence of non-local effects naturally
raises the problem of boundary conditions, which may play an
important role, as discussed in more detail in Sect. 1.3 below.

1.2.2 Microscopic picture

From a microscopic point of view, long-lasting heterogeneous
flows are related to the nature of the microstructure and of the
interactions between the microscopic constituents composing the
sample. To date, long-lasting transient shear bands were reported
in both soft repulsive glasses95,127 and gels composed of colloids
with short-range attractive interactions.97,99 However, numerous
gels with similar adhesive forces rather display steady-state shear
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(a) (b) (c)

Fig. 4 (a) Schematic of the rheo-confocal setup for high-speed imaging, and a sketch of the shear cell, in which a second motor is positioned on
the side to counter-rotate the lower glass plate. (b) Images taken during the shear-induced yielding of a depletion gel at 1 s−1. Projections in the
velocity-gradient plane of shear reconstructed from fast axial scanning with a focus-tunable lens. The red arrow indicates the same particle, which
drifted out of the selected orthogonal planes. Extracted from Ref. [124]. (c) Dimensionless master curve of the slip velocity V vs. stress at the wall
σ as measured in microfluidic experiments performed on dense suspensions of microgels of various compositions. The parameters η and σE denote,
respectively, the solvent viscosity and an elastic stress scale characterizing the nonlinear friction regime that is determined by fitting bulk velocity
profiles. Different symbols stand for different Carbopol microgel samples. Inset: sketch of a microgel of radius R in contact with the wall through a
lubrication layer of thickness δ . Extracted from Ref. [125].

banding,97 which makes it unclear at this stage whether some de-
gree of attraction is required to observe long-lasting shear band-
ing. Other important control parameters include the sample age,
i.e., the time elapsed since the latest rejuvenation, as well as the
shape and/or surface roughness of the particles. The latter was
recently illustrated on gels made from rough or smooth silica par-
ticles, which display strongly different yielding scenarios.128

Because experiments remain challenging, faster progress might
come by comparing with numerical simulations. Recent molec-
ular dynamics simulations have demonstrated that long-lasting
heterogeneous flows and shear banding can be observed in both
attractive particle systems129 and purely repulsive glasses.27,130

In the latter case, long-lasting transients are related to the pres-
ence of overconstrained microscopic domains trapped in the bulk
of the sample upon preparation. Their structural reorganization
under shear controls the emergence and the persistence of the
shear banding. Finally, mesoscale simulations have shed some
light on the delayed yielding observed during creep tests, i.e.,
constant stress experiments. A mean-field version of the elasto-
plastic scenario captured the main features of delayed yielding
in soft glassy materials, including the nonmonotonic response of
the shear rate, and the power-law scaling of the fluidization time,
whose exponent increases for decreasing sample age.42

1.2.3 Outlook: understanding yielding at the particle scale

Making a significant step toward rationalizing long-lasting het-
erogeneous flows will require designing well-controlled experi-
mental systems, e.g., colloids with tunable interactions that can
be easily controlled in situ.101 A long discussion pointed out
that we still need to understand the spatially-resolved scenario
of the shear-induced yielding transition in gels at the particle
scale. Unraveling the yielding scenario at the particle scale will
require fast confocal microscopy [see Fig. 4(a,b)] and/or rheo-
tomography.124,131–133 These experiments should primarily con-
centrate on identifying clearly defined microscale and mesoscale
observables, which can be compared with the outcomes of nu-
merical simulations. This comparative analysis aims to offer a
consistent description of yielding across a broad range of length
scales.

1.3 Influence of boundary conditions: from wall slip
to wall-induced plasticity

As argued above in Sect. 1.1.1, the surface properties of the con-
fining walls, as well as the geometry of the experiment, may affect
the yielding scenario, and even provide a ductile-like response
to a brittle material. Apparent wall slip is another signature of
the effect of boundary conditions on the deformation and flow
of soft amorphous materials. Although it has been the topic of
numerous reviews,134–136 wall slip remains often considered as
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a mere issue that is disconnected from bulk rheology, if not as
an experimental artifact. Key issues remain that wall slip is deli-
cate to measure experimentally without any local probe, and that
it often couples with the flow, leading to complex heterogeneous
dynamics in both space and time.137 In the following, we summa-
rize discussions on experimental and numerical aspects raised by
boundary conditions and their connection with the shear-induced
solid-to-liquid transition.

1.3.1 Experimental insights: soft glasses vs gels

In the last decades, wall slip in soft glassy materials has received
various levels of attention, mainly focused on steady shear. The
case of dense suspensions has been so far the most studied.138 In
the case of hard, weakly deformable particles, apparent wall slip
arise because of steric depletion, particle migration, and shear-
induced layering in the vicinity of the wall.139 In contrast, in the
case of soft deformable particles, the slip phenomenology is con-
trolled by both lubrication forces through elasto-hydrodynamic
forces, and by the nature of the interactions between the particles
and the wall.139,140 In practice, wall slip is quantified by a friction
law that relates the stress at the wall to the slip velocity, defined
as the difference between the wall velocity and that of the sample
extrapolated at the wall. This relationship, which was reported
to be a power law whose exponent depends on the system un-
der study,141–144 was recently understood in terms of a balance
of length scales between the particle size and the thickness of the
lubrication layer [see Fig. 4(c)].125

In more dilute dispersions, including gels, wall slip is also
observed experimentally.99,145 To date, there is, however, no
generic framework to describe wall slip in dilute systems, and it
remains unclear whether its description can be coarse-grained to
a mere comparison of well-defined length scales. Indeed, gels nat-
urally form clusters due to interparticle attractive forces, which
makes it hard to identify a relevant length scale between the par-
ticle size and the cluster size, which is itself a complex function
of shear. Therefore, the multiscale architecture of colloidal gels,
as well as the possibility for adhesion, rolling, and sliding be-
tween (aggregates of) colloids and the walls, constitute a signifi-
cant challenge for models to offer a consistent description of wall
slip in such dilute systems.

Finally, besides the steady state, wall slip plays a crucial role
during transient flows, even in the presence of rough boundary
conditions.96 For instance, in shear start-up flow, the sample may
yield at the wall or in the bulk, which results in different dynam-
ics, especially in systems that display strong aging dynamics.146

In that case, comparing two characteristic time scales, e.g., the
aging time and the inverse of the plastic event rate near the wall,
could be more relevant than comparing two length scales. More-
over, this picture prompts us to better understand the link be-
tween wall slip and plastic events in dilute systems, for these two
concepts could be deeply related. In this context, a promising
avenue lies in non-local effects, which offer an elegant way of
coupling the material behavior near the wall to its bulk dynam-
ics.120,126,147,148

Besides these fundamental considerations, addressing wall slip
should help develop global strategies to suppress, reduce, and

even tune wall slip for a broad variety of soft materials, from
dense suspensions to colloidal gels, in steady-state flow as well
as in transient regimes. One classical strategy used to reduce slip
is to roughen the solid walls: for soft pastes, it has been shown
empirically that a roughness comparable to the particle size effi-
ciently reduces wall slip, whereas, for colloidal gels, the required
roughness is not clearly identified, again due to the multiscale
nature of such systems. A second strategy consists in modifying
the interactions between the particles and the walls. For instance,
it was shown that attractive wall–particle interactions may allow
one to suppress the solvent lubrication layer and, consequently,
wall slip for both soft pastes147 and colloidal gels.145,149 Such
strategies will have a crucial impact in various engineering areas,
including additive manufacturing.150–153

1.3.2 Recent numerical progress

With the exception of dense suspensions of soft particles,140 nu-
merical simulations devoted to modeling the impact of wall slip
in dispersed systems remain scarce. A noticeable recent contri-
bution can be found in Ref. [154], where wall slip is reproduced
in two-dimensional elastohydrodynamic simulations that capture
both the particle elasticity and fluid mechanics of dense ther-
mal soft particle suspensions. These simulations capture some
salient features of experimental flow curves, e.g., the so-called
kink or reduction in stress observed at low shear rates toward
stresses below the bulk yield stress, but predict a linear friction
law. Moreover, continuous models based on fluidity, i.e., the local
rate of plastic events, were shown to capture accurately the im-
pact of apparent wall slip via non-local effects during shear start-
up and creep flow in soft glassy materials.35,120,126 This versatile
approach also allows taking into account elasto-hydrodynamic
forces and, therefore, captures the impact of lubrication forces in
both transient and steady-state flow.43 Yet, more work is needed,
especially at the particle scale, to capture the non-linearity of
the friction laws reported experimentally [see Fig. 4(c)]. In par-
ticular, molecular dynamic simulations of dense suspensions, as
well as dilute gels, which would help understand the multiscale
physics at stake in wall slip, are still sorely lacking.

1.3.3 Outlook: wall slip as localization of plastic events near
the wall?

The discussions that took place at the Lorentz Center call for a
change of paradigm, in which wall slip would be treated on an
equal footing with the bulk constitutive equation. In the con-
text of steady flow, it was indeed shown within the framework of
elastoplastic models that the introduction of plastic events at the
wall had effects very similar to wall slip.155 Future work should
focus on identifying experimentally the differences and similari-
ties between wall slip and plasticity near the wall, so as to clar-
ify the contribution of wall slip to the overall yielding dynamics,
especially in colloidal gels. This experimental challenge aligns
closely with the ones emphasized in Sections 1.1.1 and 1.2.3,
i.e., it pertains to understanding the distinct characteristics of the
yielding process under shear as opposed to compression, espe-
cially at the particle scale.
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2 Memory effects and processing history

2.1 Rheological memory in soft amorphous materials
In the rheology literature, the term “rheological memory” has been
loosely used and commonly applied to discuss the transient, pos-
sibly long-lived, mechanical response of systems perturbed from
some quiescent state, in both the linear and the nonlinear vis-
coelastic regimes. In this section, we first define more rigorously
the concept of rheological memory before reviewing its signatures
in soft amorphous materials.

2.1.1 Defining and encoding rheological memory

A typical rheological protocol employed to highlight memory ef-
fects consists in applying a step strain of the order of the yield
strain for a fixed period of time. In that case, the “memory” is
lost over some characteristic relaxation time, as illustrated in a
pioneering work on dense aqueous foams.158 More recently, the
same meaning of “rheological memory” has been used in various
contexts, including plate tectonics.159

In control engineering, however, such systems, which relax
over some characteristic time, would be considered as monos-
table, i.e., with no memory. Indeed, in a recent review160 of
“memory formation in matter,” the word “memory” has been
clearly defined as “the ability to encode, access, and erase signa-
tures of past history in the state of a system.” A practical realiza-
tion has been obtained by applying continuous oscillatory shear
with a fixed strain amplitude on particulate systems, e.g., dense
suspensions or bubble rafts. After a transient period where the
sample microstructure is reorganized by the oscillatory strain, a
steady state is reached, where oscillations do not produce any fur-
ther rearrangement. A signature of the applied strain amplitude
is thus “stored” by the system, and can be read out by observ-
ing at what strain the response of the system starts to be irre-
versible or display an abrupt change in the displacement of its
constituents.161 In such a framework, a single system can store
multiple memories by being submitting to more than one strain
amplitude. These memories are transient and compete with each
other, yet they can be stabilized if noise is added.162

Another strategy for encoding memory in soft glassy mate-
rials is based on bistability. There have been few reports to
date of rheological bistability. One early example concerns ly-
otropic liquid crystalline phases of some aqueous surfactant solu-
tions.163–165 There, stress first drives the solution from a low-
viscosity lamellar phase to a high-viscosity phase made of an
amorphous assembly of multilamellar spherulites, a.k.a., “dis-
ordered onions.” Depending on the surfactant concentration
and temperature, these systems can further bifurcate to a low-
viscosity phase with long-range order, either made of oriented
lamellae or of a crystalline-like assembly of “ordered onions.”
Such systems demonstrate “weak” bistability, in the sense that
back-and-forth switching between the various states is not easy to
control, as they involve complex, chaotic-like temporal dynamics
and shear-banding flows.166–168 Similar examples of bistability
can be found in surfactant hexagonal phases,169,170 and in the
context of dense non-Brownian suspensions that exhibit discon-
tinuous shear-thickening.171 A recent demonstration of “strong”

bistability, where the system is shown to be switchable at will
between two different structural states, concerns dispersions of
non-Brownian repulsive particles in a background gel of much
smaller, attractive colloids.156 By tuning the applied stress and
strain accumulation, the system can cycle between solid and fluid
states [see Fig. 5(a)-(d)]. Such a behavior allows the “writing” of
memory through particular shear protocols, and the “reading” of
the written state through, e.g., oscillatory rheology.

Soft amorphous systems with memory intrinsically show “his-
tory dependence.” Experimentally, this implies that specifying a
well-defined protocol is vital. In this regard, one may usefully
make contact with theoretical computer science,172,173 where
the “algorithmic complexity” of a string is defined as the short-
est algorithm that can be written to generate the string. Thus,
‘abababababab’ is generated by the pseudocode “[print ‘ab’ ×6],”
while ‘aowgsiybmwsd’ is generated by “[print ‘a’, print ‘o’, . . . ,
print ‘d’],” and is more algorithmically complex. Along the same
lines, one may perhaps define the concept of “rheological com-
plexity,” which would encompass that of “rheological memory,” as
the length of the shortest experimental protocol necessary for re-
producing observations. Careful adherence to such protocol spec-
ifications is a prerequisite for enabling experiments to build on
one another. It may also give some insight into the nature of the
complexity in the systems under study.

2.1.2 Signatures of memory

The extent to which a soft glassy material system recollects mem-
ory is largest for training amplitudes near the point where the dy-
namic moduli cross.174,175 This effect is a direct consequence of
the spatial extent to which the system reorganizes during the en-
coding process, and correlates with a peak in the contribution of
unrecoverable processes to the viscous modulus175 These results
raise the question of length scales associated with memory forma-
tion in jammed materials and gels. In practice, such a length scale
could be determined experimentally via X-ray photon correlation
spectroscopy (XPCS),176 or multispeckle dynamics light scatter-
ing,177 which calls for a more systematic use of these techniques
to investigate the yielding transition in various types of soft solids,
from soft glasses to gels, in order to link their respective length
scale to memory storage.

Under continuous shear, yield stress fluids also display time-
dependent features, often referred to as “memory effects,” which
are closely related to thixotropy and/or viscoelasticity.178 So-
called rheological hysteresis or hysteresis loops, which are ob-
tained, e.g., by a decreasing ramp of shear rate, followed by the
same increasing ramp, allow one to probe thixotropic time scales
(for instance, by varying the sweep rate) that are characteristic of
the material.179,180 Such time scales have been used to introduce
a dimensionless number, the Mnemosyne number, defined as the
product of the flow strength and the thixotropic time scale, and
allows distinguishing thixotropic phenomena from other rheolog-
ical responses such as viscoelasticity or plasticity.181 In that con-
text, strong flows, i.e., large Mnemosyne numbers, are required to
erase the memory from previous flows, e.g., inherited by loading
the sample into the rheometer. Erasing memory has indeed long
been studied in terms of defining good preshear protocols that
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(e) (f)

(g) (h)

Fig. 5 Examples of memory effects in Soft Glassy Materials. (a)—(d) Images of a fumed-silica-based binary suspension (small hydrophobic silica
colloids φS = 0.02 and large silica microspheres φL = 0.3) in a glass vial, showing a liquid-solid transition under alternating high-shear vortex mixing and
gentle roller mixing. Extracted from Ref. [156] (e)–(h) Dependence of the stress response of a dense microgel suspension on the preshear direction.
The shear rate γ̇ = 0.25 s−1 is applied in the positive direction in all experiments, whereas the preshear (|γ̇0|= 20 s−1) is applied in the positive (black
circles) or negative (blue open circles) direction. The sample is left at rest (γ̇ = 0) for a duration tw [= 1, 10, 1000, and 10000 s from (e) to (h)]
between the preshear and the shear start-up test. Extracted from Ref. [157].

allow for material behaviors to be studied irrespective of prior
deformation.182

Last but not least, some memory can also be encoded via the
direction of shear, as identified in a pioneering work on sus-
pensions,183 and subsequently observed in cyclic shear experi-
ments,162,184 and more recently quantified in shear start-up ex-
periments performed along the same direction as a preshear, or
the opposite [see Figs. 5(e)-(h)].157,182 In practice, a moder-
ate shear rejuvenates a yield stress fluid only partially and may
imprint some level of anisotropy in the sample microstructure,
e.g., through some degree of alignment along the flow direction.
Such microstructural anisotropy is then frozen upon flow cessa-
tion through the rapid liquid-to-solid transition, as we will dis-
cuss below in Sect. 2.2.1. Direct evidence for “directional mem-
ory”, also referred to as kinematic hardening or Bauschinger ef-
fect,185 has been reported in a broad range of systems, e.g., soft
glasses,157 colloidal gels,99 or waxy crude oil.12 In that context,
the sample memory is directly linked to the structural anisotropy
of the yield stress material. The latter memory can then be read
by orthogonal superposition rheometry.186 Finally, note that the
sample memory has been also related to the recoverable strain
that might be acquired prior to yielding, and which remains until
deformation is applied in the opposite direction.

2.1.3 Outlook: impact of noise on memory and connection
with local yielding

Memory effects in soft glassy materials are undoubtedly a flour-
ishing area of research. Long-lasting memory of shear history

plays a key role in defining appropriate conditioning protocols
prior to rheological experiments, aimed at preparing the sample
in a well-defined state. While simple, fixed-rate preshear pro-
tocols often provide robust and reproducible results, they some-
times encode memories, which may bias the outcome of the sub-
sequent experiment (see section 2.2 below). A better control of
memory encoding and erasing is needed to design smarter con-
ditioning protocols. Moving forward, future experiments need
to delve deeper into establishing the connection between unre-
coverable strain and memory storage. Moreover, efforts should
be directed toward devising methods for the effective readout of
stored memory, with a particular focus on employing orthogonal
superposition rheometry.187 Among the most pressing challenges
stands the influence of noise on memory effect. Although re-
searchers have explored and discussed its impact within the con-
text of dense non-Brownian suspensions and 2D binary Lennard-
Jones systems,184,188 there remains a significant gap in experi-
mental studies, particularly in the case of colloidal gels and soft
glasses.

Finally, a key area of focus should be the experimental explo-
ration of the local yielding properties. This entails examining
the response at the microscopic or mesoscopic scales, following a
loading phase at the macroscopic scale, and during the reverse ex-
periment in which the shear is imposed in the opposite direction.
Such investigations can be instrumental in identifying potential
asymmetries in the local response, which may elucidate the mech-
anisms behind directional memory in soft glassy materials.188 In-
sights into strongly intermittent motion can be expected based
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on microrheology experiments performed in colloidal glass.189 A
promising approach lies in leveraging exceptional experimental
resolution to execute a systematic analysis akin to previous nu-
merical studies.64,190

2.2 Microstructure and mechanics inherited upon flow
cessation

While soft glassy materials flow under external shear, they pro-
ceed toward a complete stop upon flow cessation through a
liquid-to-solid transition. Such a recovery of solid-like properties
from a liquid-like behavior leads to the emergence of so-called
residual stresses, which may display complex temporal dynamics
linked to the memory effects discussed in the previous section.

2.2.1 Residual stress stored upon flow cessation

In practice, flow cessation under a controlled shear rate, i.e., upon
setting the shear rate to zero, leads to a decrease of the shear
stress down to some residual stress, which depends in general
upon the shear history, and decreases as a function of the shear
rate applied before the flow cessation [see Fig. 6(a)]. The lat-
ter result has been reported experimentally and numerically in
both hard-sphere and soft-sphere suspensions,129,191–195 and in
colloidal gels.196–198 The stress decays following a compressed
exponential or a similar function.199,200 From a microscopic per-
spective, the material comes to a complete stop through a se-
ries of plastic events, which occur even long after the forcing is
switched off, as evidenced by recent molecular dynamics simula-
tions of densely packed non-Brownian particles.195 Under a large
shear rate (or under large Peclet number for Brownian systems),
the microstructure is fully fluidized and reforms upon flow cessa-
tion without any external constraint, hence inheriting small, if not
negligible, residual stresses. By contrast, low shear rates (or small
Peclet numbers) only partially disrupt the microstructure, which
bears some memory of the shear history. Some degree of struc-
tural anisotropy is observed in both gels and soft glasses, which
correlates with reinforced mechanical properties.198,201,202 In the
case of gels, the anisotropy lies in anisotropic clusters involving
several particles, whereas in soft glasses, the anisotropy is en-
coded at the particle scale through the asymmetry in the angular
distribution of neighboring particles.192

Future progress on residual stresses should come from lo-
cal flow cessation experiments in which a spherical intruder is
dragged through the sample of interest before being brought to
a complete stop.203 Numerical simulations of active microrheol-
ogy in a colloidal dispersion have already led to a micromechan-
ical model of flow cessation, and have shown that the disper-
sion stress can be viewed as the duration of the microstructural
memory.204,205 In general, additional experiments, particularly
in gels, should be crucial in connecting the distorted microstruc-
ture inherited from flow cessation, the dynamics of local stress
relaxation, and the macroscopic residual stress.

2.2.2 Non-monotonic stress relaxation

Most soft glassy materials display a monotonic stress relaxation
upon flow cessation, irrespective of the shear rate applied prior
to flow cessation. However, a few experimental systems were

(a)

(b)

Fig. 6 Stress relaxation following flow cessation. (a) Monotonic stress
relaxation vs. strain following various shear rates, reported here as a
particulate Peclet numbers defined as the ratio of the strength of the
shear flow with the interparticle bond force. The sample stores a non-
negligible residual stress for Pe ≤ 10. Experiments performed on a gel of
hard spheres of PMMA. Extracted from Ref. [198]. (b) Non-monotonic
stress relaxation vs. time in a boehmite gel following a period of shear
at constant shear rates before flow cessation. Each color corresponds to
a different shear rate: from 3 s−1 (top) to 500 s−1 (bottom). Extracted
from Ref. [201].

recently reported to display a surprising non-monotonic stress re-
laxation [see, for instance, Fig. 6(b)].201,206,207 Such an anoma-
lous relaxation was attributed to two key ingredients, namely
the alignment of the sample microstructure under flow, and the
formation of bonds upon flow cessation due to interparticle at-
tractive forces that locally drive bulk reorganization of the sam-
ple, hence inducing the growth of the macroscopic stress.202,207

Although counter-intuitive, such an anomalous relaxation was
shown to be compatible with the second law of thermodynamics
in the framework of a structural kinetic model.208 Yet, numer-
ous issues remain open, including (i) the minimal microscopic in-
gredients needed to observe a non-monotonic relaxation, (ii) the
role of the shape of the colloids, their deformability,209 and of
the nature of interparticle (non-central) forces in such an anoma-
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lous relaxation, and (iii) the possibility for systems denser than
gels and polymer solutions, e.g., soft repulsive glasses, to display
similar stress relaxation. The interplay of these different ingre-
dients could be naturally investigated in coarse-grained descrip-
tions such as elasto-plastic models.8

2.2.3 Outlook: identifying the local scenario underpinning
the non-local stress relaxation

The renewed interest in flow cessation experiments illustrates the
relevance of this rheological test for understanding the dynam-
ics of soft amorphous materials and for shedding new light on
the yielding transition. Indeed, flow cessation can be perceived
as a method to probe the sample properties at a given point in
time, following a well-controlled shear history. In this context,
flow cessation experiments in soft glassy materials partially unveil
the memory embedded in the sample after an extended period of
shear for sufficiently low shear rates. Lastly, a relevant question
arises regarding the potential correlation between flow cessation
and thixotropy.185

To conclude, one of the key open issues pertains to the micro-
scopic scenario linked with the cessation of shear. While numeri-
cal results are available, there is, to date, no direct experimental
evidence for structural anisotropy driving the dynamics of resid-
ual stresses. Future experiments, e.g., involving rheo-confocal or
rheo-scattering experiments, are anticipated to provide an essen-
tial validation of the existing numerical scenarios and to prompt
theoretical developments.

3 Yielding, ductility, and brittleness in biological
soft materials

3.1 Biological materials as soft glasses
Over the past few years, there has been overwhelming evidence
supporting the importance of jammed (solid-like) to unjammed
(liquid-like) transition and glassy behavior across various king-
doms of living organisms and across scales.216 These systems
are de facto amorphous, hence it is relevant to ask whether the
usual glassy physics known for passive systems may be relevant
for biological functions. Intracellular examples include bacte-
rial cytoplasm fluidization due to cellular metabolism,217 self-
organization of disk-like chloroplasts into an active glassy state
in plant cells under dim light,218 and glassy behavior of intracel-
lular motion in eukaryotic cells.219,220 On a larger scale, the role
of rheology, and particularly of the jamming-unjamming transi-
tion [see Figs. 7(a) and (b)], is an important aspect of collective
cell mechanics and morphogenesis in multicellular organisms. A
bridge to the physics of glassy systems has especially been made
for in-vitro epithelial cell-sheets in experiment213,221–229 and the-
oretically,210,230,231 but also in embryo development,232,233 or in
cancer cell invasion.234–236 Lessons from soft condensed matter
physics have become essential to analyzing the mechanical behav-
ior of these active biological systems.237 However, the additional
complexity of biological systems, which include internal active
forces that interact with external forces, including feedback, in-
troduces new challenges (see Fig. 7). This then requires incorpo-
rating these new microscopic mechanisms, such as local protein

concentration and regulation through active transport inside the
cell or mechanotransduction pathways238 into our approaches,
which impose different time scales and length scales.

3.2 Emergent and collective behavior in biological
glassy systems

The mechanical properties of biological systems emerge from the
molecular level to the cell level, and eventually to the tissue level.
Despite great progress in recent years,232,239–242 many questions
remain open. For instance, how exactly do biomolecular interac-
tions control the glassiness of the cytoplasm? What is the role of
the cell cytoskeleton in the tissue’s emergent collective behavior?
How do the mechanical properties of organelles, such as nuclei,
affect the mechanical properties of tissues on a much larger scale?
How does the rheology of a tissue determine its role in morpho-
genesis? What changes in the computational models of biological
systems should be adopted to incorporate these effects, and what
experimental protocol must be developed to investigate this sys-
tematically?

Furthermore, biological samples often actively respond to
various stimuli, including mechanical forces.243–246 This poses
a great challenge as the mechanical response of the system is
also a function of the system’s mechanosensing, i.e., there is
feedback.247,248 This raises many open questions, among them:
How do cell mechanosensing and active cell decision-making
affect the emergent collective cell behavior and the mechanical
properties on a tissue level? What is the detailed role of signaling
pathways in such potential contributions? Accordingly, how can
we computationally and experimentally study such an effect?

3.3 Challenges in comparing models and experiments
Many models have been crafted to elucidate the behavior of ep-
ithelial tissues under stress, such as the Potts, Voronoi, and vertex
models. See Ref.249 for an in-depth comparative analysis. The
discussions at the Lorentz Centre were particularly centered on
the intricacies of vertex-based models that were originally devised
for foams.250

The vertex model is a sophisticated computational architecture
designed to simulate and decode the mechanical attributes of tis-
sue structures. It particularly focuses on the dynamics of cell
packing, proliferation, and division.251–253 This model concep-
tualizes tissues as a two-dimensional mosaic of polygonal cells,
with vertices representing cell junctions and edges denoting cell
boundaries. By imbuing edges with tensional forces and cells with
elastic properties, the model adeptly mimics the mechanical con-
duct of cells within a tissue matrix.

Vertex-based models have recently shed light on the phe-
nomenon of glassiness in densely packed tissues.230,231 The self-
propelled Voronoi model,210–212 in particular, has been notewor-
thy for its comprehensive integration of polarized cellular motion
and the intricate web of cell-cell interactions within confluent tis-
sues, where cells are tightly packed without gaps. This model,
readily available as an open-source code,254 has been a corner-
stone in making quantitative predictions about the glass transi-
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LETTERRESEARCH

analysis informs about the mechanical state of the tissue6,8. Both direct 
observation (Fig. 3h) and analysis (Fig. 3i; Methods) of cellular move-
ments in the tissue showed caged behaviour in the PSM, consistent with 
cells being trapped in a solid-like material, and uncaged cell mixing 
in the MPZ, consistent with this region being fluid-like. Our meas-
urements indicate that the posterior-to-anterior transition between 
uncaged to caged cellular movements, consistent with previous obser-
vations in chicken18, results from an increase in physical constraints on 
cells, rather than a decrease in cellular stresses, as the spaces between 
cells are reduced anteriorly while maintaining a constant cell density 
(Extended Data Fig. 9; Methods).

Taken together, our direct in vivo measurements of tissue mechanics 
and analysis of cell rearrangements and movements are all consistent 
with the tissue behaving as a disordered, glassy material undergoing a 
jamming transition as the MPZ progressively rigidifies into the PSM 
(Fig. 4a, b). The solid-like state of the PSM helps to maintain tissue 
architecture and mechanically supports the extending, fluid-like end 
of the posterior body, as cells from the dorsal medial region are added 
to the MPZ and progressively elongate the body axis (Fig. 4b). Indeed, 
simulations of tissue morphogenesis based solely on first principles 
(Fig. 4c–e; Methods; Supplementary Note 1) show that unidirectional 
body axis elongation naturally occurs in the presence of the observed 
fluid-to-solid jamming transition (Fig. 4d; Supplementary Video 2). 

In absence of jamming transition, the tissue expands isotropically like 
a growing spherical blob and no unidirectional axis elongation occurs 
(Fig. 4e; Supplementary Video 3). The predicted tissue morphogenetic 
flows in the presence of the reported jamming transition display high 
posterior-directed velocities at the posterior end, no tissue flow in the 
A-PSM, and the existence of two counter-rotating vortices as the tissue 
transits from fluid-like to solid-like states (Fig. 4d, inset). Remarkably, 
all these predicted features in tissue flows have been observed exper-
imentally16, indicating that the fluid-to-solid jamming transition is 
essential for proper unidirectional axis elongation. Phenotypes such 
as curved tails and the reduced elongation speed in cdh2 mutants 
(Extended Data Fig. 8) can be explained by the reported loss of 
mechanical integrity in the PSM (Fig. 2i) during body axis elongation.

More generally, the spatiotemporal control of fluid-like and solid-like 
tissue states, enabling or restricting morphogenetic flows, represents 
a novel mechanism of tissue morphogenesis. The previously observed 
oscillations in actomyosin contractility during apical constriction29 
in Drosophila epithelia may be necessary to overcome a yield stress 
and fluidize an otherwise jammed tissue13. Beyond cellular jamming, 
transitions between fluid-like and solid-like states in tissues containing 
extracellular matrix between cells are likely to occur via control of the 
physical-chemical state of the extracellular matrix. As suggested by 
D’Arcy Thompson a century ago26, the shaping of living tissues shares 
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Fig. 4 | Physical mechanism of vertebrate body axis elongation.  
a, The MPZ (fluid-like) and PSM (solid-like) tissue states are represented 
in the jamming phase diagram2,4, which organizes jammed (solid-
like) and unjammed (fluid-like) phases for varying volume fraction 
of extracellular spaces, supracellular stresses and active fluctuations 
(effective temperature). b, The higher cell–cell contact length fluctuations 
(high effective temperature) in the less constrained environment (more 
extracellular spaces) of the MPZ (light blue) drive cell rearrangements 
and cell mixing, effectively ‘melting’ the tissue in this region. As the 
paraxial mesoderm matures, the smaller extracellular spaces and low 
cell–cell contact fluctuations (low effective temperature) in the PSM 
(violet) rigidify the tissue via a jamming transition. Cells entering the 
MPZ from the dorsal medial region (green arrows; lateral view) cause the 
expansion of the fluid-like MPZ tissue, with the solid-like PSM acting as a 
rigid support that biases tissue expansion towards the posterior direction, 

thereby elongating the body axis. Whereas persistent mediolateral 
supracellular stresses restrict lateral tissue expansion, the main role of 
non-persistent cell-scale stresses is to ‘melt’ the MPZ tissue, enabling its 
expansion and posterior elongation upon addition of new cells from the 
dorsal medial region. c, Sketch of the posterior body showing the input 
physical fields in the simulation. d, e, Time evolution of simulated tissue 
shapes (black outline) in the presence (d) and absence (e) of a jamming 
transition along the anteroposterior axis. The colour code in the right 
half of each shape corresponds to the spatial profile of the tissue viscosity 
(diverging in solid-like tissue regions), whereas the left half shows the 
anteroposterior profile of cell ingression rate into the MPZ from dorsal 
medial tissues. Grey rectangles represent a rigid boundary. Simulated 
morphogenetic flows (velocity field: direction, arrows; magnitude, colour 
coded) in the presence of a jamming transition leading to unidirectional 
body elongation (d, inset).
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(a) (b) (c)

(d) (e)

Fig. 7 (a) Phase diagram illustrating the jamming-glass transition within the framework of the self-propelled Voronoi model.210–212 This diagram
explicates the conditions under which a confluent tissue transitions into a jammed state, maintaining a constant packing density. (b) explores the
scenario where the packing density within a tissue is variable. Under these circumstances, the jamming-glass behavior exhibits sensitivity to fluctuations
in packing density. A phase diagram that encapsulates this behavior, drawing parallels to the jamming transitions observed in particulate systems, has
been recently introduced.213 (a) and (b) are extracted from Ref. [210] and Ref. [213], respectively. (c) Aspiration of an embryonic cellular aggregate
through a constriction of size 50 µm used to generate large deformations to probe tissue elasto-capillary properties; picture extracted from Ref.214 (d)
The shear response of a two-dimensional tissue using the vertex model shows the emergence of system-spanning tension chains. These structures bear
a striking resemblance to the force chains observed in granular materials, suggesting a commonality in the stress response mechanisms between these
disparate systems. (e) The flow curve resulting from a model tissue under shear, where the intricate balance between global external forces and local
internal active drivers dictates the overall mechanical properties. In proximity to the jamming/unjamming transition, the tissue exhibits a spectrum
of intriguing rheological behaviors. These include yielding, shear thinning, and both continuous (CST) and discontinuous shear thickening (DST). (d)
and (e) are extracted from Ref.215

tion phenomena in tissue biology [Fig. 7(a)]. The vertex model
methodology, augmented by detail on biological feedback mech-
anisms, is becoming pivotal in dissecting the intricacies of mor-
phogenesis –the developmental stages where tissues acquire their
shape and structure– and in shedding light on the underlying
physical principles governing these biological events.255–258

On the side of fundamentally understanding cell rheology, re-
cent experiments on the aspiration of embryonic cell aggregates
into a microfluidic constriction [see Fig. 7(c)] have revealed the
existence of characteristic time scales and critical shear rates, fix-
ing the domains in between which rearrangements can be ob-
served.214 These experiments also showed that a viscosity could
be difficult to define and measure in this context. All these differ-
ent ingredients still remain to be incorporated into vertex models.

Moreover, these models are, for now, mainly used for describ-
ing cell monolayers that are considered two-dimensional systems.
Nevertheless, it is not clear whether such a 2D assumption is al-
ways appropriate. Indeed, in monolayers, cells interact with a
substrate and present an apico-basal polarity perpendicular to the

substrate.246,259 More generally, including properly the effects of
boundary conditions, such as the differential role of substrate fric-
tion and pair dissipation between cells, is crucial to describe the
dynamics of deforming tissues. In experiments, the interactions
with the substrate and the occurrence of slip can be adjusted
through adhesive proteins, allowing cells to form biological fo-
cal adhesions.260 Furthermore, the role of boundary conditions
is even more significant for developmental biology systems,261

as their entire behavior and response may depend on the rigidity
of the substrate,262,263 the surrounding matrix in organoids or
tumor spheroids, or on molecular properties,264 exhibiting me-
chanical or chemical sensitivity. This sensitivity mirrors the one
of active systems, where the rigidity of the boundaries influences
the dynamic response of active particles.265 This discovery raises
intriguing questions about the interplay between boundary con-
ditions and the dynamics of biological systems.
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3.4 Non-linear rheology of biological tissues
The response of biological tissues to external or internal stresses
can be relaxed through different cellular processes, such as cell
rearrangements, divisions, and apoptosis, but also through active
cell response that reorganizes the sub-cellular structure. Due to
different modes of stress dissipation, as well as an inherent active
mechanical noise, biological tissues are typically ductile, and the
response becomes brittle-like when cellular adhesion fails to sus-
tain imposed stresses and a tear in the tissue appears.266 Such
tearing failure can occur in a ductile tissue when a small de-
fect is introduced at which the stress is concentrated upon load-
ing.239,267

More generally, there are many open questions regarding the
non-linear rheology of biological materials. For instance, do tis-
sue models and biopolymer networks sit in the same stiffening
universality class, and how does shear-stiffening influence duc-
tility of tissues?215,268 What are the dominant/relevant length
and time scales controlling the ductile-brittle transition in biolog-
ical tissues? How does elastoplastic tissue flow differ from glassy
elastoplastic flow, and how much information about such flow
can be inferred from tissue cellular structure?269 How do cell di-
vision and apoptosis modify the mechanical noise compared to
standard plasticity in passive systems, leading to non-linear rheo-
logical properties?270

4 Material design
Numerous hard materials from major industries, i.e., foodstuff,
personal care, and building materials, are obtained from soft vis-
coelastic precursors. Representative examples include cement
paste, a colloidal gel of calcium silicate hydrate, the “glue”
that, once hardened, provides strength to concrete,271 and acid-
induced gels of microcrystalline boehmite, which serve as soft
precursors for alumina-derived materials of controlled porosity
such as catalysts support.272 In practice, controlling the proper-
ties of these soft precursors is critical to controlling the termi-
nal properties of the corresponding hardened material. As dis-
cussed in Sect. 2.2.1, the microstructure and mechanical prop-
erties of these soft precursors can be reinforced along the direc-
tion of shear through moderate shear intensity followed by flow
cessation. At fixed sample composition, it is, in principle, possi-
ble to build complex shear protocols to control precisely the tex-
ture of soft precursors and potentially inherit that texture in the
hardened state of the material. In the case of boehmite gels, for
instance, it was recently shown that shear history can be used
to confer some anisotropy to the gel microstructure, which then
results in a strong increase of the gel elasticity upon flow cessa-
tion.273 This effect, which has been similarly observed in gels of
silica spheres and rods,274 could be potentially used to control the
porosity of catalyst support obtained from these boehmite gels.
Such a strategy was recently applied to the fabrication of strong
and tough cellulose nanocrystals (CNC)-epoxy composites. The
microstructure of a gel precursor comprising CNCs and epoxide
oligomers dispersed in a solvent is printed by direct ink writing,
before being crosslinked to form dry, solid nanocomposites whose
properties are inherited from the soft precursor.275,276 Similar
strategies can be employed to tune the optical properties of amor-

phous packings serving as soft precursors to make materials with
structural colors.277

The specific case of foodstuff is particularly relevant in terms of
materials design, for edible materials are subject to intricate me-
chanical processes typically involving large deformations during
production, mastication, and digestion. For example, pasta dough
undergoes extrusion through a die to create long, thin strands,
cheese curds are pressed to make cheese (with different textures,
e.g., brittle, like the crumbly nature of feta cheese, or ductile, like
the plastic flow of cream cheese), and bread dough is kneaded
and folded to develop gluten structure and make a bread with
a desirable texture. In the context of dairy products, the pro-
cessing incorporates various principles covered in this workshop,
i.e., shear-induced yielding, either brittle or ductile, as well as
residual stresses and shear-induced texture frozen upon flow ces-
sation. For instance, the preparation of stirred yogurt initially en-
tails a sol-gel transition based on lactose fermentation that yields
a brittle soft solid, which is then broken down into a dispersion
of gel particles that dictates the texture and the sensory quality of
the yogurt.278 Another striking example is related to the fabrica-
tion of butter. In practice, the cream is churned to separate the
butterfat from the buttermilk. As a result of large deformations,
the butterfat clumps together and forms butter, whose final tex-
ture is controlled by the shear history.279 The same conclusions
hold for crystallization under shear in general, as evidenced in
cocoa butter,280 and oil-in-water emulsions.281 These examples
illustrate the relevance of studying dairy products as model sys-
tems282 to elucidate some of the open questions highlighted in
the framework of this workshop.

5 Conclusion and outlooks
During the workshop that took place at the Lorentz Center, we
identified several challenges and open questions that emerged
during the discussion sessions. In the following, we highlight
what we believe are the six main open challenges that should
serve as a guideline for the community in the years to come.

1. Role of shear bands at the yielding transition – Experi-
ments, numerical and theoretical results highlight the rele-
vance of shear bands in understanding the yielding transi-
tion. For the brittle transition, one has to understand the
cause-effect relation between shear band formation and the
observed brittleness, and whether a possible universal pic-
ture is emerging. Somehow similar is the case for the duc-
tile transition, where long-lasting shear bands are one pos-
sible mechanism to achieve complete fluidization. Last but
not least, it remains to be understood in which conditions
the latter scenario is replaced by a homogeneous fluidiza-
tion that does not involve shear bands and yet shows a stress
overshoot.93

2. Quantitative measure of brittleness – Although some pro-
posals have emerged, there is a clear need to quantify brit-
tleness in experiments and/or numerical simulations. This
is a critical first step if one wants to compare results using
different theoretical approaches or different material prop-
erties and/or preparations in a quantitative way.
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3. Theoretical Frameworks – So far, there exist different theo-
retical frameworks to discuss and/or explain different mate-
rial behavior at the yielding transition (e.g., DBT, creep flow,
fluidization time, and rate dependence of the stress over-
shoot). Most of these frameworks or models show qualita-
tive agreement with one or more features observed at the
yielding transition. However, it is imperative to progress
by offering quantitative predictions that can be compared
against empirical data. Moreover, it is important to under-
stand how different frameworks are linked with different
material properties, identify possible limitations and gener-
alizations, and, last but not least, suggest new experiments
and/or data analysis to validate underlying theories.

4. Microscopic view – Several different topics need deeper in-
vestigations at the microscopic level, both experimentally
and numerically. Here, we provide a non-exhaustive list:

• Identify microscopic signatures for the DBT, determine
a microscopic scenario underpinning the existence of
long-lasting shear bands, and investigate gels at the
yield point.

• Investigate the role played by surface topology and
microscopic interactions, if possible independently, on
wall slip via numerical simulations and experiments.

• Identify particle-scale and/or mesoscopic dynamics
relevant to memory effects and to the non-monotonic
stress relaxation.

Moreover, a recent study283 indicates the intriguing possi-
bility of reaching a state close to the yield point of an oxide
glass by homogeneous irradiation rather than mechanical
deformation. Comparing the macroscopic and microscopic
properties of systems prepared in such different manners
could lead to new insights concerning the yielding transi-
tion.

5. Rheology of biological materials – There are many open
questions about the interaction between single-cell be-
haviour and the large-scale rheology of living organisms.
Most of the above points need to be investigated in detail
for the specific case of biological materials. Another critical
concern involves exploring potential connections between
memory effects observed at the rheological level and the bio-
chemical dynamics occurring at the single-cell level, if any
such interaction exists.

6. Materials design – Use shear-induced memory effects to
modify the properties of soft viscoelastic precursors em-
ployed to make hard materials, such as foodstuffs or cemen-
titious materials.
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