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The simplest response theory methods for computing vertical excitation spectra in condensed-
. phase are configuration interaction with single excitations (CIS) and linear-response time-dependent
density functional theory (TDDFT) within the Tamm-Dancoff approximation. In applications to X-
ray absorption spectroscopy (XAS), methods like CIS and TDDFT that codify only single excitations
into the wave function are prone to catastrophic errors in main-edge and post-edge features whose
shapes act as a crucial fingerprint in structural analyses of liquids. We show that these errors manifest
primarily due to a lack of orbital relaxation in conventional linear-response theories and that core-
ionized (n—1-electron) references, like those of electron-affinity TDDFT, can eliminate the errors
in the spectral profile, even in the highest-energy parts of the post-edge. Crucially, we find that
single excitations atop core-ionized references are sufficient to elucidate liquid-phase XAS spectra
with semi-quantitative accuracy, opening the door for methods like electron-affinity CIS/TDDFT to

be used as efficient alternatives to higher-order wave function approaches.

1 Introduction

X-ray absorption spectroscopy (XAS) provides impeccable insight
into local solvation structure in the vicinity of the chromophore. !
Soft-XAS has been used as a direct probe of microheterogeneity in
aqueous acetonitrile solutions? and has revealed the contrasting
nature between weak ammonia/water and strong ammonium/
water hydrogen bonds. 3 X-ray absorption fine-structure (XAFS)
spectroscopy was also recently applied to study the hydration
structure about ions of all of the first row transition metal ele-
ments.> As the application of XAS-related methods becomes more
ubiquitous, it is increasingly important that theoretical methods
meet the challenge of modeling XAS in liquid phase to aid in spec-
tral assignments and to shed light on the atomistic structural de-
tails that lead to key spectroscopic signatures.

Time-dependent density functional theory (TDDFT) %! in the
linear-response regime is the workhorse for the calculation of
electronic excited states in large systems. However, core-excited
states are problematic in TDDFT due to an improper description
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of particle-hole interactions and a lack of orbital relaxation. 1216

Particle-hole interaction refers to the excited electron interacting
with the Coulomb hole left behind in the donor orbital after ver-
tical excitation. This effect is totally absent in pure density func-
tionals and only partially captured by hybrid functionals due to
the inexact treatment of exchange in density functional theory
(DFT).17:18 In the context of XAS, orbital relaxation refers to the
strong polarizing effect on all orbitals due to removing an electron
from a core orbital. This effect is nearly absent in all varieties of
linear-response methods that include only singly-excited config-
urations in a wave function generated from ground-state refer-
ence orbitals. While TDDFT has shown some promise in mod-
eling liquid-phase XAS, it has not been intensively studied until
recently, >19-23 leaving the importance of orbital relaxation and
particle-hole interaction errors in the condensed phase yet to be
thoroughly assessed.

Despite the complexity of the condensed phase, the methods
with the most success in reproducing both the energies and in-
tensities of liquid-phase XAS are wave function approaches such
as restricted active-space (RAS)°® and core-valence-separated
equation-of-motion coupled-cluster with single and double exci-
tations (CVS-EOM-CCSD).24 These approaches have been con-
trasted with transition-potential density functional theory (TP-
DFT) 2°-27 and TDDFT, and in both cases the success of wave
function theory where DFT failed was attributed to the lack of
double excitations in the DFT-based approaches. %8 This hypothe-
sis appears to be bolstered by the fact that perturbative inclusion
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of double excitations (e.g. via CC2 or CIS(D)) generally fails to
reproduce core-level spectra in the condensed phase.?%2° In ad-
dition, it was shown that CVS-EOM-CCSD accurately captures the
pre-edge and main-edge features due to the variational inclusion
of double excitations in the wave function, thereby encoding or-
bital relaxation into the resultant spectra.24 The objective of this
work is to probe the effects of orbital relaxation on the spectral
profiles of liquid-phase XAS as predicted by wave function-based
and DFT-based linear response theories.

While it might appear that double excitations are crucial for ac-
curately modeling liquid-phase XAS, the relative contribution of
doubly-excited determinants may be significantly lower for other
choices of reference orbitals.30 In the ground state, the electron
correlation energy, Ec, is defined as the difference between the
exact energy and a mean-field reference Ey: E. = E — Ey. If
there are multiple choices for Ey, then E. is not uniquely de-
fined and one must be specific (e.g. using spin-polarized versus
spin-restricted orbitals). Such considerations are even more vital
for core excitations, which create a core hole at a specific atomic
site, and reattach the electron into an empty valence orbital. One
could create an open-shell configuration using ground-state or-
bitals & with energy E;(0), yielding E;(0) = E* — E;(0). Or, one
could make a much better determinant by minimizing the en-
ergy Ej of the open-shell configuration, yielding state-specific op-
timized orbitals ®*(opt) and a much smaller correlation energy
E!(opt) = E* — Ej(opt). The difference E(0) — EZ(opt), which
describes the influence of orbital relaxation in the excited state, is
10-15 €V for core excitations in second-row atoms.

State-specific approaches to XAS such as orbital-optimized DFT
perform that relaxation explicitly, and with spin adaptation, have
been demonstrated to work very well. 31-34 Alternatively, a good
approximation is to use the orbitals of the core ion and then reat-
tach the electron, as is done in the static-exchange approxima-
tion (STEX) or electron-affinity CIS (EA-CIS).3>-39 Orbitals of the
core-ion reference can be further improved by the inclusion of
DFT correlation; a feat accomplished by our group’s recently pro-
posed electron-affinity TDDFT (EA-TDDFT) approach.4® None of
these approaches explicitly include double (or higher-order) exci-
tations, but because they use site-specific orbital-optimized refer-
ences more of the correlation energy is recovered in accordance
with EZ(0) — EZ (opt) > 0. In this sense, these methods can be con-
sidered to recover “implicit” or “mean-field” correlation effects,
whereas methods that use the n-electron ground state reference
require “explicit” correlation supplied by direct inclusion of ancil-
lary excitations. Herein, we will explore the importance of im-
plicit correlation as it pertains to solution-phase XAS calculations
by choosing the core-ionized orbitals as the initial reference for
linear-response theories that incorporate only single excitations
into the final wave function.

2  Theory

Electron-affinity methods, which use the core-ion reference, gen-
erally supply significant improvements to core excitation ener-
gies predicted by linear-response theories such as CIS, TDDFT,
equation-of-motion coupled-cluster, and algebraic diagrammatic
construction methods. 4%-44 In this work, we study the impact of
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orbital relaxation on liquid-phase XAS by comparison of CIS and
TDDFT, which use the ground-state reference, alongside EA-CIS
and EA-TDDFT, which use the core-ion reference. This compari-
son allows a straightforward assessment of the impact of orbital
relaxation on the XAS spectral profile because the former two
methods encode very little orbital relaxation into the resultant
spectrum whereas the latter two approaches have relaxation ex-
plicitly built into the reference orbitals.

The EA-TDDFT approach begins by self-consistently optimizing
the density of a core-ionized configuration that hosts a core hole
in the orbital of interest. The missing electron is then reattached
to reform the n-electron system without changing the molecular
orbitals (thus preserving the orbital relaxation obtained from the
initial optimization). This is followed by a calculation of the n-
electron linear response that is corrected for particle-hole self-
interaction error by means of an exact first-order elimination of
the residual Coulomb interaction with the core hole.4° The work-
ing equations for EA-TDDFT incorporate orbital relaxation and
correct particle-hole attraction and take the form,

Ajaip =E" 84+ Fj — & 84 + (ialib) + (1 — Cup) (ial fxc |ib)
1
Biaip = (ialib) + (1 — Cur) (ial fyc|ib)

where E" = E* + €' is the nonstationary energy of the n-electron
system constructed by reattaching the nt-electron to the self-
consistently optimized orbitals of the core ion. The energy of the
core-ionized state is E™, the core-hole orbital i has energy ¢;", F,}
are elements of the virtual-virtual block of the n—1-electron Fock
matrix, (ialib) is an exchange integral in Mulliken notation, Cyp
is the coefficient of exact Hartree-Fock (HF) exchange, and

Vie[p™ (r)]

(al i) = 50 F

2
is the exchange-correlation kernel computed as a functional of
the density of the core-ionized state. All of the above integrals
incorporate only the core orbital i in the occupied space (im-
plying core-valence separation) >~*8 and use molecular orbitals
that were optimized for the core-ionized state. Within gener-
alized Kohn-Sham theory, these expressions reduce to electron-
affinity time-dependent Hartree-Fock (EA-TDHF) in the limit of
the HF functional and represent an exact first-order correction
to particle-hole interaction errors encountered in TDDFT calcula-
tions that employ the adiabatic approximation. 6-40:49:50

While we could have written Eq. 1 without invoking the orbital
energy &;, we chose this form to illustrate that EA-TDDFT comes
from the sum of two linear responses, the first of which simply
modifies the reference energy by g;. This form is also useful be-
cause it is simple to see that after factoring £, out of the A
matrix, that the matrix A — B is positive definite, allowing for the
non-Hermitian eigenvalue equation of EA-TDDFT to be solved by
transformation into a Hermitian one, 51

(A—B)'/2(A+B)(A—B)'/2Z = 1%Z 3)

where Z = (A—B)"!/2(X+Y) and X and Y are the excitation and
de-excitation amplitudes, respectively. The excitation energies
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are then obtained by adding £” back into the electron-affinities
A and referencing this value back to the self-consistent n-electron
ground state energy Eg.p,

wp=E"+ A, — Elcp . @

This summarizes our recent implementation of the full EA-TDDFT
equations, but for reasons outlined below we opt for the

Tamm-Dancoff approximation (TDA) for K-edge XAS calcula-
tions. 18,52-54

Although the above expressions correspond to the full
EA-TDDEFT theory, we apply the TDA throughout this work (i.e.
we set B =0 in Eq. 1).5* Our use of the TDA is justified by direct
comparison with K-edge spectra of NH3(aq) computed using the
full EA-TDDFT equations in Fig. S1. Despite the fact that the TDA
does not abide strictly by the Thomas-Reiche-Kuhn sum rule, the
spectral profiles are unchanged and the excitation energies differ
by just 0.001 eV. For K-edge spectra, where an electron is excited
from a 1s orbital into a valence virtual orbital, this result makes
a great deal of sense because the elements of the B matrix are
proportional to the overlap of the donor and acceptor orbitals.
Because the elements of B are already nearly zero, the TDA gives
results similar to the full EA-TDDFT expressions. Given that the
TDA is only a minor approximation in the case of K-edge XAS, we
advocate for its use (henceforth implied) within the EA-TDDFT
formalism.

Finally, the states obtained with EA-TDDFT are orthogonal
amongst themselves but nonorthogonal to the n-electron ground
state. Unlike STEX, which accounts for this nonorthogonality by
projecting the contributions of the n-electron ground state out
of the Hamiltonian, 3739 the EA-CIS and EA-TDDFT approaches
make the approximation that this is only a small correction, ig-
noring the nonorthogonality in the calculation of the excitation
energies. While the excitation energies, computed via Eq. 4 are
insensitive to this approximation with statistical differences of just
+0.01 eV between EA-CIS and STEX, the transition dipole mo-
ments are far more sensitive to nonorthogonality and must be
computed by projecting out the overlap with the ground state,

I =Y X7 ((@o| 1| ¥) — (ol i2|o) (Po| 7)) , ©)

where @ is the n-electron ground state determinant, ¢ are core-
excited configurations, and X/ are EA-TDDFT excitation ampli-
tudes.

Neither EA-CIS nor EA-TDDFT explicitly encode double exci-
tations into the wave function. Instead, nearly all of the orbital
relaxation in the resultant spectra comes from the self-consistent
optimization of the core-ionized reference orbitals. In this sense,
the only difference between EA-CIS and CIS is the reference state
while EA-TDDFT includes an additional correction for particle-
hole self-interaction error relative to TDDFT. Any differences in
the qualitative nature of the electron-affinity-based spectra and
those of standard linear response theories can therefore be at-
tributed to the difference in the reference orbitals (i.e. orbital
relaxation) in the case of CIS/EA-CIS along with an additional
(roughly linear) 13 correction to the excitation energies in the case
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of TDDFT/EA-TDDFT.

3 Results & Discussion

In this work, we study liquid-phase XAS of water, NH;(aq), and
NH (aq) as all of these solutions have exceptional chemical rele-
vance. The structure of liquid water has been the focus of some
controversy, where the standard tetrahedral coordination was
challenged with a purported “rings-and-chains” geometry.>>=>7
The NH;3(aq) and NH; (aq) systems play a key role in the nitro-
gen cycle, 8 and represent prototypical N-containing systems for
the study of hydrogen bonding.3

We generated 1 ns (7 = 300 K) trajectories of each of these lig-
uids using classical molecular dynamics driven by the AMOEBA
polarizable force field (see Computational Details for simulation
information).%° A total of 50 structures were collected by sam-
pling every 20 ps across the duration of the simulation. To ex-
tract clusters for quantum mechanical calculations, the radial
pair-distribution function (Fig. 1) was used to inform a radial cut-
off that corresponded to the first two hydration shells around the
solute molecule.

The average coordination number of liquid water was deter-
mined to be 4.7, which is consistent with previous results and
with an overall tetrahedral structure.>® In the case of NHj3, inte-
gration to the first minimum of gno(r) (Fig. 1b) yields a coordi-
nation number of 1.2. This value, along with the overall struc-
tureless form of gno(r), are consistent with the finding that NH3
forms one hydrogen bond via its lone pair while freely rotating
along its C3, axis.® Finally, the coordination number of NHj is
found to be 6.6 due to the fact that it hosts a positive charge,
greatly enhancing the polarity of the N-H bonds and leading to a
much more structured gno(r) (Fig. 1c) that is also consistent with
previous results. 3

The calculated XAS spectra for each system are shown in Fig. 2.
It is immediately apparent from Fig. 2a—c that standard CIS and
TDDFT are completely inappropriate for the liquid-phase prob-
lem, as the spectral profiles are so distorted that assignment of
even the pre-edge features becomes impossible. Despite attempts
to rigidly shift the calculated spectra, the computed spectral pro-
files (although consistent with prior work on liquid water) 19 are
simply qualitatively incorrect. This problem does not stem from
a lack of correlation, as evidenced by the qualitative similarity
between CIS and TDDFT results. Even more unsettling is that
the TDDFT calculations feature the short-range corrected SRC1-
R1 functional,®1-%3 which is parameterized specifically for XAS
by means of a cancellation between particle-hole self-interaction
errors (i.e. errors in the potential due to the DFT ansatz) and
orbital relaxation error.*° Instead of a lack of correlation (in the
case of CIS) or errors in the DFT potential, it would appear that
the large errors exhibited by CIS and TDDFT likely emerge from
the choice of the n-electron (ground state) reference determinant.
This choice leads to large errors in the spectral profiles predicted
by CIS and TDDFT because it precludes an adequate description
of orbital relaxation in any spectrum comprised entirely of single
excitations.

In stark contrast, the results obtained with EA-CIS and
EA-TDDFT (Fig.2d-f) capture the pre-edge, main-edge, and post-
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Fig. 1 XO radial pair-distribution functions for the systems studied in
this work, where X is the (a) O of H,O, (b) N of NH3, and (c) N of
NH} . The light gray bar shows the integration bounds used to compute
the coordination number and the light gray plus dark gray bars indicate
the bounds applied to extract two hydration shells from each snapshot.
Representative structures selected under this criterion are shown as insets
and the 1s orbital of interest is displayed on the relevant atom.

edge features with high fidelity. Interestingly, the rigid shift of the
EA-TDDFT spectra that was chosen to align the pre-edge features
to experiment (shift values in Tab. S1) is of similar magnitude to
the shift that was required to align CVS-EOM-CCSD results for
NH; and NH; with experiment (about —2 €V).2* This suggests
that the peak positions of EA-TDDFT are of similar quality to those
predicted by CVS-EOM-CCSD and that EA-TDDFT still shows a re-
markable improvement over methods like damped TDDFT (with
a similar functional) which requires a shift of 15 eV for the O K-
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edge of liquid water.2 The magnitude of the shift is, of course,
functional specific and may be reduced with different choices of
density functional ansatz, such as functionals that are parameter-
ized to recover Koopman’s-like ionization potentials or electron
affinities, % but this avenue of research is left for future work.
Nonetheless, the improvements in both peak position and peak
intensity supplied by EA-TDDFT/EA-CIS relative to TDDFT/CIS
suggest that orbital relaxation is the primary source of error in
linear-response-based XAS calculations, and that merely chang-
ing the initial reference from that of the n-electron ground state
to the core-ionized n-1-electron determinant is sufficient to re-
cover the entire spectrum without ever explicitly including double
(or higher) excitations. The good agreement of EA-TDDFT with
CVS-EOM-CCSD also implies that orbital relaxation is indeed the
primary role of double excitations in the core-excitation spectra
of solvated chromophores.

Overall, the EA-CIS spectra are qualitatively similar to those
predicted by EA-TDDFT, with the exception that an additional cu-
riosity emerges in the spectrum of liquid water (Fig. 2f). Whereas
EA-TDDFT predicts that the main-edge peak at ~ 538 €V is the
most intense, followed by a small shoulder at ~ 539 eV and then
a sizable post-edge peak at ~ 542 eV, the EA-CIS spectrum in-
jects most of the intensity into the post-edge feature, leaving the
main-edge peak to be the second-lowest in intensity. This qualita-
tive failure of EA-CIS emerges from a lack of explicit correlation
effects in the core-ionized reference orbitals, and is likely a re-
sult of spectral compression such that higher-energy features are
blending in with the highest-energy peak in the post-edge.®® In-
terestingly, liquid water is the only spectrum that contains such
qualitative differences, but it is clear from Fig. 2d—f that EA-CIS
does exaggerate the intensities of high-energy features relative to
EA-TDDFT and that the features do appear to be compressed rela-
tive to their counterparts in EA-TDDFT. Clearly orbital relaxation
plays a more sizable role in the overall shape of a given spectrum,
but correlation (or lack thereof) can also play a significant qual-
itative role in the spectral profile. In order to ensure that these
arguments were not crafted atop the assumption of a Gaussian
line shape, we have reproduced these conclusions by replotting
each spectrum using weighted histograms (Fig. S2) which forego
any assumption about the spectral distribution.

With respect to liquid water in particular, our molecular dy-
namics simulations suggest a tetrahedral framework and the
EA-TDDFT XAS calculations are in excellent agreement with ex-
periment. The ionization potential of the core 1s orbital (Fig. 2)
is also within 0.5 eV of experimental photoelectron measure-
ments. % Interestingly, we find that EA-TDDFT also predicts a
small shoulder feature at ~ 544 eV that was previously identi-
fied using damped TDDFT. 20 The same feature is amplified in the
EA-CIS spectrum due to spectral compression, appearing as a fifth
peak rather than a smaller shoulder. Although this feature is mea-
surable in ice, 20 the split post-edge peak in liquid water remains
to be validated by experimental evidence. The amplification of
the post-edge features in theoretical calculations might indicate
that the water structure supplied by the molecular dynamics (in
our case, driven by the AMOEBA force field) is slightly too ice-
like.®7 Nonetheless, it is interesting to note that multiple theo-
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Fig. 2 Calculated XAS profiles using standard linear-response methods (LR-TDDFT/CIS) for (a) NHz(aq), (b) NH; (aq) and (c) liquid water along
with XAS profiles using orbital-optimized linear-response methods (EA-TDDFT/EA-CIS) for (d) NHs(aq), (e) NH} (aq), and (f) liquid water. Each
spectrum is an average over 50 snapshots from a molecular dynamics trajectory. When possible, spectra were shifted to align the pre-edge feature with
experiment (details in Tab. S1). The dashed gray lines indicate the rCAM-B3LYP /aug-pcX-2 ionization potential, calculated via ASCF. Experimental
spectra for NH3(aq) and NH (aq) were reproduced from Ref. 3 and liquid water data are taken from Ref. 60.

Fig. 3 Example of the “frustrated” Rydberg concept. States that com-
prise the pre-edge feature in NH3 have 3s Rydberg-like character (left),
but nearby water molecules distort the symmetry (right). Both isosur-
faces represent a volume containing 60% of the electron probability am-
plitude.

retical approaches have implied the existence of the additional
post-edge peak.

In terms of spectral assignments, the pre-edge feature in all of
these spectra takes the form of a “frustrated” Rydberg-like exci-
tation (Fig. 3), which is a solution-phase analog of 1s—3s tran-
sitions where the symmetry of the final state is perturbed by the
presence of the solvent molecules. This distorted symmetry re-
sults in weak pre-edge features that would otherwise be symme-
try forbidden. Of course, in our limited two-hydration-shell mod-

els, we do not completely capture the degree of orbital distortion
that might be otherwise caused by an infinite system, so we re-
fer to this state as “Rydberg-like” as opposed to a true frustrated
Rydberg excitation. The main-edge features are much more delo-
calized, and the post-edge transitions are all unbound (exceeding
the ionization potential of the solute) excitations into high-energy
orbitals that might be characterized as continuum states.

Previous work, along with the electron-affinity methods dis-
cussed here, has established that the pre-edge and main-edge fea-
tures may only be accurately captured if variational orbital relax-
ation is encoded into the wave function.?* However, it was also
suggested that a lack of double excitations (primarily functioning
as a source of orbital relaxation) was also to blame for the fail-
ure of TP-DFT to capture the long post-edge tail exhibited by NH3
and NH . We investigate the origin of the post-edge tail in NHj
and NHJ by replicating the size of the explicit quantum mechan-
ical solvent subsystem (four coordinating water molecules) from
Ref. 24 and computing the full spectrum using EA-TDDFT.

The EA-TDDFT spectra in Fig. 4 show the same qualitative fea-
tures as those calculated using CVS-EOM-CCSD, including the sig-
nificant drop in intensity in the range 406411 eV for NH;-(H,0)4
and 409-414 €V for NHI-(H20)4. While the CVS-EOM-CCSD cal-
culations were truncated at 30 roots, the EA-TDDFT calculations
were not truncated, suggesting that this decline in intensity is a
true feature of the four-explicit-water spectrum. Overall, the fea-
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Fig. 4 Spectra with only four explicit quantum-mechanical water
molecules for (a) NH3 and (b) NH; embedded within a molecular-
mechanics-based polarizable embedding model (CVS-EOM-CCSD) or a
polarizable continuum model (EA-TDDFT). The CVS-EOM-CCSD spec-
tra are from Ref. 24. For direct comparison, each spectrum was rigidly
shifted such that the highest-intensity features overlap with the experi-
mental spectrum.

tures of the post-edge are not adequately captured by EA-TDDFT
or CVS-EOM-CCSD if only four explicit water molecules are used,
but the spectra in Fig. 2 that contain two hydration shells clearly
approximate the bulk spectrum very closely. The EA-TDDFT re-
sults also overemphasize some of the pre-edge features in both
spectra relative to CVS-EOM-CCSD, which in itself is undesirable.
Failure of both EA-TDDFT and CVS-EOM-CCSD in the post-edge
region implies that the four-water model is simply too small to re-
liably predict solution-phase XAS, pointing towards the interest-
ing conclusion that the long post-edge tails in NH3 and NHI are
a result of many-water cooperativity. It is sensible that the post-
edge tails depend on many explicit water molecules because the
orbitals that contribute to excitations in this high-energy regime
are extremely delocalized. Without a sizable number of explicit
water molecules, the model cannot accurately describe the ex-
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tended nature of the excited states that comprise the post-edge
tail. The role of the choice of basis set (atom-centered versus
plane-wave) on the post-edge features is an interesting avenue
for future work.

The small post-edge tail obtained via TP-DFT?# likely stems
from a combination of too-few explicit water molecules, the use
of a single set of molecular orbitals to describe both ground and
excited states, and that the Koopman’s-like description of the exci-
tation energies is inadequate. While TP-DFT and other transition
potential methods based on coupled cluster theory®8:%° include
implicit electron correlation through a mean-field description of
orbital relaxation effects much like EA-TDDFT, the adherence of
transition potential methods to a single set of molecular orbitals
requires some degree of error cancellation between the ground
and excited states in order to attain reasonable accuracy. Unlike
TP-DFT, which uses Koopman’s-like orbital energy differences to
calculate the vertical excitation energies from a single set of or-
bitals, EA-TDDFT uses the core-ion orbitals to describe the excited
states while the self-consistently optimized ground state orbitals
are used for the ground state when calculating excitation energies
(Eq. 4). By virtue of using two sets of orbitals, EA-TDDFT is capa-
ble of describing the ground state and excited states with the best
orbitals for each case. EA-TDDFT is also a formally exact linear-
response theory, so its description of excited states takes the form
of a linear combination of singly-excited determinants, which is
likely a better description of delocalized continuum states than
that of TP-DFT. Finally, we have shown that the four-water model
is insufficient for capturing the features of the post-edge, even at
the level of CVS-EOM-CCSD, so the abrupt decline in the intensity
of the post-edge should be expected even if TP-DFT performs well
in these systems.

In the case of our two-hydration shell EA-TDDFT calculations,
where the post-edge features are adequately recovered, we can
draw some conclusions regarding the connection between the
spectral profiles and the hydration structure at both small and
large distances from the chromophore. For instance, the post-
edge tail in the NH3(aq) spectrum has fewer features than those
of water or NH; (aq) and we have just established that it depends
on continuum states that require many explicit water molecules to
resolve. We attribute the long post-edge tail to the free rotation of
NHj3; about the C3, axis and correlate it to the structureless region
at and beyond the second hydration shell (> 5 A) in the NH;(aq)
radial distribution function (Fig. 1b). The more structured hy-
dration behavior of water and NH; (aq) result in post-edge tails
that host more features, including a split post-edge peak in the
case of water. Along the same vein, the results with only four ex-
plicit water molecules allow us to confidently assign the pre-edge
and main-edge features to the immediately coordinating water
molecules within the first hydration shell. In the case of ammo-
nia, this means that the pre- and main-edge peaks are dominated
by the coordination of NHj to just one water molecule, suggest-
ing that these features can be reliably used as a direct probe of
H-bonding in NH3(aq).
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4 Conclusion

In this work, we have demonstrated through the use of EA-CIS
and EA-TDDFT that linear-response approaches are completely
adequate for the description of liquid-phase XAS if orbital relax-
ation is taken into account at the level of the reference state.
Contrastingly, standard linear-response approaches that use the
n-electron ground state reference are entirely inappropriate for
application to the condensed phase and should be avoided, even
in calculations of the pre-edge. This finding is cohesive with the
idea that the influence of double excitations on a spectrum can
be limited largely to supplying additional orbital relaxation that
is missing in the standard n-electron ground state reference deter-
minant.3° Furthermore, the choice of a core-ion reference sup-
plies implicit correlation effects at the mean-field level, permit-
ting an accurate description of liquid-phase XAS spectral profiles
at the level of single excitations. While we did not perform alge-
braic diagrammatic construction (ADC) calculations in this work,
it is worth noting that we expect our conclusions to be general.
Similar improvements should be expected in solution-phase XAS
for approaches that include perturbative electron correlation (i.e.
CC2 or ADC) effects atop core-ion reference orbitals, 43,44 Hut we
leave intensive study of this hypothesis for future work.

Computational Details

The classical molecular dynamics calculations were carried out
using Tinker v8.1.7% Each 14.27 A3 simulation cell contained 96
solvent H,O molecules and one solute molecule (H,O, NH;3, or
NHI) that was constrained to remain at the center of the cell
throughout the dynamics. The geometries were optimized at
0 K before a 10 ps (Ar = 1 fs) simulation to heat the system up
to 300 K using the Nosé-Hoover thermostat within the NVT en-
semble.”172 Production runs were then carried out for 1 ns un-
der these same conditions. All quantum chemistry calculations
were performed with a development version of the Q-Chem 5.4
software package.”3 Density functional calculations utilized a
dense grid containing 99 radial points treated under the Euler-
Maclaurin scheme’# and 590 angular points using a Lebedev
quadrature’576 for the evaluation of the exchange-correlation
potential. All DFT calculations employ the exact two-component
X2C Hamiltonian to self-consistently account for scalar relativis-
tic effects.3477-8% The EA-TDDFT calculations used the rCAM-
B3LYP functional,8° which has been established to perform well
for XAS,% whereas standard TDDFT calculations employed the
SRC1-R1 functional that was specifically optimized for XAS with
TDDFT. A mixed basis set was employed in all calculations us-
ing aug-pcX-28@ for the central solute atom, pcseg-187 for all H
atoms, and the doubly-augmented d-aug-pcseg-1 basis set for all
solvent O atoms. Double-augmentation of aug-pcseg-1 was ob-
tained through a simple geometric sequence protocol. 88 All XAS
calculations on the solute+four-water model and the solute+two-
hydration shell model are performed using a conductor-like po-
larizable continuum model3%°C with a solvent accessible surface
(probe radius = 1.4 A)°! in order to capture the long-range elec-
trostatic effect of the aqueous environment without allowing di-
electric to intercalate between explicit solvent/solute molecules.

Physical Chemistry Chemical Physics

The XAS calculations on systems with two hydration shells of ex-
plicit water molecules included an average of 16, 23, and 24 wa-
ter molecules for NHj(aq), NHI (aq), and liquid water, respec-
tively. All computed spectra were broadened to obtain a full-
width at half-maximum of 0.4 eV in accordance with Ref. 24.
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