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Binary mixtures of active Brownian particles
with distinct nonzero activities†

Nicholas J. Lauersdorf, Ehssan Nazockdast * and Daphne Klotsa *

We computationally study suspensions of slow and fast active Brownian particles that have undergone

motility induced phase separation and are in the steady state. Such mixtures, of varying non-zero

activity, remain largely unexplored even though they are relevant in a plethora of systems and

applications ranging from cellular biophysics to drone swarms. Our mixtures are modulated by their

activity ratios (PeR), which we find to encode information by giving rise to three regimes, each of

which display their unique emergent behaviors. Specifically, we found non-monotonic behavior of

macroscopic properties, e.g. density and pressure, as a function of activity ratio, microphase separation

of fast and slow particle domains, increased fluctuations on the interface and severe avalanche events

compared to monodisperse active systems. Our approach of simultaneously varying the two activities of

the particle species allowed us to discover these behaviors and explain the microscopic physical

mechanisms that drive them.

1 Introduction

Active matter describes nonequilibrium systems comprised of
components that locally consume energy to move, such as
swarms of bacteria and clusters of self-propelled colloids. Past
studies on monodisperse systems and minimal models have
led to the discovery of a range of remarkable emergent
phenomena including swarming and flocking and pattern
formation.1–3 One of these phenomena relevant to this study
is motility-induced phase separation (MIPS), where a suspen-
sion of self-propelled particles undergoes a liquid–gas phase
separation at sufficiently large self-propulsion speed and par-
ticle density, even in the complete absence of attractive inter-
particle forces.4,5 MIPS has been observed in experiments of
self-phoretic and light-activated colloidal particles6 as well as
2D and 3D simulations of these systems.4,7–12 A simple physical
explanation for MIPS is that under sufficiently large self-
propulsion speed and particle density the timescale for particle
collision becomes smaller than the time for the particle to
rotate and escape the cluster through random diffusion and
other mechanisms. This leads to a stable cluster and/or phase
segregated domain.

There are, however, several physical parameters in synthetic
and natural systems that make the collective dynamics of active

Brownian particles (ABPs) more complex.13 For example, in
addition to near-contact repulsive steric interaction, chemi-
cally- or thermally-active particles can interact non-locally
through the solute concentration14,15 or temperature fields16

that themselves are coupled to the configuration and velocities
of the underlying particles. Furthermore, the particles can
interact through their self-generated flows i.e., hydrodynamic
interactions, which can lead to qualitative changes in the
emergent states. The nature of hydrodynamic interactions is
such that near-field lubrication forces, far-field interactions
and particle shape all contribute to the collective behavior
observed in the system.17–19

Adding complexity to the system, studies of polydisperse
mixtures have included components of different sizes,20,21

shapes,22,23 interactions,24–32 and propulsion mechanisms.22,26,33–39

The relative activities of the particles have mostly been varied
in the limiting case of active/passive mixtures through simula-
tions and theory40–51 and experimentally,52–54 passive particles in
active baths55–66 and active particles with static obstacles.25,67–74

However, mixtures of particles with distinct nonzero active
driving forces remain largely unexplored, even though they are
relevant in a variety of systems ranging from fundamental
physics to applications, as we explain next. Some recent studies
are an exception and show there is growing interest.75–80

Studying active/active mixtures is interesting from a funda-
mental physics standpoint, since it is a simple nonequilibrium
model system that challenges our understanding of what
collective behavior to expect, and what quantities equilibrate;
still, it is sufficiently simple to allow theoretical progress from
first principles. We often think of activity as a temperature
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analogue. While fast particles can effectively exchange activity
with slower ones when in contact, as has been observed in
active/passive61,72,81–87 and slow/fast79 systems, they do not
reach a uniform activity and so the answer is unclear. In biology
there are many active matter systems of importance that are
relevant to biophysics and medicine, and they are typically
polydisperse including in their motility,88–92 such as bacteria
and sperm cells. Furthermore in synthetic systems, limitations
in fabrication techniques give rise to a distribution of swim
speeds in self-propelled colloids,93–96 but there is limited
understanding of how that affects the emergent behavior.
Finally, from a soft-matter and materials physics perspective,
tuning the relative activities of particles opens a new design
parameter space with potentially a wealth of physics providing
opportunities for more control in designing dynamic complex
assemblies. Active matter mixtures exhibit behaviors akin to
those found in living systems e.g. nonequilibrium transitions,
microphase separation, and bistable states that have not been
observed before.

In this article we perform simulations of binary active
mixtures of fast and slow active Brownian particles (ABPs) that
have undergone motility induced phase separation (MIPS) and
are in the steady state. In the absence of prior study of this
specific regime, we chose to ignore the more complex non-local
phoretic and hydrodynamic interactions and studied the sim-
plest model-system of ABPs of the same size but with two
distinct activities, where particles interact only through con-
served interparticle forces. Specifically, we studied the proper-
ties of the phase separated system as a function of the ratio of
the slow to fast particle activities, 0 r PeR r 1, and discovered
three regimes corresponding to small, intermediate and large
activity ratios. At large activity ratios the fast and slow particles
are uniformly mixed and the behavior is analogous to mono-
disperse ABP suspensions, even when the slow activity is just a
third of the fast. At intermediate and small activity ratios, when
the particles are increasingly heterogeneous in their activities,
is where we see the most interesting behavior: microscopically,
the system exhibits microphase separation, increased ava-
lanche events and fluctuations, and active herding (slow
particles pushed by the fast ones). We also found nonmono-
tonic behavior in macroscopic quantities, including cluster
pressure, density and compressibility. To obtain a deeper
understanding, we developed a coarse-grained continuum
model, which provided further insight and whose predictions
were in good agreement with the simulation results. We thus
propose a physical mechanism that links microscopic and
macroscopic behavior and explains the observed emergent
phenomena.

2 Model & methods

Using HOOMD-blue,97–99 we simulated N = 5 � 104 circular
ABPs of diameter s = 1.0, confined to a two-dimensional,
periodic box of constant area fraction (f = 0.6). Particles
translate and rotate over time (measured in units of the

rotational diffusion time, tr) in accordance with overdamped
Langevin dynamics:

0 ¼ �x_ri þ
ffiffiffiffiffiffiffiffi
2Dt

p
Ki þ FWCA þ Fa; (1)

_yi ¼
ffiffiffiffiffiffiffiffi
2Dr

p
Gi; (2)

where _y is the rate of change over time of the angle between the
orientation unit vector and x-axis such that p̂ = (cos y, sin y),
the term �xv is the translational viscous drag force of the fluid,

and
ffiffiffiffiffiffiffiffi
2Dt

p
Ki and

ffiffiffiffiffiffiffiffi
2Dr

p
Gi are the stochastic thermal force and

torque respectively, which have zero time-average and 2kBT and
2kBT variance respectively. Particles interact via the Weeks–
Chandler–Anderson (WCA) potential with a soft repulsive well
depth ðE ¼ 1Þ:

U ri; j
� �

¼
4E

s
ri; j

� �12

� s
ri; j

� �6
" #

þ E 0 � ri ;j �
ffiffiffi
26
p

s

0 ri; j 4
ffiffiffi
26
p

s:

8>>><
>>>:

(3)

The interparticle force applied by particle j on particle i is
the gradient of this potential, FWCA(r) = �rrU, and is given by

FWCA ri; j
� �

¼
24E
s

2
s
ri; j

� �13

� s
ri; j

� �7
" #

r̂ 0 � ri; j �
ffiffiffi
26
p

s

0 ri; j 4
ffiffiffi
26
p

s;

8>>><
>>>:

(4)

where ri, j = rj � ri and r̂ = ri, j/8ri, j8 is the relative separation unit
vector. Each particle is subject to an active force, Fa = xvpp̂, where vp is
the swim speed in the absence of collisions and x = 3pZs is the
translational drag coefficient from an implicit solvent of dynamic
viscosity Z = 1/3ps. The active force is applied along a body axis,
defined by the unit vector p̂, that randomly reorients according to
rotational diffusion via a characteristic timescale tr = Dr

�1 = 1/3 where
Dr is the rotational diffusion constant.

The activity is quantified by the Péclet number, Pe = 3vptr/s.
Note that the activity is modulated in this work via the
preferred swim speed (vp), which also determines the active
force magnitude. We simulated mixtures of fast (PeF) and slow
(PeS) ABPs whose activities (PeF, PeS) were varied independently
between 0 and 500. The particle fractions wF and wS, where wF =
1.0 � wS, were varied between 0.2 and 0.8 while the total
packing fraction remained fixed at f = 0.6. We ran a range of
relative fractions; in the main article, for simplicity, we show
results for wF = wS = 0.5, but the findings remain the same, see
Section S1 (ESI†) for a detailed discussion and additional
results. The Péclet number for fast (PeF) and slow (PeS) particles
is varied separately within the range 0–500 in steps of 50 with
finer step sizes used near the non-monotonic inflection point
in mechanical properties, and PeS r PeF. We define the activity

ratio PeR ¼ PeS

PeF
, ranging from a monodisperse active system

(PeR = 1) to the most heterogeneous (PeR = 0) which is a mixture
of passive and active particles. It is useful to also define the net
activity, PeNet = wSPeS + wFPeF,75 ranging between 0 and 500.
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Since the fast and slow activities are varied independently, each
activity ratio can correspond to multiple net activities. We ran
204 simulations of 50 : 50 (fast : slow) systems and 487 in total,
including other particle fractions; see Fig. 1(a).

The systems studied here have undergone MIPS and reached
the steady state. We ran very long simulations (1800tr) using a
variety of initial conditions, e.g. random gas and differently

instantiated clusters. Unlike previous works40 we found that all
initializations eventually led to the same steady-states for
PeR

Z 0.2. For PeR o 0.2, the large fluctuations in the cluster
size prolong the onset of MIPS; hence, for low activity ratios we
instantiated the clusters and then observed them melt or
persist over long times, see Section S2 (ESI†) for a detailed
discussion. We distinguish three phases shown in Fig. 1(b):
(1) a dilute gas with random alignment of active forces; (2) a
bulk with uniform high density and also random alignment of
active forces; and (3) an interface, that sits between the bulk
and the gas, and is characterized by a transition from high to
low density, a net alignment of particles’ active forces and a
net compressive force towards the center of the cluster100

(Section S3, ESI†).

3 Results

We first studied the macroscopic mechanical properties of the
bulk phase. We began by computing the force moment acting
on particle i in the dense phase from all the other particles, Si:

Si ¼
XN
j; jai

rijF
WCA rij

� �
; (5)

where rij = xj� xi is the separation vector between particles j and
i. We know from previous studies that the point-wise mechan-
ical stress (RB) remains uniform inside the bulk phase,100,101

and can be computed by summing the force moment of all the
particles in the dense phase and dividing by the total area:

RB ¼

P
i

Si

AB
; (6)

where AB and RB are the total area and the average stress of
the bulk phase. The average 2D pressure in the bulk phase
corresponds to the isotropic piece of the average stress:

PB ¼
1

2
Tr RBð Þ.

In monodisperse systems, pressure exhibits a nearly linear
dependence with activity.100,102 To remove this dependence and
focus on the activity ratio, for each system we normalized the
pressure by the computed pressure at activity ratio 1, denoted
as P0

B. This non-dimensionalization collapses all the data from
different net activities into a single curve (Fig. 2(a)(i)). As
shown, the dimensionless pressure displays nonmonotonic
variations with activity ratio with a minimum around PeR E
0.35, followed by an increase and then a plateau at small
activity ratios, PeR o 0.175. The number density of particles

in the bulk phase (nB) and compressibility bB ¼
1

nB

@nB
@PB

� �
also

show non-monotonic behavior with PeR similar to the pressure,
(Fig. 2(a)(ii) and (iii)). We can thus define three regimes in
terms of the activity ratio: large 0.35 o PeR r 1, intermediate
0.175 o PeR o 0.35 and small PeR o 0.175. These
regimes emerge naturally and consistently from all our results
obtained from many independently measured quantities, as
will be shown.

Fig. 1 (a) Simulation snapshots of the parameter space explored, showing
activity ratio (PeR) versus fast particle fraction (wF). PeF = 500 in all snap-
shots. Monodisperse and active/passive systems, which have been
explored in prior studies, are shadowed in gray, while the mostly unex-
plored binary active mixtures of distinct non-zero activities lie within.
Although the grid shown here is 7 � 6, we explored a much finer grid of
487 simulations in total. (b) A simulation snapshot of a monodisperse ABP
system in the steady state after MIPS with Pe = 500. Phases are labeled
bulk (green), interface (orange), and gas (purple) and average particle
orientation is shown as arrows.
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To explore the microscopic basis of this nonmonotonic
behavior, we computed the relative composition of fast and
slow particles in the cluster (Fig. 2(b)). Note that similar to the
dimensionless pressure, the fraction of fast (and slow) particles
is only a function of activity ratio and independent of the net
activity. We observe that as PeR decreases the fast particle
fraction increases in the bulk and the interface, particularly
for intermediate and low PeR (Fig. 2(b)). At the interface,
because the active forces are aligned, an increase in the number
of fast particles leads to a larger compression force pressing
towards the bulk. Hence, the otherwise counterintuitive uptick
in the bulk pressure at intermediate PeR (Fig. 2(a)(i)) may result
from this increase in compression force. However, it remains
unclear why there are more fast particles in the cluster in the
intermediate and low PeR regimes. To search for answers,
we next considered the spatial distribution of fast and slow
particles.

As shown in Fig. 2(c), for large activity ratios, including the
monodisperse case PeR = 1, the number density of fast and slow
particles is nearly equal and increases across the interface from
a low uniform value in the gas to a large uniform value in the
bulk. For intermediate and low activity ratios, however, we see a
split in how fast and slow particles are distributed. At the
interface, the particle fraction radially transitions from majority
slow particles nearest to the gas to majority fast nearest to the
bulk, similar to active/passive MIPS45 and slow and fast ABPs
assembling on a rigid wall.80 This observation can be under-
stood by thinking of the dense cluster as a rigid boundary, on
which fast and slow particles assemble. In the simplest case of
a dilute suspension of fast and slow point particles, the density
variations with distance from the rigid boundary (bulk surface),

x, simplify to nS,F E nS,F
0 + E exp(�2xPe(S,F)/s), where n0 is the

net (average) density of slow or fast particles in the gas phase, s
is the diameter of the particles and E is an integration constant
determined by boundary conditions; see Appendix A for details.
As a result, we expect the fast particles to concentrate on the
interior part of the interface, next to the bulk phase and form a
thinner boundary layer, compared to slow particles. This is in
agreement with simulation results (Fig. 2(c)).

A close inspection of simulation movies (Movies M1 and M8,
ESI†) revealed that instead of two distinct radial layers, we
actually observe microphase separated domains of fast and
slow particles at the interface, which dynamically get integrated
into the bulk (Fig. 3(a)). To quantify microphase separation as a
function of activity ratio, we computed the pair probability
density of observing slow–slow, slow–fast and fast–fast pairs as
nearest neighbors in both the bulk and interface normalized by
the average slow or fast particle fraction of the respective phase.
In other words, the computed probability is not affected by the
concentration difference between fast and slow particles. For a
given activity pair ij where i and j can be either slow, S, or fast, F:

Sij = wij
n/wi (7)

where wij
n is the local particle fraction of species i particles

neighboring (within rcut separation distance) species j particles
averaged over all species j particles within a given phase and
wi = Ni/N (where Ni is the number of species i particles in the
entire phase and N is the number of all particles in the entire
phase) is the average particle fraction of species i within the
entire phase. Our rationale is that, in a homogeneous (ran-
domly distributed) phase, the average particle fraction should
be equal to the average of its local particle fractions (Sij = 1.0).

Fig. 2 (a) Bulk (cluster) (i) interparticle pressure, (ii) number density, and (iii) compressibility measured in simulation normalized by their respective values
in the monodisperse (same activity, PeR = 1) case, as a function of activity ratio (PeR) and colored by the net activity (PeNet). (b) The steady-state fast
particle fraction in the bulk phase (wF

B, green circle) and the interface (wF
I , orange cross) measured in simulation as a function of activity ratio (PeR). The solid

black line represents the 1D-continuum model predictions. In (a) and (b), three regimes, corresponding to three range of activity ratios (small,
intermediate, and large), are visualized using the background color and separated by dashed black lines. (c) Number density of slow (blue) and fast (red)
particles for our ABP simulation (dots) and 1D continuum model (solid line) as a function of distance from the cluster’s center of mass (r) normalized
by the cluster radius (rc) for PeR = 0.1, 0.3, and 1.0. As the number density monotonically decreases from the cluster’s center in the continuum model,
we defined the start of the interface as the center of the cluster and determined the end of the interface using our interface identification method,
see the ESI.†
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Otherwise, the phase is inhomogeneous, and each species
prefers to be neighbors with itself (Sii 4 1.0) or not
(Sii o 1.0). At large activity ratios, the particles are spatially uniform
and both bulk and interface segregation goes to 1, see Fig. 3(b). At
intermediate and low activity ratios, we observe a significant
increase in the probability of observing slow–slow and to a lesser
degree fast–fast pairs and, therefore, lower probability of observing
slow–fast pairs, see Fig. 3(b). We are thus showing that microphase
separation, reported previously mainly for active/pas-
sive,20,21,40,43,45,75,103 is a function of activity ratio and begins
much earlier and sharply in the intermediate PeR regime.

Simulation results indicate that microphase separated
domains start at the interface and move into the bulk (Fig. 3(a)).
To test this, we developed a 1D coarse-grained model that solves

for the time-dependent variations in the number density and
average alignment of two different active species in ABP sus-
pensions. The only ingredients of the model are thermal
diffusion, activity, and interparticle forces; details are provided
in Appendix A. Interestingly, the model predicted that during
the early stages of MIPS, at intermediate activity ratios, the
interface and bulk are primarily composed of fast particles.
With time, the density of fast particles is reduced, while the
density of slow particles is increased. This supports that
microphase separation starts at the interface and gets incorpo-
rated into the bulk (Appendix A).

The model also correctly predicts the enrichment of fast
particles in the dense phase at low and intermediate PeR; see
the solid line in Fig. 2(b). However, the model cannot predict

Fig. 3 (a) Simulation snapshots of an active/passive mixture zoomed-in on the interface shown in the yellow square: (i) fast particles (red) herding slow
particles (blue) to the cluster surface, (ii) the formation of a segregated domain of slow particles at the interface, and (iii) its incorporation into the bulk.
(b) The degree of segregation for slow–slow (blue circle), slow–fast (green cross), and fast–fast (red cross) neighbor pairs within the bulk as a function of
activity ratio (PeR). The inset shows the degree of segregation at the interface binned and averaged as a function of activity ratio. (c) Avalanche parameter
(k, green circle) and compression force fluctuations (H(FI), orange cross) normalized by their respective values in monodisperse (same activity, PeR = 1)
case, vs. activity ratio (PeR). (d) Average velocity of the slow (blue) and fast (red) particles in dilute simulations (cannot undergo MIPS) vs. activity ratio
(PeR) for PeF = 500. Symbols in the figure legend denote different total gas area fractions (fG = 0.05, 0.15 and 0.25). The solid lines correspond to the
preferred swimming speed of a single isolated fast particle (red) and slow particle (blue) vs. activity ratio. In (b)–(d), three regimes, corresponding to three
ranges of activity ratios (small, intermediate, and large), are visualized via the background color and separated by dashed black lines.
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the observed non-monotonic variations of fast particle fraction
with activity ratio. This discrepancy can be due to the multiple
simplifying assumptions of the coarse-grained theory. For
example, the model assumes 1D geometry, and uses models
for particle pressure that are based on simulation data in large
area fractions (Fig. 5). Thus, the predictions are expected to
be less accurate at the interface and in the gas phase. See
Appendix A for more details on the underlying assumptions of
the model and the expressions for pressure. Interestingly, this
minimal model can still predict the splitting of the number
densities of slow and fast particles at the interface as observed
in simulations. Fig. 2(c)(i) and (ii) compare the simulation data
(circles) against the coarse-grained model (solid lines).

In monodisperse systems the active particles leave the inter-
face when they orient away from the cluster. The net desorption
rate is therefore proportional to the inverse of rotational diffu-
sion timescale of the particles, the local number density of
particles at the interface and the cluster perimeter: ktheory

off =
2prcsnI/tr, where rc is the cluster radius that includes the bulk
phase and the interface. However, in simulations it has been
shown that the desorption of a particle coincides with large
groups of particles collectively escaping from the cluster via
avalanche-like events.8,80,100,104–106 While the compression
force from the aligned active forces at the interface balances
the repulsive bulk interparticle forces on average during steady
state, the compression force at the interface fluctuates both
over space and time as interface particles reorient and desorb.
We expect that in our active mixtures the presence of micro-
phase-separated domains especially at the interface would lead
to stronger fluctuations in the compression force (that holds
the cluster together) and thus more severe avalanche events.

To test this hypothesis, we ran ABP simulations and com-
puted the desorption rate of particles from the cluster at
different activity ratios.

The avalanche parameter, k, is defined as the ratio of the
desorption rate from simulations, ksim

d , to the desorption rate
based on the theory:8 k = ksim

off /ktheory
off , where larger values denote

stronger avalanche events. We also computed the fluctuations
of the average compression force at the interface, integrated
over the thickness of the interface and over time, at different
activity ratios defined by

H FIð Þ ¼
FIðy; tÞ � FIðy; tÞh it
� �2D E

t

FIðy; tÞh it2

* +
y

; (8)

where FI is the interface compression across the interface as a
function of the angle around the cluster’s center of mass, y, and
time, t. FI is computed as

FIðy; tÞ ¼
ðh
0

FF
a n

FaF þ FS
a n

SaS
� �

dr; (9)

where h is the interface width, and Fa(r,y,t), n(r,y,t) and a(r,y,t)
are the active force magnitude, number density and alignment
towards the nearest surface normal at distance r from the
cluster’s center, angle y around the cluster’s center, and time
t, and the superscript S or F denotes the average of all slow or

fast particles, respectively for each parameter; see Section S4
(ESI†) for details of the computational implementation of
eqn (8) and (9).

Both the avalanche parameter and compression force het-
erogeneity were normalized by their corresponding values in
the monodisperse system, in order to study the effect of activity
ratio. We found that the avalanche parameter and the compres-
sion force fluctuations trace each other over the entire range of
activity ratios, see Fig. 3(c). More importantly, both parameters
closely follow the trend observed in the bulk (and interface)
segregation parameter: they remain nearly unchanged at large
activity ratios and show a sharp increase at intermediate and
low activity ratios. Indeed, the avalanche events at intermediate
and low Peclet ratios are so severe that up to half of the
particles in the cluster escape each time (Fig. S4, Movies M1,
M2, and M9, ESI†). In contrast, at high activity ratios fewer than
2% of the cluster particles escape during avalanche events
(Fig. S4 and Movie M3, ESI†).

The steady state microstructure is determined by the bal-
ance of adsorption and desorption of each particle species.
Thus, we expect the strong avalanche events at intermediate
and low PeR (i.e. high desorption), to be balanced by enhanced
adsorption. Indeed, simulations show that fast particles push
and deposit slow particles from the gas onto the interface, a
process we call active herding (Section S5 and Movie M8, ESI†).
As they do so, the fast particles push through the slow-particle
layer at the interface and assemble closer to the bulk boundary
or move into the bulk phase.

To gain a deeper physical understanding of active herding,
we simulated a dilute suspension of ABPs with two distinct
activities that does not undergo MIPS. We modulated the total
gas area fraction (fG = 0.05, 0.10, 0.15, 0.20, 0.25, and 0.3), the
fast particle fraction (wF

G = 0.2, 0.5, and 0.8), and activity ratio
(0 r PeR r 1) and measured the velocity of each species.
As shown in Fig. 3(d), the propulsion speed of fast particles is
reduced (hvFi o vF

p) with increasing the total gas fraction, and
remains unchanged with the activity ratio. We observe the same
trend for slow particles in large activity ratio regime (PeR 4
0.35). However, the behavior is reversed (hvSi 4 vS

p) in inter-
mediate and low activity ratios (PeR r 0.35) and this effect is
amplified with increasing total gas area fraction. This is con-
sistent with the observation that the fast and slow particles are
more likely to collide and stay in contact for longer times at
intermediate and low activity ratios (see Section S6, ESI†). This
behavior is overall in line with the observed active herding
process, where the fast particles in the gas phase help bring the
slow particles to the cluster interface and incorporate them into
the bulk phase. Note that the particle pressure expression used in
the coarse-grained model is based on simulation data in dense
area fractions (f Z 0.6) and is not expected to accurately predict
the interactions in the dilute and semi-dilute limit; thus, active
herding that occurs at the interface and the gas phase cannot be
accurately captured within this model. This may be the reason
why the model cannot predict the observed non-monotonic
variations of fast particle fraction between low and intermediate
activity ratios (Fig. 2b). See Appendix A for a detailed discussion.
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4 Conclusions

Based on these observations, we propose the following mecha-
nism for the steady state of binary active mixtures at inter-
mediate and low PeR, summarized in Fig. 4: MIPS begins with
the nucleation of small clusters of fast particles. These clusters
act as rigid boundaries on which slow and fast particles adsorb.
Fast particles herd slow particles leading to enhanced adsorp-
tion of slow particles. As the activity ratio is decreased the
cluster, including the interface and the bulk phase, becomes
more enriched with fast particles, while the net density remains
roughly unchanged with activity ratio. Having a larger fraction
of fast particles at the interface leads to stronger compressive
active forces at the interface and the nonmonotonic increase of
pressure and other macroscopic quantities. The difference in
activities leads to microphase separation of slow and fast
particles at the interface, with fast particles assembling at the
inner layer closer to the bulk, and the slow particles assembling
at the outer layer of the interface closer to the gas phase.
As more particles assemble around the existing interface, the
cluster grows in size and the phase-separated slow and fast
particles that were making up the interface at earlier times get
integrated to the cluster. The microphase-separated domains at
the interface lead to larger fluctuations in the compression
force which in turn leads to more severe avalanche events. The
process repeats with the re-adsorption of fast and slow particles
from the gas onto the interface through active herding.

We have shown that our approach of continuously varying
the activities of two particle species revealed the existence of
three regimes of Péclet ratio, previously unknown. The regimes
that emerge are robust and demonstrate several distinct struc-
tural and dynamical features on a microscopic and a macro-
scopic scale. Thus, the behavior of mixtures is not a simple
interpolation between the active monodisperse case and active/
passive; rather there is a richness of behavior in between the
extremes. Based on our results, we proposed a mechanism that
describes the dynamic steady-state of the system at low and

intermediate PeR through a series of steps that include inter-
esting nonequilibrium phenomena including active herding,
microphase separation, active force fluctuations and strong
avalanche events at the interface. Finally, we emphasize the
role of the interface, which compartmentalizes the bulk, acting
like a semi-permeable membrane that selectively filters out
slow particles and allows fast particles in. In other words, the
interior structure of the cluster is modulated by the structure
and mechanics of the interface.

Finally, we note that the current study neglects the phoretic
and hydrodynamic interactions between the particles. These
interactions are present in many synthetic and biological
systems, such as suspensions of Janus particles and bacterial
suspensions and are expected to lead to qualitative changes in
the phase diagram as well as the composition of each phase.
Detailed simulations that can directly model these interactions
are needed to study their effects on the structure and dynamics
of binary ABPs with distinct activities.

Conflicts of interest

There are no conflicts to declare.

Data availability

The simulation submission and data analysis scripts of this
article are available in the GitHub repository at https://github.
com/njlauersdorf/ABPs.

Appendices
A: 1D coarse-grained model for active Brownian particles

We follow the derivations of Saintillan & Shelley,107 and Brady
and co-workers108,109 and write down the zeroth, first and
second moments of Smoluchowski equation for probability
density of ABPs that correspond to the concentration field c,
polar order parameter n and the nematic order parameter, Q,
which are defined as

ciðxÞ ¼
ð
Piðx; qÞdq; niðxÞ ¼

ð
qPiðx; qÞdq;

QiðxÞ ¼
ð
qqPiðx; qÞdq;

(10)

where Pi(x,q) is the probability density of observing the ABP
of the ith phase (activity) at position x and orientation q. The
superscript i denote suspensions ABPs of different activities.
As a first-order approximation, and following,108 we neglect
nematic order and assume the second-order tensor Q is iso-

tropic. Thus, we get Qi ¼ 1

d
ciI , where I is the identity tensor and

d is the system’s dimension. Using these expressions and after
integrating Smoluchowski equation, we obtain the following
conservation equations for the average concentration and polar

Fig. 4 Schematic of the proposed mechanism showing the process of
active herding, microphase separation, and enhanced avalanche events.
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order parameter.

@ci

@t
þr � jic ¼ 0; r � ri

c � xU0c
i � x jic ¼ 0; (11a)

@ni

@t
þr � jin þ

d � 1

tR
ni ¼ 0; jin ¼

1

d
U0c

iðxÞ �Di
trni; (11b)

where x = M�1 is the resistance coefficient, M is the mobility,
Dt = kBTM is the translational diffusion, and rc is the stress due
to thermal and interparticle forces. Following the assumption
of isotropic Q, we also take the stress tensor to be isotropic ri

c =
(cikBT + Pi)I, where the first term is the well-known thermal
pressure and the second term is the inter-particle pressure.

We use the following scales to non-dimensionalize the
system of equations in 2D:

pa2ci ¼ fi; M̂iðfÞ ¼Mi
	
Mi

0; P̂i ¼ Pipa2

kBT

where Pei = Fia/kBT and fi, M̂i and P̂i are the area fraction,
dimensionless mobility, and pressure of the ith phase.

Slow and fast particles in our system have the same size and
isolated particle mobility. We assume that the mobility of slow
and fast particles is independent of activity and only a function
of the local total area fraction: M̂F = M̂S = M̂(f), where f =
fF + fS is the total area fraction at a given point, and S and F
stand for slow and fast phase. Furthermore, we apply a mixture
law for computing the pressure in each phase P̂i = wiP̂ with
wi = (fi/f). Taking Dt = a2/tr, and substituting these expressions
yields the following dimensionless equations:

@fi

@t
¼ �Peir � M̂n

� �
þr � M̂ rfi þr wiP̂

� �� �� �
(12a)

@ni

@t
¼ �1

d
Peir M̂fi

� �
þr � M̂rni

� �
� ðd � 1ÞM̂ni: (12b)

The dimensionless mobility and pressure depend only on
the local total area fraction, which determines the strength of
the many-body inter-particle interactions. Modeling these
many-body interactions within the Smoluchowski field theory
requires solving for pair distribution functions and using those
to compute the ensemble average mobility and stress.110 The
purpose of our coarse-grained model is to give further intuition
about phase-separation at the cluster interface and the enrich-
ment of the fast particles in the cluster. Thus, instead of using
the mentioned systematic approach,110 we use simplified scal-
ing relationships that are confirmed by simulations and theory
to approximate these interactions. Furthermore, for simplicity,
we solve eqn (12) in 1D:

@fi

@t
¼ �Pei @

@x
M̂ni
� �

þ @

@x
M̂

@fi

@x
þ @

@x
wiP̂
� �� �
 �

; (13a)

@ni

@t
¼ �Pei @

@x
M̂fi
� �

þ @

@x
M̂
@ni

@x

� �
: (13b)

We use the computed values of interparticle pressure inside
the cluster phase in our particle simulations (shown in Fig. 5)

as approximations of inter-particle pressure at larger area
fractions (f Z 0.6). The data can be fitted very well with the
polynomial

P̂ E 0.01pa2(1 + f)12.144.

Note, however, that this expression is only accurate at large
area fractions in the bulk phase, where particles are almost
trapped and do not undergo large displacements. In this
regime, the computed pressure is only a function of the net
area fraction and independent of the activity ratio and the
relative composition of the slow and fast particles. This
approximation becomes less accurate at lower area fractions,
corresponding to the interface and the gas phase. In this
regime the dynamics of slow and fast particles and hence the
stress generated by their interactions are dependent on their
relative activities and area fractions. This is clearly shown in the
simulations of the dilute suspensions with two activities,
shown in Fig. 3(d) in the main text. We see that at low activity
ratios the fast particles increase the average speed of slow
particles, which we refer to as active herding in the main text.
The model in its current form cannot accurately account for
active herding. Meanwhile, dilute theories based on Smolu-
chowski equation can be used to derive expressions for pres-
sure in the dilute regime.111 These theories are for hard-sphere
interparticle interactions and need to be modified to include
soft interaction potentials, used here. One can, then, construct the
pressure approximation with the correct asymptotic behavior in
both dilute and dense limits. We have not pursued this here.

Fig. 5 The bulk interparticle pressure vs. bulk area fraction collapsed onto
a single curve for all PeNet, PeR, and wF, totaling over 400 data points.
Remarkably, the bulk pressure is solely determined by the bulk density and,
hence, the interparticle forces such that thermal stresses are negligible.
The dashed line shows an empirical fit to the data with the equation shown
at the top of the figure.
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Next, we present our approximate model for particle mobi-
lity. In the dilute limit we have M̂(f { 1) E 1 � 2f for hard-
sphere suspensions. This expression produces negative
numbers for f 4 0.50. To circumvent this and expand the
expression to larger area fractions, we approximate the resis-
tance (M̂�1) by including the first four terms that appear in the
geometric series that correspond to (1 � 2f)�1:

M̂�1 E 1 + 2f + 4f2 + 8f3.

Note that this approximation for mobility assumes hard-sphere
interparticle forces, and so the effective size of the particle remains
unchanged with activity. However, in our simulations the particles
interact through the soft Weeks–Chandler potential (see eqn (3) in
the main text). Thus, the effective size of the particle is reduced
with increasing activity, which is why the area fractions in the
cluster can go as high as fB = 1.6 (Fig. 5). A more accurate
expression for mobility would also include net activity as a para-
meter. Obtaining these approximations require extending the
kinetic theories from hard-sphere to soft particles and also per-
forming appropriate particle simulations; these fall outside of the
scope of this work.

Finally, for numerical stability we added fourth-order deri-
vatives ð�Ef@4f=@x4 and � En@4n=@x4Þ to eqn (13a) and (13b),

respectively. We chose Ef ¼ 10�3ðL=aÞ2PeF and En ¼ 10�5

ðL=aÞ2PeF, where L the size of the 1D simulations: x A [�L,L].
Reducing these values by another order of magnitude did not
change the steady-state predictions, but also produced several
smaller phase segregated domains. Resolving the dynamics of
these domains requires smaller time-steps and finer discreti-
zations; the total time needed to reach steady-state also
increases, which is effectively similar to increasing the box
size in discrete simulations. This completes the formulation
of the coarse-grained model. We used a fifth-order implicit–
explicit finite difference method to solve the governing non-
linear equations in a 1D periodic domain. We performed
convergence studies to ensure the numerical accuracy of our
solutions. The results presented here (Fig. 6) and in the main
text were obtained using N = 200 equally spaced discretization
points.

Dilute limit (/(S,F) { 1), and boundary layer analysis. For
dilute suspensions of slow and fast particles (f(S,F) { 1), we can
ignore particle interactions and assume M̂ E 1 and P̂ - 0. At
steady-state the equations simplify to

0 ¼ �Pe1
dn1

dx
þ d2f1

dx2
; (14a)

0 ¼ �Pe2
dn2

dx
þ d2f2

dx2
; (14b)

0 ¼ �Pe1
df1

dx
þ d2n1

dx2
; (14c)

0 ¼ �Pe2
df2

dx
þ d2n2

dx2
: (14d)

So we get

n1 ¼ Pe1
�1df1

dx
þ c1; n2 ¼ Pe2

�1df2

dx
þ c2; (15)

where c1 and c2 are constants to be determined by imposing boundary
conditions (BCs). In the gas phase and far from the interface of the
cluster we expect n- 0 and df/dx - 0 as x-N, which makes c1 =
c2 = 0. Another consequence of this is that the net flux including at the
cluster boundary is zero in both phases.

Substituting for n1 and n2 in eqn (14c) and (14d) gives

�Pei
dfi

dx
þ Pei

�1d
3fi

dx3
¼ 0; (16)

where Pei = PeS, when fi = fS and Pei = PeF, when fi = fF. The
general solution to the above equation is

fi = Ei exp(�lix) + Fi exp(lix) + Gi, (17)

where li = Pei and Ei, Fi and Gi are constants to be determined
using BCs and other constraints in the system. Given that we
expect a finite area fraction at distances far from the interface
(x - N), we can conclude Fi = 0. The average area fraction in
the gas and interface can be computed as

f0 ¼ lim
L!1

1

L

ðL
0

fðxÞdx:

We can rewrite eqn (17) in terms of f0:

fi = f(0,i) � aPei
�1 + Ei exp(�Peix). (18)

For Pei c 1 we have aPei
�1 - 0, which yields fi E f(0,i) +

Ei exp(�Peix). Hence, theory dilute theory predicts the formation

Fig. 6 The fast particle fraction of the largest identified cluster over 57tr

simulation time as the system undergoes MIPS for PeR = 0.2, 0.3, and 0.8
with PeF = 500 and wF = 0.5 for both the continuum model (dashed lines)
and simulations (solid lines).
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of a boundary layer with thickness Pei
�1 at the interface,

recalling that Pei = PeS for the slow particle phase and Pei =
PeF for the fast particle phase. The value of Ei may also be
determined by setting a boundary condition for n at the inter-
face, but its exact value is not important for the physical
analysis discussed in the main text.
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85 L. Restrepo-Pérez, L. Soler, C. S. Martı́nez-Cisneros,
S. Sánchez and O. G. Schmidt, Lab Chip, 2014, 14,
1515–1518.

86 O. Granek, Y. Kafri and J. Tailleur, Phys. Rev. Lett., 2022,
129, 38001.

87 Y. Baek, A. P. Solon, X. Xu, N. Nikola and Y. Kafri, Phys.
Rev. Lett., 2018, 120, 58002.

88 A. Gough, A. Stern, J. Maier, T. Lezon, T.-Y. Shun,
C. Chennubhotla, M. Haney, S. Schurdak and D. Taylor,
2015 IEEE Summer Topicals Meeting Series, SUM 2015, 2018,
vol. 10, pp. 1–13.

89 D. J. Knight and K. J. Girling, Lancet, 2003, 361, 1831.
90 K. L. Heck and T. A. Thoman, J. Exp. Mar. Biol. Ecol., 1981,

53, 125–134.
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