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Finding a vocation for validation: taking
proteomics beyond association and location

Marcus J. C. Long,bc Jinmin Liuac and Yimon Aye *ac

First established in the seventies, proteomics, chemoproteomics, and most recently, spatial/proximity-

proteomics technologies have empowered researchers with new capabilities to illuminate cellular

communication networks that govern sophisticated decision-making processes. With an ever-growing

inventory of these advanced proteomics tools, the onus is upon the researchers to understand their

individual advantages and limitations, such that we can ensure rigorous implementation and conclusions

derived from critical data interpretations backed up by orthogonal series of functional validations. This

perspective—based on the authors’ experience in applying varied proteomics workflows in complex

living models—underlines key book-keeping considerations, comparing and contrasting most-

commonly-deployed modern proteomics profiling technologies. We hope this article stimulates

thoughts among expert users and equips new-comers with practical knowhow of what has become an

indispensable tool in chemical biology, drug discovery, and broader life-science investigations.

At the point of writing this piece, the human genome, as well as
many others, has been sequenced.1 This gamut of information
alone must be sufficient to create and regulate all the proteins
within a cell, and indeed an organism. Nevertheless, the
genomic blueprint has emerged to be an inadequate basis for
us to predict complex cellular functions/interactions/pathways
and the like. Unsurprisingly, efforts have moved to unravel
these problems using approaches that investigate cellular
apparatuses functioning downstream of DNA. A large amount
of work has been levied on investigating transcriptional pro-
grams, either through RNA-seq, or ChIP-seq. Such methods
continue to provide keen insights into cellular diversity and
responsivity. These investigations can derive meaningful infor-
mation on the workhorses of the cell, and its proteins, parti-
cularly in terms of expression regulation and upstream
activating factors, among others. Such insights may give some
hints as to protein function or associations. Nonetheless, these
experiments can only provide broad strokes, and afford little
information and insight at the molecular level. However, such
molecular-level understanding is particularly important for
pathway analyses, mechanistic investigations, and therapeutic
interventions.

To investigate life at the protein level in molecular detail, a
special branch of biology has developed. This has been given
the moniker ‘‘proteomics’’. This branch of biological

investigation is distinct from nucleic acid–based sequencing
methods which rely upon amplification of nucleic acid poly-
mers catalytically, often introducing new information in the
process, such as bar coding, followed by a sequencing experi-
ment. Proteomics experiments use purely extant (i.e., there is
no amplification) proteins in a cell/organism and use the high
sensitivity of mass spectrometry (MS) to identify specific pro-
teins enriched from the bulk proteome post-cell lysis or tissue
homogenization.

We will break down proteomics experiments to serve as a
guide for choice of specific MS-based target-ID approaches, and
critically, follow-up steps after target-ID. Thus, we will start with
different variations of proteomics experiments, their typical
uses, and potential issues. We will move on to methods to
perform the MS experiment (some of which impinge on the
initial planning phase of the experiment) and analysis of data.
Then, as proteomics experiments seek to unveil new functional
properties of proteins, we will focus heavily on functional
validations, discussing different model systems, different levels
of validation, and correct analysis of data. Although we cede
that such a piece is unlikely ever to cover all eventualities, and
that there are likely many exceptions to recommendations we
propose and trends we discuss, we hope that the logic and
conceptual outline will provide some aid in planning, and
especially validation of proteomics and other ‘‘global’’ analysis
data. Indeed, given the varied number of relatively overlapping
proteomics experiments that exist, it is likely that there will
always be several options open to address almost any question.
Critical planning, understanding of the positive points and
limitations will allow for a high possibility of success. As we
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have previously written,2,3 blending methods, i.e., performing a
similar experiment using different approaches to account for
artifacts, and broaden search criteria, may also be helpful. But,
as stated above, regardless of the proteomics method(s) used,
the principal goal of a proteomics experiment is to provide hits
for downstream validation. Thus, the experiment is not over till
adequate downstream experimentation has been undertaken.
Finally, our primer will discuss aspects of experimental design
mostly in the context of cultured cells. However, we, and many
other labs, also perform similar experiments, using similar
considerations, on model organisms and we will discuss some
of these aspects in relevant sections.

General methods of mass
spectrometry for peptide identification

Mass spectrometry (MS) is used to compare protein composi-
tions within different samples. As noted above, what is used in
these experiments are only the specific proteins present in each
sample, that are not amplified, or at least in terms of the
backbone chemically changed. It is possible to examine intact
proteins by MS,4 although in complex mixtures, the most
common procedure, often referred to as bottom-up proteomics,
is to perform a protease digest to create smaller peptides
(B10–25 amino acid fragments) followed by chromatographic
separation and identification of the resulting fragments by
tandem MS. Tandem MS is a particularly sensitive technique
that can give both total composition and primary structural
information on peptides by measuring the total mass of the
peptide, and its fragmentation pattern. A similar argument
applies to identification of chemical modification of peptides
(note: in proteomics by default, we use the ‘‘native’’ peptide
sequence, which aids identification of modifications). The
identified peptides can be compared against the proteomic
database for the species of interest to identify to which
protein(s) they belong. Note, therefore all valid fragments must
be attributable to cleavage by the specific protease used (e.g.,
for tryptic peptides, since the trypsin cleavage site must be
proceeded by a K or an R, they must end in K or R, and must
also be immediately proceeded by a K or an R is the protein
sequence). Particularly for diagnostic purposes, those that are
unique peptides, i.e., attributable to a single protein, are more
relevant than those that are not.

One of the key issues in this field is therefore being able to
quantitatively compare sample compositions over multiple
different preparations/conditions. Unfortunately, despite its
awesome sensitivity, MS is not in itself particularly quantitative:
different peptides ionize with different efficiencies, meaning
that even quite similar peptides may be intrinsically detected
differently by spectrometers. Moreover, buffer compositions,
for instance, that may vary from sample to sample, may also
affect ionization. Thus, very careful normalization is needed in
order to perform quantitative proteomics experiments that are
state-of-the-art in the field. With modern instrumentation and
careful experimental technique, it is possible to perform

multiple independent experiments, comparing composition
between different samples, and looking for outliers between
different preparations. This is called label-free quantification
(LFQ) MS, and it broadly relies on using spectral counting, or
ion-intensity changes between different samples as a metric for
enrichment (Fig. 1A). These different methods of quantifying
proteins may be better suited to answering subtly-different
questions.5 Nonetheless, the label-free method is in principle
unlimited in the number of samples that can be analyzed,
allowing a large number of replicates to be performed, along
with a wide range of timepoints or experimental conditions. It
is thus particularly useful for multivariable procedures, and
when several conditions need to be tried.

Of course, such sample-by-sample analyses can give rise to
errors and may mask subtle changes. An early and still
commonly-used solution to this problem is stable isotopes
labeling in cell culture (SILAC6,7), a method now extended to
multiple model organisms8–10 (including mice,9 although the
application of SILAC to mammals is far from routine) (Fig. 1B).
In this system, one set of cells/organisms is grown or fed in
media derived from isotope-labeled amino acids (usually argi-
nine and lysine), and another is grown or fed in normal media.
Critically, the ionization properties and chromatographic reten-
tion times of isotopomers are identical, meaning that relative
quantitation of each peptide in the two samples can be calcu-
lated by the isotope ratio. Thus, protein extracts from the two
samples can be pooled together and analyzed as an ensemble to
quantify differences in each protocol, using one set as an
internal control for another. A ‘‘medium’’ preparation of amino
acids is also available, allowing comparison between 3 different
conditions simultaneously. For cell biology, this number of
samples performed multiple times, may be sufficient. However,
for chemical- or synthetic-biology techniques, which tend to
have multiple sets of perturbation (e.g., ectopic gene expres-
sion, treatment with small-molecule probes, optical triggers,
etc., where each aspect needs to be controlled for),2 3 different
conditions may not be sufficient. Note also, it is important to
validate that isotope incorporation into the proteome of inter-
est is complete (499% typically), and the use of correct media
components is crucial to achieving this.

A solution to the poor multiplexing capability of SILAC, and
potentially low % isotope incorporation, for instance, in some
organisms, is labeling with isobaric tags, post digestion.
Although not perhaps as accurate as using pre-labeled proteins,
this worry needs to be offset against the fact that the same (or
similarly treated) cells, i.e., non-isotopomeric cells, are com-
pared in the beginning. Moreover, as labeling occurs post
harvesting, isobaric tagging can be performed on samples
derived from any living systems/tissues/models. Finally, as
there are many possible isobaric tags available, tens of samples
can be analyzed at the same time, in the same experiment. The
two most common methods are iTRAQ11 and TMT12 (Fig. 1C).

There have been several comparisons of these methods in
terms of detecting post-translational modifications and specific
proteins. Some studies have found that label-free relative to
tagging, gives better total coverage and identification rates.

Perspective RSC Chemical Biology

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
 2

02
2.

 D
ow

nl
oa

de
d 

on
 2

02
4/

7/
24

 1
6:

29
:2

2.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2cb00214k


112 |  RSC Chem. Biol., 2023, 4, 110–120 © 2023 The Author(s). Published by the Royal Society of Chemistry

Unsurprisingly, some studies claim that label-free is more
variable than labeling methods. SILAC labeling is overall higher
coverage and is less variable than TMT labeling approaches.13

This variation may be dependent on amount of sample
processing,14,15 at least for some labeling approaches. Isobaric
tagging also tends to compress the spread of data points
observed.16,17 Thus it is important to be mindful of how many
samples you will need to compare when planning your experi-
ments. If you can compare 2 or 3 groups, SILAC is probably the
best option. If you want to compare more groups or compare
across independent replicates as well as across different

groups, other methods are overall better. Note: these methods
have other benefits that are method-specific which we will
outline below.

Getting a feel for it: proteomics for
interactome/protein–ligand mapping

Perhaps the most common use of proteomics is to identify
protein associations, either with other proteins, or with other
ligands (Fig. 2). In these experiments, a protein, referred to as

Fig. 1 Introduction of three MS-based proteomics methods for peptide/protein identification. (A) Workflow of label-free quantification (LFQ) MS for
biological samples. The proteins are extracted from lysed samples (cultured cells, C. elegans, animal tissues, etc.). After digestion by specific proteases
(typically, trypsin), the peptides are analyzed by MS without tagging any labels. The quantitative protein signals are usually calculated by spectral counting
or ion-intensity changes between different groups based on the MS1 spectra. The tandem MS2 spectra are used for peptide identification. (B) Workflow of
stable isotope labeling in cell culture (SILAC). In traditional SILAC, cells are grown in media with isotope-labeled amino acids. For comparing two groups,
a ‘heavy’ (red) and ‘light’ (blue) pair of media containing isotopic labeled arginine and lysine. A ‘medium’ preparation is also available, which allows
comparison of 3 different groups in one single experiment. Samples with different isotopic labels are mixed 1 : 1 (: 1) typically prior to cell lysis/tissue
homogenization (note: (approximately) equal protein amount across all groups is ensured by equivalent cell number or by normalization of lysate
content). Because isotope distribution in the different samples is not the same, peptides with identical sequences from different groups arise in the same
chromatographic peak but have different mass distributions, allowing quantification of relative changes within specific protein targets from specific
groups. SILAC has been extended to several model organisms (e.g., C. elegans,8 zebrafish,10 mice9). (C) Workflow of tandem mass tag (TMT)- and isobaric
tags for relative and absolute quantitation (iTRAQ)-based MS analysis. In these strategies, the cells/organs/tissues from different groups will be lysed/
homogenized and separately digested by proteases such as trypsin. By introducing a set of small molecules with special reactivity towards amino groups
(blue regions), peptides in each group are labeled by unique small molecule tags with special mass-reporter groups (red regions). After combining labeled
peptides from different groups, peaks from reporter groups will provide information about the peptide abundance at the MS2 level. Peptides with
identical sequences but labeled with different tags have the same MS1 peaks due to the balance group (black region) in these tags. The balance group
contains a complementary isotope labeling to the reporter groups, enabling an identical mass of linked parts to the peptides. Up to 16-plex TMT tags are
commercially available, enabling parallel analysis of large-scale experiments.
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the bait, is enriched, either under non-denaturing or some-
times denaturing conditions, and proteins that bind to the bait
(often referred to as prey) are determined. It is important to
note that under true denaturing conditions, only covalent
associators can be enriched, but under non-denaturing condi-
tions, non-covalent and covalent associators can be identified
as interacting with the bait. As enrichment is a critical compo-
nent of such experiments, separation of the protein of interest
(POI) from the bulk of the mixture used, is required. This
typically necessitates the use of a resin to catch the POI
(functionalized, for instance, with an antibody to the target
protein) followed by a series of washing steps prior to analysis.
During this procedure, reversible associators with fast off-rates,
typically those with high Kd, may be lost from the pool of
associators. Reversible associators that bind with slow off-
rates, typically those with low Kd (and those that bind
covalently, i.e., have zero off-rate), will be retained. Thus,
such procedures favor associations that release slowly, effec-
tively those of high affinity. Indeed, many protein–protein
interactions are constitutive in unperturbed cells, such as the

MALT1–Bcl10 interaction18 and the Keap1–Nrf2 interaction.19

Others are covalent, such as protein ubiquitination,20

phosphorylation,21 and Neddylation,22 or interaction of a pro-
tein with an electrophilic drug.23–25 However, in order to
respond to stimuli, the cell must be able to rapidly change
associations between proteins and ligands. One example is
enzyme-substrate interactions; a substrate or product that
dissociates slowly from the enzyme is effectively an inhibitor.
Others include allosteric activity regulators, chaperones, recep-
tors, etc. These interactions can be weak, often Kd can be on the
order of 10’s to 100’s micromolar. Moreover, it is also appre-
ciated that optimal responsivity occurs when a ligand is present
around the Kd, thus proteins regulated allosterically by ligands
present at high concentrations in cells (e.g., ubiquitin, actin),
likely have high Kds.26

To favor identification of transient associations, chemical
procedures that trap bound states have been deployed. The first
of these was protein cross-linking27 (Fig. 2A). This procedure
can identify self-associations, such as aggregation states,28,29

but can also aid identification of protein–protein, and

Fig. 2 Introduction of proteomics strategy for interactome and protein–ligand mapping. (A) Proteomics applied to study interactomes. To map the
interactome of a target protein of interest (POI, or bait) (in yellow), a functionalized resin, e.g., displaying an antibody specific to the bait protein, is
required. The POI-interactome can be enriched by the resin, and analyzed by MS. Given that most transient interactions (mostly those with a high Kd) will
likely be lost during washing steps/processing, cross-linking reagents (see inset) may be applied before the enrichment. Cross-linkers usually have groups
like N-hydroxysuccinimide or maleimide that target solvent-exposed nucleophilic residues (lysine and cysteine) forming covalent bonds between
proximal interacting proteins, typically within the intermolecular distance spanned by the given cross-linker. (B) Proteomics is widely used in mapping
covalent post-translational modifications. For numerous PTMs, if resins functionalized with either a PTM-specific antibody or PTM-specific reactive
chemical entity are available, allowing the PTM to be enriched and proteins so modified to be analyzed by MS. Alternatively, a chemically functional probe
can be introduced to identify such PTMs. Usually, such probes are bifunctional housing a chemical entity reactive to the PTM on one end, and a handle, at
the other hand for detection or enrichment, with the linker in between.34,35 [Note: A two-step procedure involving azide and alkyne coupling (Click
reaction) is also often deployed as opposed to a bifunctional probe with the linker.36,37 Probes that incorporate photo-crosslinking groups (e.g., diazirine)
provide added value by allowing interactome mapping beyond the enrichment of specific PTM-bearing proteins.38,39]
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potentially, protein–ligand interactions in proteomics
workflows.27 In this method, a bifunctional ligand is added,
ideally to cells, but often to lysates and proteins that are within
the distance of the length of two ends of the linker are trapped
out. Several different chemical functions can be used (acyl
halide, N-hydroxysuccinimide, enone), targeting specific resi-
dues (cysteine, lysine, and cysteine, respectively). Methods such
as this lack temporal control, as the cross-linker is constantly
reactive. To surmount this issue, photocaged crosslinking has
been applied. This is most commonly applied to situations
where a ligand is allowed to bind to its target, then a photo-
caged group is sprung into action to label proteins with which
the molecule associates. Binding the target could be engen-
dered, for instance, through a specific protein–ligand inter-
action, or through the use of a target protein fused to a reactive
domain, such as SNAP30 or Halo.31 However, single photocaged
non-specific crosslinkers32 and bifunctional crosslinkers also
exist. One critical parameter to consider in photocaging is the
wavelength of light used: generally, the further blue (or better
red)-shifted the light, the less invasive the uncaging procedure.
Although light of low-powered light at 360 nm (5 mW cm�2),
over a brief period (minutes) has a relatively limited impact on
numerous cellular processes. Linker length can also be chan-
ged, modifying the distance covered by the cross-linker. As
elution from affinity resins, particularly streptavidin can
require harsh conditions, can be difficult to perform comple-
tely, cleavable linkers are also available.

All the above experiments are compatible with the different
MS methods outlined above. Typically for all the above treat-
ments, it is critical to have control samples, i.e. samples treated
without a crosslinking molecule, or an analog of the ligand that
does not undergo crosslinking. These can be run as different
isotopomers, with different isobaric tags, or as a separate run in
LFQ. Of course such samples cannot account for non-specific or
artifactual results borne from the systems used, and again it is
for that purpose that phenotypic experiments are vital. Some
effort has been input to identify common generic targets/
preferred labeling sites specific cross-linkers.33 However, how
relevant these data are to specific systems is, in our opinion,
unclear. Moreover, many associations that are real may not be
linked to the mechanism of action of a molecule or function of
a protein.

From birth to location, beyond
association

Other areas where proteomics has proven particularly useful is
identifying components of proteomes, particularly nascent or
subcellular proteomes. Methods investigating nascent pro-
teomes have leveraged pulse-chase SILAC labeling to compare
induced proteomes relative to extant proteins, for instance,
post-infection, or stimulus40 (Fig. 3A). Other similar protocols,
such as BONCAT41,42 leverage a modifiable amino acid analog
that allows nascent proteins to be enriched, increasing signal to
noise, and allowing multiplexing abilities to be increased. This

method has also been applied to studying cell-specific pro-
teomes in the whole organisms.43

Proteins also undergo important subcellular changes in
localization that can have severe implications for their inter-
actomes, functions28,44 and drug mechanisms.45 Several
methods have arisen to probe protein localization, including
APEX(2),46,47 Bio-ID,48 Turbo-ID,49 mMap,50 and so on (Fig. 3B).
These methods use a protein or small molecule that can create
reactive species on demand, either in a subcellular or even
protein specific level. The reactive species generated covalently
tag proximal proteins that can be identified using MS, to create
a map of the specific local proteome. Indeed, dependent on the
diffusion distance of the generated electrophile, and the timing
of the experiment, subtly different aspects of local proteomes
can be uncovered.50 As these methods can tag a relatively
spatially-defined region,51,52 (which is defined by the half-life
of the reactive species liberated), they are also increasingly used to
profile protein associations or complex associations. Moreover,
these methods also have the ability to catch transient interactions,
subcellular-specific, or tissue-specific interactions, among others.
Labeling also occurs in cells (or in vivo), meaning that associations
captured are more native than those derived from traditional co-IP
experiments, which [due to rupture of cell membranes/leaching
from different organ(elles)] may allow interactions that typically do
not occur to happen. Clearly for proximity labeling methods, such
as APEX, to be deployed, a domain, or a small molecule, needs to
be brought into proximity of a specific locale or protein. This can
be achieved in several ways, all of which are effectively a perturba-
tion to the ground state. We have previously discussed specific
experimental nuances of these techniques that lend themselves to
particular research problems and discussed using these methods
in tandem.2

Beyond protein associations: finding
your vocation

One issue with many of the above experiments is that they do
not deal with function in any direct way. It is usually assumed
that upregulation of a protein upon a stimulus means such a
protein is important for responsivity, or it is assumed that a
specific association gives insights into proteins that work
together. However, even if this is true, these experiments
inform little on how function can be intervened chemically,
or even how such a proposed function may come about. Several
proteomics methods have been created to identify functions of
proteins. Activity-based protein profiling (ABPP) uses the ability
of specific protein cysteines (or more recently other reactive
residues) to be labeled by a modified iodoacetamide ligand as a
metric for activity.53 Should the cysteine (or other residues) in
question be changed by the presence of an exogenous ligand or
stimulus, the labeling of that cysteine by iodoacetamide will be
changed. As this approach leverages covalent engagement of
specific cysteines, it is perhaps best applied to covalent labeling
events, either by native, or unnatural ligands. However, it can
also be applied to non-covalent interactions. Of course, loss of
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signal approaches engender potential false positive outcomes,
and these labeling events are not directly linked to protein
function. Thus, other methods, that can also be carried out in
sub-proteome-specific manners, such as G-REX and Localis-REX
have also been developed44,54 (Fig. 3C). These methods release a
very small amount of a reactive native or praeternatural electro-
phile in a specific region of a cell to identify what proteins are
reactive in that vicinity under native conditions. The electro-
philes are modifiable by biotin using click chemistry, allowing
targeted proteins to be enriched. Hits from REX methods can be
used as the basis for native reactive metabolite signaling, drug

design,55 or as molecular probes. Several studies for instance
have shown that endogenous proteins identified by G-REX/
Localis-REX as protein sensors of specific electrophiles are
functionally changed upon ligand engagement, even when that
ligand is present at endogenous concentrations.24,44,56–60 Many
of these processes occur through gain of function.

Validation

Your proteomics experiment(s) are likely to generate a relatively
large amount of potential candidate proteins (Fig. 4A). Ideally,

Fig. 3 Beyond the association – get the spatiotemporal resolution. (A) Pulse-chase SILAC enables time-resolved proteomics studies. For example, both
groups are cultured in ‘light’ media (blue). At a given point a stimulus is produced (such as antigen priming, stimulation, or drug treatment), then in those
samples, the media is changed to ‘heavy’ (red); ‘green’ (medium), and proteins newly synthesized due to the stimulus can be identified.40,63 The media
components are not restricted to such order, which can be performed from ‘light’ to ‘heavy’63 or other kinds as needed. In many instances, specific
unnatural amino acids are added together with the media change, for enriching the newly-synthesized proteins (combination with BONCAT,41 i.e.,
QuaNCAT64). Based on this strategy, new proteins in a certain period in different conditions can be identified. (B) Proximity-mapping proteomics allows
probing protein localization (spatial control), in methods such as APEX (2), Bio-ID, Turbo-ID, mMap, etc. These methods are based on an enzyme and/or
small molecule that creates reactive species in a subcellular or protein-specific level under control.45,52 By using a small molecule with a reporter tag that
can be identified by mass-spec, a local proteome can be mapped. For example, in APEX (2) method, the engineered ascorbate peroxidase (APEX)
generates biotin-phenoxy radical following bulk administration of biotin phenol and 1 mM H2O2.46 The radical species covalently reacts with nucleophilic
residues, such as tyrosine, on the surface of proximal proteins within 1 minute.47 If the phenol was replaced by biotin-phenol, the surrounding proteins
will be labeled by biotin. (C) G-REX54 and Localis-REX44 constitute spatial and functional proteomics methods to map the electrophile/electrophilic-
drug-fragment-responsive local protein targets with spatiotemporal resolution. The REX technology relies on Halotag and a bioinert and cell/animal-
permeable photocaged precursor to a reactive electrophile (gray sphere with yellow triangle). Similar to proximity-proteomics strategies, the Halotag can
be expressed in specific subcellular locales or tissues in cells/whole animals. At a specific time, exposure to a hand-held lamp [5 mW cm�2; 366 nm]
rapidly (t1/2 B 1 min) liberates reactive electrophile. Different from the other spatial-proteomics tools, REX technologies capture only functional protein
sensors (in green), namely first responders to reactive electrophiles available locally at close-to-endogenous concentrations.
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some of the hits will overlap with previously-published litera-
ture data. Such results are indicative of a successful experi-
ment, and can be used as positive controls for validation
experiments. Of course, it is also likely that there will be new
proteins identified. Dependent on the nature of the experiment
used, and the stringency of the thresholds used to cut off ‘‘hits’’
from background, the number of these proteins could range
from a handful to dozens, or more. Triaging these hits can be
made based on several parameters, such as confidence levels,
putative players in (a) pathway(s) of interest, and homology to
known interactors. For typical proteomic screens that use a fold
change in enrichment, the link between absolute values and
likelihood of success is not so clear cut: fold change is a
function of binding and non-specific binding, folding, etc.
For screens that give absolute occupancy, such as ABPP, hit
data are on the surface more clearly interpretable: a certain
proportion of the protein was blocked by the addition of a
specific small molecule or other procedure. Nevertheless parti-
cularly for methods that are absolute, but use a loss of signal,
confounding outputs are possible. Such observations could be
due to degradation, unfolding, oxidation, and so on all of which
would provide a loss of signal, but may not be directly linked to
engagement as predicted. Moreover, it is becoming clear that

many processes, such as electrophile signaling, are regulated at
the subcellular level, meaning that total occupancy obtainable
may not be 100%,61,62 or fractional modification is sufficient to
trigger signaling.

As we noted above, the principal goal of a proteomics
experiment should be to understand a phenotypically-relevant
process. The proteomics experiment itself could be leveraged in
a bid to find a mechanism for an observed phenotype, for
instance, observed in knockout versus a control line, or drug
versus vehicle-treated cells. Otherwise, the goal could be simply
to inform on what the function of a specific protein is, which
can later inform phenotypic investigations. Whatever the ulti-
mate goal(s) be, these should focus on understanding specific
processes that occur in a living system (minimally cells, or
ideally model organisms/humans). Thus, our recommendation
is to tailor validation experiments to be executed under as
biologically-relevant conditions as possible: avoid in vitro
experiments, aside from calculating relevant parameters, such
as Ki, Kd, kinact/Ki, etc. Moreover, experiments heavily leveraging
overexpression should also be avoided (Fig. 4B). These can
force interactions that do not happen typically, (and/or sup-
press those that do), be it with an inhibitor or with another
protein. Thus, despite being widely leveraged in the literature,

Fig. 4 Validate your hits. (A) A relatively large number of potential candidate proteins is normally found in proteomics studies. Depending on the goal of
the experiment, the identified proteins can be shown either in a volcano plot, ID-ratio plot, or Venn diagram. By applying a specific threshold, several to
dozens of ‘significant’ hits will remain post filter. To answer specific biological questions, hits validation and corresponding data analysis are necessary.
(B) Before doing any kind of functional validation, the reagents, including antibodies and cell lines, as well as the mutants used in the study require careful
and correct validation. For validating PPIs, among several options, traditional co-IP or proximity ligation assay (PLA) (the latter has the higher sensitivity)
can be used to detect interactions at the endogenous level. For most functional proteomics studies, the goal is to link these hits back to a phenotype.
Targeted knockdown/knockout in cells or model organisms, is helpful for validating specific functional binding events. In vitro experiments and
overexpression are not recommended for functional study. (C) Finally, when analyzing and presenting the quantified data, robust analysis requires
choosing the correct type of statistical treatment. For example, ANOVA-based analysis is necessary when multiple variable experiments are performed.
Showing all individual data points in graphs and describing the number of biological and technical replicates also represents robust data processing.
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we will not discuss such methods here, as we deem them
inadequate to answer relevant biological questions.

Validation of protein–protein
interactions (PPIs)

There exist now several options in this vein. For hits derived
from traditional immunoprecipitation (IP) or proximity-
mapping experiments, co-IP is arguably the most commonly
executed (Fig. 4B). Despite being a gold standard, these experi-
ments are heavily dependent upon the specificity of antibodies,
expression, and also the stability of the interactions post cell/
tissue lysis. We briefly discuss methods to validate antibodies
below, although application of several antibodies achieving a
positive result, relative to other control antibodies achieving a
negative output, provides strong evidence in itself. Conversely,
loss of the interacting partner when performing ‘‘co-IP’’ in a
knockout of the bait protein, is also good evidence that the
interaction is specific. The most common problem that occurs
when performing co-IP experiments, bar low specificity of
antibodies, and appearance of heavy and light chains of the
IP-ing antibody in western blots,28 is low expression making
detection of the interaction difficult. The low expression may be
solved using overexpression, but as discussed above, this is not
ideal. One alternative is to knockout the endogenous protein,
and express a tagged version of the protein at endogenous
levels using lentiviral transduction, followed by sorting to find
cells expressing close to endogenous levels of the tagged
protein. This process can equally be applied to mutant versions
of the protein proposed to be unable to associate with the
target. We have deployed such a technique recently.44 Several
work arounds have been published to allow weak interactions
to be detected in endogenous proteins. Perhaps the most
topical method is proximity ligation assay (PLA).65 PLA can
work for a variety of endogenous PPIs, providing species-
orthogonal antibodies that can be found for the two partners
that are specific (see validation below). Other examples include
cross-linking, chemical labeling, FRET, or potentially in vitro
analysis, although that once again does not show that inter-
action is possible in a biologically-relevant system.

Validation that a specific protein
candidate is involved in a phenotype

Assuming that the protein/drug that you chose to investigate
gives a phenotype, for instance, malignant transformation or
toxicity, regardless of interaction validation, it is critical to
investigate whether your identified interaction/translocation
contributes to a specific phenotype. Note: an association/trans-
location/modification change does not prove that a particular
interaction is biologically relevant, and it certainly does not
prove that it is relevant to your intended phenotype.

One simple method to validate the importance of one’s
identified interactor is to show a change in phenotypic outputs
in knockdown/knockout lines.24 Expected outcomes in this

manifold depend on how the interaction functions: for an
inhibitory interaction, an augmented phenotype is expected;
for stimulatory interactions, the diminution is expected. Of
course, such a relationship does not prove that the two proteins
interact, nor that they function in the same pathway. To
investigate this further, knockout, or perhaps more informa-
tively partial knockdown of the two proteins, compared against
single knockdowns, is most informative. Essentially, synergy in
the double knockout/knockdown system is indicative of genetic
interaction, consistent with the MS data. More insight can be
determined through the use of point mutants of the interactor
that retain function but lose association. These can be used to
validate that a ‘‘direct’’ interaction occurs, and that that inter-
action is necessary for the phenotype. The same principles
should be applied to validate protein–ligand interactions.

We have investigated the effects of translocation using
locale-specific tagging.28,66 These molecular zip codes can be
incorporated into the primary sequence of a specific protein
and can overwhelm endogenous localization tags. Upregulation
of a phenotype in such lines is an indication that translocation
is a trigger for the specific phenotype. Knockdown of the
protein in combination with a stimulus that initiates transloca-
tion can further be used to investigate these mechanisms.

The considerations above have also been applied to reactive
molecule signaling, particularly in the domain of REX
technologies.54 Therein we have decoded a residue-specific,
locale-specific electrophile signaling in CDK9. For instance,
CDK9 bearing a nuclear-localization sequence (NLS) tag did
not sense electrophiles: CDK9 bearing a nuclear-exclusion
sequence (NES) tag was permissive to electrophile modifica-
tion. However, only CDK9 that was present in the cytosol
(electrophile-sensing competent), but could also translocate
to the nucleus (pathway signaling competent) could affect
transcription. This mechanism appears to function at the
endogenous level.44

Validation of reagents

As we have reviewed over the recent years, in complex systems
such as cells, and whole organisms, little should be taken for
granted.2,3,62 Thus, it is critical that all reagents used are
correctly validated. Perhaps the most overlooked issue is anti-
bodies (Fig. 4B). Each antibody used for an intended protein
should be validated in the particular assay you intend to use it
dose specificity. If this is imaging, loss of the signal in fixed
cells due to the primary antibody should be shown in several
knockout or knockdown lines relative to controls. In western
blots and IP, ditto. Note: the lines generated in this validation
step are also useful for phenotype experiments and as negative
controls in, for instance, IP experiments. Hence, this is by no
means a wasted exercise.

As noted above, several methods, APEX(2), Bio-ID, and REX
technologies require introduction of an ectopic domain or
fusion of an ectopic domain to a protein of interest. It is critical
that these, and all mutants created (such as point mutants) be
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examined for perturbation of normal cellular function [prolif-
eration, signaling properties (not) related to the specific pro-
cess investigated, canonical activity, structure, etc.] These
experiments should be performed in the line(s) to be tested,
and further investigated in KO lines reconstituted with the
fusion protein of interest where needed. However, in vitro
experiments for folding, and activity can also be useful.

Cell lines are commonly used in chemical biology experi-
ments. It is important to note that such lines can contain
mutations and duplications that render their biological func-
tions distinct from those of normal proteins or cells. Thus, it is
often advisable to sequence specific genes that are investigated
to ensure that they are normal.57 This issue can be assuaged by
working with multiple lines, or by using primary lines/model
organisms, although these options may not be available to all
laboratories and in all circumstances.

Data analysis and presentation

As seen above, methods of validation can vary, from directly
validating MS data (for instance, showing PPIs) to addressing
directly if a specific protein from the screen changes a pheno-
type. Although there are exceptions, such as in vitro binding or
inhibition assays, all data analysis will need to be carried out on
multiple independent data points. These are usually best
analyzed as an ensemble. The typical method to distinguish
differences between specific conditions used in many papers is
a t-test. This test is formally used to determine if there is a
difference between two different data points that exist inde-
pendently of others. However, when analyzing lead data from
proteomic screens, such as how knockdown of 6 different
pathway players affects signaling, t-test analysis is not robust
enough (Fig. 4C). In this instance, the use of ANOVA to assign
whether there be differences across the whole data set, followed
by a post hoc test that accounts for numerous comparisons is
typical. There have been papers proposing that in several
instances the ANOVA test can be ignored, as post hoc tests
may have higher statistical power. However, two-step, decision
tree-based approaches remain arguably the standard analysis
regimens. Regardless, considerations of using an appropriate
test are not only applicable to experiments where multiple
different players are assayed, but also in follow-up experiments,
where, in cultured cells especially, it is correct to deploy multi-
ple siRNAs or CRISPR-gRNAs targeting the same gene. Although
it is common in some fields to use monoclonal lines for such
experiments, these are not suggested. This is because variations
across clones can be significant. Indeed, typically strong knock-
down or knockout is achievable in polyclonal populations if
sufficient siRNAs or gRNA are tested. Moreover, testing multi-
ple clones of the same shRNA or gRNA does little to assuage the
worry of off-target effects impacted by the particular shRNA or
gRNA. The ANOVA-based analysis is equally necessary when
multiple variable experiments are performed.

Moreover, experiments that use a stimulus, or seek to
measure other time-dependent effects also require careful

consideration. For instance, it is not acceptable to measure
association as a function of time post a stimulus, by performing
t-tests between each point, as is often presented. In this
case, fitting, or ANOVA/post hoc tests are more insightful. It is
preferable to show in a table, or graphic form, how your
statistical analyses were performed. All equations used for
fitting should also be clearly stated, and residuals to fits should
be presented. Finally, it is important to show all individual
points in graphs and describe the number of biological and
technical replicates.

Conclusions

The above considerations hopefully show that despite being
commonly performed, there are many factors to bear in mind
when planning proteomics experiments. Aside from choosing
the correct system(s) to perform the experiments, practical
considerations are particularly relevant and often not well
considered before the outset. We hope this primer will be of
some use to aid planning and move the focus more to valida-
tion of experimental data in relevant and informative systems.
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