Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

Open Access Article. Published on 05 2025. Downloaded on 2025/11/3 5:22:27.

(cc)

PCCP

¥® ROYAL SOCIETY
PP OF CHEMISTRY

View Article Online

View Journal | View Issue

’ '.) Check for updates ‘

Cite this: Phys. Chem. Chem. Phys.,
2025, 27, 17730

Received 17th April 2025,
Accepted 26th July 2025

DOI: 10.1039/d5cp01485a

rsc.li/pcecp

Introduction

Volatility, thermodynamic properties and
dispersion interactions of sulfur-containing
tricyclic molecular materials

Reynaldo Geronia II, 2+ Stefan Kocian, (21 Vojtéch Stejfa® and

Ctirad Cervinka @ *

Organic heterocyclic molecules play the role of precursors for various sophisticated materials from
semiconductors to pharmaceuticals. Knowledge of their volatility is always an important factor to
minimize hazards associated with their use and potential toxicity. Nevertheless, thermodynamic
properties of polycyclic heterocycles have been very scarcely studied experimentally. /n silico
approaches can help provide the required data in many cases, but established benchmarks assessing the
performance of first-principles models of the sublimation equilibrium for molecular crystals do not
cover sulfur-based heterocyclic materials. This work aims at filling these obvious knowledge gaps at
both experimental and computational sides. In this work, reference experimental sublimation data are
established for four nitrogen- or sulfur-based heterocyclic compounds containing a structural motif of
three fused rigid rings. Vapor pressure measurements and calorimetric experiments across broad
temperature ranges are carried out to provide reliable reference data for stringent benchmarking of
first-principles models of the crystal cohesion. Since the selected materials possess a very limited to no
potential for hydrogen bonding, other non-covalent interactions such as dispersion or t—=r stacking gov-
ern their cohesion. An accurate description of the dispersion interactions in heterocyclic polyaromatic
molecules is challenging within density functional theory (DFT). Accuracy of popular post hoc dispersion
corrections to DFT is benchmarked for the target heterocyclic materials, revealing that adopting the lat-
est D4 dispersion model along with a lower-tier DFT functional does not necessarily lead to
improvements of the computational accuracy over older dispersion models for this class of materials.

materials.”” Polymorphism is influenced by an interplay of
non-covalent interactions in the bulk material, and thus, accu-

Applications of organic molecular crystals containing aromatic
heterocyclic cores, in particular those containing nitrogen or
sulfur, can be found in fields ranging from electronics to
pharmaceuticals.””> When compared to ionic or covalent solids,
design and customization of organic molecular crystals can
fully exploit the vast possibilities of contemporary synthetic
chemistry.® Yet, their flexibility also comes at a cost. Insuffi-
cient understanding of the non-covalent interactions in mole-
cular crystals that govern their cohesion, and optionally
polymorphism, can induce unexpected behavior for an other-
wise well-characterized material. Costly consequences may
then follow, including patent litigation and drug recalls in
the pharmaceutical sector,"* or insufficient performance of
optoelectronic devices based on organic-semiconductor (OSC)
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rate models of these interactions are crucial in addressing
issues linked to crystal cohesion, structural stability, and poly-
morphism of molecular crystals.®

Non-covalent interactions encompass a broad variety of
effects, including dispersion, hydrogen bonding, Coulomb
interactions of permanent molecular multipoles, and induction
interactions. Most of these interactions are commonly intensi-
fied by the presence of delocalized m-electron systems and
heteroatoms with lone electron pairs or low-lying vacant
orbitals.>”’® Notably, the presence of rigid planar moieties
causes dimers of aromatic molecules to be arranged in sand-
wich, T-shaped, or parallel-displaced configurations,’ giving
birth mainly to dispersion interactions and improper hydrogen
bonding.'® For instance, n-rn and X-=n (X = H, C, N, S) interac-
tions have been reported to contribute substantially to binding
energies in small benzene clusters,"" or in crystals of mono-
substituted benzenes'? and heterocyclic molecules.”*** In con-
trast, the effect of induction on pair interaction energies or
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aromatic systems is rather small due to the induction-exchange
coupling unless the dimers organize into a T-shaped configu-
ration where induction becomes more pronounced,'®'* or
unless suitable substituents that polarize the delocalized elec-
tron clouds are present.'®

Although dispersion-bound molecular clusters exhibit
rather small interaction energies, dispersion interactions play
a crucial role in stabilization of bulk molecular materials."” Due
to the ubiquity of dispersion interactions, it is necessary to
accurately capture such effects when properties of crystals are
modelled in silico. Techniques for describing the dispersion
interactions range from DFT with semi-classical dispersion
corrections’® ! to more elaborate and costly ab initio wavefunc-
tion methods. Popular representatives of the latter include the
second-order perturbative MP2 theory (namely its dispersion-
corrected MP2C**?* and MP2D** flavors), and the coupled-
clusters theory, including the CCSD(T) method representing
the gold-standard®® for modelling non-covalent interactions,
or its more affordable approximations such as the domain-
based pair-natural-orbital (DLPNO) formulation,*® as well as
symmetry-adapted perturbation theory (SAPT),>”*®
Monte Carlo simulations.®’

or diffusion

While some ab initio methods have been shown to minimize
the computational uncertainties related to interaction energies
down to the sub-k] mol™" scale, the cost of most of the high-
performing methods scales too steeply with the system size to
be applied for periodic systems.>*° On the other hand, peri-
odic DFT methods are favored for their good performance-to-
cost ratio, and as such, dispersion-corrected DFT remains a
popular option for describing dispersion interactions in
organic molecular crystals.>'*°

Within DFT, dispersion interactions can be treated self-
consistently within the density functional itself, or by using
post hoc dispersion corrections. Examples of the former
approach include non-local functionals, such as vdw-DF**!
or LC-VV10,** which can be tuned to high accuracy for parti-
cular systems (documented by the 0.6 k] mol ™" errors in vdW-
DF2 binding energies in the $66 benchmark);** however, they
may also suffer from a limited transferability, especially in the
diverse realm of organic molecular crystals.**

Post hoc corrections include the XDM*® and MBD models*®
and numerous methods from the DFT-D family'®° that belong
to the most popular dispersion-correction strategies. A wide-
spread DFT-D3 model®® takes into account coordination num-
bers of individual atoms to predict their dispersion
interactions. Adopting suitable damping schemes, such as the
Becke-Johnson model D3(BJ), proved to be important for
correcting the otherwise non-physical behavior of too close
molecular contacts.?” Its ultimate successor, DFT-D4,® builds
upon these improvements by introducing atomic charge-
dependent functions and describing three-body dispersion
effects using the Axilrod-Teller-Muto term.*®*° DFT-D4 was
reported to have consistently outperformed its predecessor on
larger organic, metal-containing, or periodic systems."®>°

Notably, the favorable accuracy of various DFT-D approaches
was confirmed in several benchmarks for first-principles
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Fig. 1 Molecular structures of the target materials selected for this study.
Top row — carbazole (CAZ) and dibenzothiophene (DBT); bottom row —
phenothiazine (PTZ) and thianthrene (TTH).

modelling of cohesion of molecular crystals, such as X23,%”*°

720,"°% G60>* and others.”* However, sulfur-based heterocyclic
molecules that feature widespread conjugation of m-electron
systems have not been covered at all by any of those bench-
marks, although such structural motifs are particularly suitable
for designing OSC materials.*”® The dominance of the disper-
sion interactions and the presence of vast molecular n-electron
systems in such materials impart substantial delocalization
errors, especially for lower-tier DFT functionals.” These factors
contribute to potential challenges associated with modeling
crystals of large OSC materials with periodic DFT-D
approaches.

This paper compares the performance of popular DFT-D3
and DFT-D4 models in predicting the thermodynamic proper-
ties of crystals of carbazole, dibenzothiophene, phenothiazine,
and thianthrene molecules, which are depicted in Fig. 1. Infor-
mation about their computationally addressed crystal struc-
tures is provided in Table 1. This molecular set has been
selected based on the presence of similarly sized and shaped
sulfur- or nitrogen-containing heterocycles in their molecules,
on the availability of experimental crystal structures in the
Cambridge Structure Database,’® and on presumed sufficiently
high vapor pressures enabling a direct experimental detection.
On a more practical note, the materials targeted in the current
study act as precursors for a wide range of optoelectronic
applications, owing to their structures rich in n electrons that
facilitate charge transport and shape persistence.>”>° These
molecules have been used to design low-band-gap materials,””
high-performance redox cathodes,®® solar cells,”* as well as
lasers.®

Similarities in molecular geometries of the target materials
facilitate a straightforward comparison of performance of DFT-
D3 and DFT-D4 models. Quasi-harmonic approximation
(QHA)® is used in this work alongside the two DFT-D models
to predict structural and thermodynamic properties of their
crystals at variable finite temperatures. While the validity
and reliability of QHA relying on DFT-D methods have already
been demonstrated in benchmarks®*?”®* and studies of
compact®>®>®® and flexible®”~”° molecules, their performance
in our target OSC-precursor molecules is yet to be evaluated. In
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Table 1 Summary of the target materials and parameters of their crystal structures considered in this work

Molecule Formula Acronym CSD refcode Space group z z' Molecular size®
Carbazole Cy,HoN CAZ CRBZOL117® Pnma 4 0.5 8.63 1§
Dibenzothiophene Cy,HgS DBT DBZTHP01™* P2,/n 4 1 8.87 A
Phenothiazine C1,HoNS PTZ PHESAZ017° Pnma 4 0.5 9.22 A
Thianthrene C1,HgS, TTH THIANTO05° P24/c 4 1 8.80 A

“ Largest interatomic distance within a molecule in its experimentally determined crystal phase structure.

response to the sulfur-containing heterocyclic molecules being
under-represented in existing benchmarks for molecular crys-
tals, we address the question whether the established quasi-
harmonic DFT-D protocols can be expected to retain their
performance also for these materials.

Accuracy of first-principles calculations cannot be in general
benchmarked without low-uncertainty reference data. Experi-
mental data on heat capacities of the crystals and even
on sublimation pressures of some of these materials are avail-
able in the literature, as discussed below. Still, novel measure-
ments of the vapor pressures and of the phase behavior with
an unified state-of-the-art experimental methodology, based
on a simultaneous correlation of various thermodynamic
properties,”"”* were due to develop such low-uncertainty refer-
ence data in a consistent manner.

Methodology
DFT models of the crystals

Experimental crystal structures from the Cambridge Structural
Database (CSD)® were used to define the initial atomic coordi-
nates and unit-cell geometries of the target crystals. The geo-
metric parameters of each crystal were then relaxed under a
constrained space-group symmetry to determine its optimal
volume V, based solely on its electronic energy. DFT calcula-
tions were performed using plane-wave basis sets using the
projector-augmented wave (PAW) method,”” imposing a kinetic
energy cut-off 1000 eV.

The PBE functional’® was used alongside the hard PAW
potentials.”® All the underlying PBE-TS®** and PBE-D3(BJ)*>*’
calculations were performed in VASP 5.4.1, while PBE-D4"%>°
calculations were performed in VASP 6.4.2.5'7%% In addition, the
more sophisticate r’SCAN functional,®* as implemented in
VASP 6.4.2,%'7%% was used for comparison along with the same
dispersion-correction models. In particular, dispersion para-
meters were taken from ref. 85 for both r*SCAN-D3(BJ) and
r*SCAN-D4 models, whereas our current r?SCAN-TS model
relied on dispersion parameters originally developed for the
SCAN functional.®® The acronyms PBE-D3 and r’SCAN-D3 are
hereafter used to refer to the PBE-D3(BJ) and r’SCAN-D3(B])
levels of theory, respectively. The reciprocal k-space was
sampled with a Monkhorst-Pack mesh® centered at the
I'-point such that approximately 30/a; k-points were sampled
in each direction, where g; stand for the lengths of individual
direct unit-cell vectors.®”

Quasi-harmonic approximation was used to mimic anhar-
monic effects on the total Helmholtz energy A, of each crystal

17732 | Phys. Chem. Chem. Phys., 2025, 27,17730-17749

structure.®*®® Here, A, was formulated as the sum of electro-
nic (E.;) and vibrational (A4,;,) contributions, varying with tem-
perature T and molar volume V,:

Awot(T, Vin) = Eet(Vin) + Avin(T, Vin)- (1)

Unit-cell energies at different volumes are necessary to get an
expression for E¢(Vy,). To sample these trends, the unit cell of
each crystal structure was optimized at 14 constrained molar
volumes ranging from 0.95 V, to 1.08 V,,. The resulting energies
were then fitted to the Murnaghan equation of state,®® sepa-
rately for the compression and expansion branches to ensure a
higher flexibility of the model.?® In parallel, phonon calcula-
tions were performed for each optimized geometry to derive
Ayin(T, V). The finite-displacement method®® and the Phonopy
code, version 2.20,°° were used to calculate the density of
phonon states and I'-point vibrational frequencies within the
QHA framework. Force constants of the normal phonon modes
were evaluated from forces acting on atoms in perturbed
supercells that exceeded 10 A in size, where symmetry-unique
atoms were displaced from their equilibrium positions by 0.01
A2 A, was modelled as a quadratic function of volume having
temperature-dependent coefficients,®” in effect representing
Ayip as a function of both temperature and volume. Note that
the full QHA workflow was executed only using the PBE-D3 and
PBE-D4 theories due to the considerable computational costs of
QHA performed with DFT functionals beyond the GGA level,
although the respective QHA model fully performed at the
r?SCAN-D levels of theory appears as promising in terms of
its overall accuracy.’*

Ab initio analysis of crystal cohesion

Fragment-based many-body expansion model**°* was used to
refine the interaction energies of the closest two-molecule
(dimers) and three-molecule (trimers) clusters extracted from
crystal structures optimized at the PBE-D3 level of theory. A very
short cut-off distance at 3.5 A was imposed for the dimers as we
focused only on the most important cohesive features within
the first coordination shell, not aiming to thoroughly refine the
overall cohesive energy of the crystals. For particular interac-
tions found within that cut-off, we benchmarked the perfor-
mance of both PBE-D3 and PBE-D4 models against a reference
level of theory, namely the DLPNO formulation of the coupled
clusters with iterative single and double excitations and a
perturbative correction to triple excitations, CCSD(T).>® Extra-
polations towards the complete basis set”® were performed
from energy calculations with cc-pVTZ and cc-pVQZ basis sets
for all dimers and with cc-pvVDZ and cc-pVTZ basis sets for all
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trimers, as implemented in ORCA, version 5.0.3.”%°> Within the
DLPNO formalism, the VeryTightSCF and TightPNO conver-
gence settings were applied within the self-consistent field
iterative scheme and orbital localization, respectively. The
AutoAux procedure was called in ORCA to set up all necessary
auxiliary basis sets.”®

To localize important molecular contacts for the most
intense attractive interactions, we analyzed non-covalent inter-
actions within the framework of quantum theory or atoms in
molecules.”” For this purpose, reduced density gradients (RDG)
within the closest dimers were analyzed with respect to the sign
of the second eigenvalue of the electron-density Hessian (/,)®
at the B3LYP/aug-cc-pVDZ level of theory. MultiWFN code®® was
employed for these RDG analyses.

DFT models of the vapor phase

Rigid rotor-harmonic oscillator (RRHO) model'*® was employed
to model gas-phase thermodynamic properties. The gas phase
was first modeled as an isolated molecule in a fixed cubic cell of
size 20 A°' To ensure consistency with the crystal-phase
description, optimization was done at the PBE-D3(B])/PAW
and PBE-D4/PAW levels of theory and the same VASP versions
as for the crystals.”” Vibrational contributions to monomer
entropy and heat capacity were identified through Phonopy
without scaling the calculated frequencies. Contributions from
molecular rotation modes were derived from the PBE-D/PAW
optimized monomer geometries. The sublimation enthalpy was
derived as a function of temperature from the sublimation
enthalpy Ag,pH at 0 K and the isobaric heat capacities of ideal
gas and crystalline phases C,:

T

A H(T) = Aq H(OK) + L (cg(rf) _ c;‘(rf))dr/. )

In eqn (2), AsupH at 0 K was obtained as a sum of the cohesive
energy E.n (representing the difference between electronic
energies of the crystal per unit molecule and of its corres-
ponding monomer) and the difference in zero-point energies
AEp of the gas and solid phases:*"

AgubH(0 K) = —Ecop, + AEyp. (3)

The target molecules do not undergo conformational changes
during transition from solid to gas, and hence the energy term
for such a conformation relaxation upon the sublimation could

Table 2 Description of samples of the target materials
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be discarded. Saturated sublimation pressure pg,, was then
calculated as a function of temperature from the equation:**

RTIn (”“’—ST)) = —AwG(T)
P

—A;uhHO(T) + TAsubSO(T)v (4)

where p° = 100 kPa, and Ay,,G° and Ag,S° correspond to
standard Gibbs energy and standard entropy changes due to
sublimation to the ideal gas at p°.

In parallel, calculations for the gas phase were repeated
using the state-of-the-art computational model to obtain low-
uncertainty gas-phase properties suitable to be used along the
experimental results in the development of reference sublima-
tion properties. This time, molecular geometries were opti-
mized at the B3LYP-D3/6-311+G(d,p) level of theory with the
empirical D3 dispersion correction®® in Gaussian 16 software,
revision C01.'°* Carbazole and dibenzothiophene were found
to be stable in planar conformation, while for thianthrene and
phenothiazine, Cs symmetry with a dihedral angle between the
two benzene ring planes of 143° and 129°, respectively, was
found to be the energy minimum. All degrees of freedom were
treated with RRHO except for the deformation of this dihedral,
where the potential energy during the deformation was
scanned and represented using a symmetric double-well
potential. The contributions to the thermodynamic functions
were calculated as for a one-dimensional hindered rotor'®> with
a rotational axis passing through the two heteroatoms. The
calculated fundamental vibrational frequencies were scaled by
a double-linear scaling factor (0.9972-1.48 x 10 °v cm ™)
and 0.960 for frequencies below and above 2000 cm ™', respec-
tively, developed on experimental vibrational frequencies of
n-alkanes.'*

Material description

A description of the samples used in this study including their
purities is given in Table 2. Purity of the commercial sample of
CAZ was clearly insufficient both based on its color and our gas-
chromatography (GC) analysis. At first, the sample was sub-
limed twice, but the mole fraction purity improved only to
0.993. Later, we succeeded to purify the sample by gram-scale
zone refining. The CAZ sample slowly decomposed when
melted and about a half of its volume turned black, but the
refined part of the sample was clear white and of very high

Original mole

Final mole fraction Crystal

Compound Acronym  Supplier CAS RN M/g mol™" fraction purity Purification method purity structure®
Carbazole CAZ Urxovy zavody 86-74-8  167.21 0.987” Zone refining 1.0000%; 0.9995° CRBZOLO03
Dibenzothiophene DBT Merck 132-65-0 184.26 1.000¢ Vacuum sublimation 0.99917%; 0.9988° DBZTHP

Thianthrene TTH Merck 92-85-3  216.32 0.999¢ Vacuum sublimation l.OOOOb; 0.9985° THIANTO03
Phenothiazine PTZ TCI 92-84-2  199.27 0.999¢ — 1.0000b; 0.9987¢ PHESAZ01

“ Crystal structure determined at 293 + 3 K with setup described in Section 2.6 is equivalent to the given CSD entry. ? Purity determined by GLC
using the Hewlett-Packard 6890A chromatograph equipped with a column HP-1, length 25 m, film thickness 0.52 pm, diameter 0.30 mm and FID
detector in the temperature range of 353 to 513 K with heating rate of 20 K min~" and 60 minutes isotherm at the end of the heating ramp. Result is
an average of two determinations. Purity of 1.0000 is stated if no impurities were detected. © Purity determined from the shape of fusion peaks
(heating rate 0.5 K min~*, for DBT 2 K min~") using the van’t Hoff method.'®* ¢ Mole fraction purity declared by supplier using GC.
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purity. Experiments with the sublimed CAZ are discussed
throughout this paper for a comparison, but all tabulated
results were obtained using the purer zone-refined sample.
Purities of DBT and TTH determined by the supplier using
GC seemed sufficient, but our analysis showed lower purity,
around 0.999 and 0.993, respectively. The nonvolatile impuri-
ties contained were thus removed by a two-step sublimation,
which also eliminated the greyish color of the samples. PTZ was
commercially available at sufficient purity (>0.999) and no
purification was performed. Sensitivity of PTZ to light and air
was suggested by the supplier, therefore all the manipulation
with the sample was performed in a glove box under an inert
atmosphere.

Phase behavior measurements

The international temperature scale ITS90 was used for the
calibration purposes and for all measurements. Molar
masses of the compounds were calculated based on IUPAC
recommendations.® The molar gas constant R = 8.314462618 ]
K ' mol™* was used for all calculations.®®

For the phase behavior study, a heat-flux calorimeter TA
Discovery DSC 2500 (TA Instruments, New Castle, DE, United
States) was used. Operating temperature range of the calori-
meter is from 183 to 998 K. To avoid the contact of the sample
(about 5 mg) with the atmosphere, aluminum pans were used
and samples therein were hermetically sealed by cold welding.
Experiments were carried out using heating rates of (20, 10, 5, 2
and 0.5) K min~" to examine the possibility of samples to
crystallize to different forms. In a procedure similar to what we
had implemented for previous model of calorimeter by TA
Instruments,’®” the calorimeter was calibrated at the listed
heating rates with seven standards. Based on the calibration
measurements, the expanded uncertainties (k = 2, 0.95 level of
confidence) of the measurement are U(T) = 0.3 K and U(AH) =
0.03 AH.

Heat capacity measurements

Heat capacities were studied using a commercial Tian-Calvet
type calorimeter SETARAM Microcalvet (SETARAM, Caluire,
France). The measurements were executed in continual heating
mode with an isothermal step at the beginning and the end of
each heating/cooling cycle. For this work, a temperature range
from 235 to 355 K was used with a heating rate of 0.4 K min™".
The device, measurement procedure, and calibration metho-
dology were described in detail previously.’®® Based on the
testing experiments, the combined expanded uncertainty of the
measured data (k = 2, 0.95 level of confidence) is estimated to
be U(Cpm) = 0.006 Cp .

To extend the temperature range of our description of the
heat capacity of crystalline phases to higher temperatures and
to obtain the heat capacity of liquids, a power-compensated
differential scanning calorimeter (PC-DSC) PE 8500 (PerkinEl-
mer, Watham, MA, USA) was used. Heat capacities of CAZ, TTH,
and PTZ were measured in a temperature range from 303 to
473 K using the temperature increment method (increments
of 5 K at a heating rate of 5 K min~" separated by 1 min

17734 | Phys. Chem. Chem. Phys., 2025, 27,17730-17749
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isotherms). Measurement and calibration procedures were
described in detail previously.'® Based on the calibration and
testing experiments, the standard uncertainty of the tempera-
ture is ¥(7) = 0.1 K and the combined expanded uncertainty of
the obtained heat capacities is 0.03Cp,, (k = 2, 0.95 level of
confidence). Due to the lower accuracy of the PC-DSC techni-
que, the obtained data were scaled to match those from the
Tian-Calvet type calorimeter in line with the common
practice.°

X-ray powder diffraction

Crystal forms were identified by X-ray powder diffraction
(XRPD), and their respective diffractograms were analyzed with
the HighScore Plus software'™* joined with annually updated
powder diffraction databases PDF4+ and PDF4/Organics.""* The
XRPD analysis was performed using a 6-0 powder diffractometer
X'Pert3 Powder by PANalytical in Bragg-Brentano para-focusing
geometry using wavelength CuKo radiation (A = 1.5418 A,
U = 40 kv, I = 30 mA). The diffractograms were collected at
293.15 £ 3 K in the range of 20 = (5° to 50°) with a step size of 20 =
0.039° and a sampling period of 0.7 s.

Static vapor pressure measurements

To measure the vapor pressures, two custom-built static appa-
ratuses (STATS,'"* with exchanged pressure gauge''! and
STAT9''®) covering a pressure range from 0.1 to 13330 Pa and
a combined temperature range from 283 to 463 K were used.
Experiments were carried out in stainless steel cells, which are
vacuum-tight fastened to the apparatus. An optimal size of the
sample was around one gram. Preliminary depletion of the
sample might occur with low amounts, while overloading the
cell would lead to sluggish degassing. Durations of the mea-
surements were around one month except for DBT, where the
measurement took only one week, as only short temperature
range was covered by STATS8, while measurements over the
dominant pressure range were executed by means of STAT9 and
published elsewhere.'*® Overall combined expanded uncertain-
ties (k = 2, 0.95 level of confidence) of both static apparatuses
are U.(p/Pa) = 0.005 p/Pa + 0.05.

Simultaneous correlation of thermal properties

The method of simultaneous correlation (SimCor) enables to
simultaneously correlate vapor pressure, fusion properties, and
difference between heat capacities of ideal-gas phase and that
of a condensed phase A%dCB,m using a single suitable vapor
pressure equation. Despite the computational difficulty, this
method provides two significant advantages: (i) minimizing the
error in description of the input properties over the combined
temperature range, which is beneficial in regions where certain
properties are immeasurable; and (ii) test of mutual consis-
tency of the input data.

Thermodynamic relations are further described in ref. 71
and a detailed application on the case study of anthracene is
presented in ref. 116. The pVT behavior of the gaseous phase
was expressed by the means of second virial coefficient
estimated by the method by Tsonopoulos™’ using critical
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properties as input parameters. DBT and TTH were described
with the term for sulfides, while the term for amides was used
for CAZ and PTZ as suggested in Elliot et al.''® Next, A%4Cp m
was only correlated at p < 1000 Pa to avoid errors arising from
uncertainty of the pVT correction. In this work, the Cox
equation™® was used within the SimCor procedure, which
can be written as follows:

0 n
1n[% - (1 - ?;ﬁ) exp <§; Al»(T/K)i) )

Experimental results

This section presents a brief overview of reference thermody-
namic data that were developed in this work on the basis of
own measurements or consistent literature data. A detailed
discussion of the development of reference data and their
uncertainties is then provided in Section S4 or in the SI.

Temperatures of observed phase transitions and corres-
ponding enthalpies of the materials studied in this work are
listed in Table 3. All samples were stable upon melting except
CAZ, which exhibited a gradual decomposition that was obser-
vable through broadening of the peak of fusion (depicted in
Fig. S1). No signs of polymorphism were detected except for
phase transitions in CAZ and PTZ observed already in the first
runs. For CAZ, a step change of the heat flux was observed with
an inflex temperature being highly dependent on the heating
rate (documented in Table S1 and in Fig. S2). The reproducible
solid-solid phase transition in PTZ exhibited the lambda shape
(depicted in Fig. S3) with no significant thermal hysteresis.

Calculated ideal-gas thermodynamic properties used within
the SimCor treatment are listed in Table S2. Experimental
isobaric heat capacities of condensed phases observed in this
work by various methods are listed in Tables S3 and S4, while
their trends are depicted in Fig. S4. Final reference data on
condensed-phase heat capacities developed in this work can be
reproduced with a linear equation:

1y T
Cp,m/(J mol 1 K l) =a-+ hm (6)

with parameters a and b listed in Table 4.
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Table 4 Parameters of eqn (6) for experimental isobaric heat capacity of
condensed phases of the target materials measured in this work

Compound Phase Trnin—Tmax a b

CAZ crll 240-410 —7.40905 67.8159
crl 425-470 —53.7925 82.6645

TTH 1 375-470 143.773 45.2965

PTZ crl 240-450 6.48684 70.7215
1 445-470 156.981 41.6457

Experimental vapor pressures obtained in this work are
presented in Tables S5 and S6. Mutually and internally con-
sistent thermodynamic data sets (literature data printed in bold
in Tables S7-S9 and S12, auxiliary data in Table S10, and our
novel data listed in Tables S2-S4) were treated by the SimCor
procedure to obtain the description of the sublimation equili-
brium of the target materials. The resulting parameters of the
Cox eqn (5) are summarized in Table 5. A graphical comparison
of the trends of experimental sublimation pressures is given in
Fig. S5.

Discussion
Development of reference densities

Experimental data on crystal phase densities at various tem-
peratures were searched in the CSD database.>® Due to the very
limited number of available experimental data points at sub-
ambient temperatures, only a linear dependence of crystal
density on the temperature could be evaluated. Solely mutually
consistent data points corresponding to the given crystal form
were included (namely for CAZS°>'?%'>' pBT,5»7%122:123
PTZ,”>'**"*% and TTH’*'?%7'?%) in the development of reference
densities, as illustrated in Fig. S6. Scatter of the crystal-phase
densities corresponding to individual experimental ambient-
temperature measurements indicates that the current reference
densities at 298 K and at standard pressure are burdened with
uncertainties ranging from 2 kg m ™~ (for DBT) up to 11 kg m >
(for CAZ).

Condensed-phase behavior

Table S7 lists an overview of available literature data on the
melting temperatures and fusion enthalpies. For DBT and TTH,
highly accurate data from adiabatic calorimetry are available,
and thus no other literature sources are discussed. Both melting

Table 3 Calorimetrically determined phase-transition temperatures and enthalpies?

) Number of

Compound i T, /IK Treatment NHp, /K] mol ™" repetitions
CAZ crll-crl 410.0 + 0.5¢ Temperature at inflex point 0 5
crl-l 518.8 + 0.3 Onsets extrapolated to absolute purity 26.5 + 0.8 10
DBT? crl-l 371.7 £ 0.3 Onset corrected to impurity content 22.0 + 0.7 9
TTH cr-l 429.9 £ 0.3 Onset corrected to impurity content 27.3 £ 0.9 6
PTZ crll-crl 249.4 + 0.4 Peak temperature 0.13 £ 0.03 6
crl-l 458.8 £ 0.3 Onset corrected to impurity content 25.8 + 0.8 7

“ Determined at 100 + 10 kPa using a heating rate of 0.5 K min " unless noted otherwise; uncertainties are expanded uncertainties (k = 2). * T;

— 18

the temperature of transition from phase i to j, i.e. crl-1 corresponds to a melting point. © AiH,, is the molar enthalpy of transition from phases i to.

1

¢ Heating rate of 2 K min~" was used.
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Table 5 Parameters of the Cox eqn (5) describing the sublimation equilibrium of the target materials obtained by the SimCor procedure in this work?

Compound Phase (Tmin=Tmax)/K A A, x 10° A, x 10° To/K Po/Pa
CAZ crll 240-410 3.231284 —0.197186 0 519.53 8340.57
crl 410-519 3.281441 —0.347647 0 519.53 7764.98
1 519-631 2.965491 —0.422732 0 519.53 7765.41
DBT cr 240-372 3.456651 —0.179166 0 371.84 33.979
1 359-662 3.353469 —0.788051 0.429511 371.84 33.979
TTH cr 240-430 3.419090 —0.179873 0 429.49 198.37
1 375-630 3.313317 —0.877775 0.470772 429.49 198.37
PTZ crl 255-458 3.390750 —0.184194 0 458.22 341.45
1 445-470 3.291155 —0.825985 0.452374 458.22 341.45
% Recommended sublimation and/or vaporization enthalpies alongside their estimated uncertainties are listed in Table S12 in the SI.
temperatures and fusion enthalpies observed in this work are in  inconsistency seems to be the report of Bell et al,** who

agreement within the expanded uncertainties with the values
reported for DBT™*® and TTH."® Our observed data were also in
very good agreement with earlier results for CAZ'?'""*
PTZ,**"*” enabling us to develop reference values of the melting
temperatures, 519.0 + 0.5 K and 458.5 + 0.3 K, respectively. More
details on the uncertainty assessment and data processing are
given in the SI in Section S2.

Earlier reports suggest a solid-solid phase transition in CAZ
in the region between 420 and 460 K."*“'*® Existence of two
orthorhombic polymorphs was indeed confirmed with XRPD
measurements and no observed broadening of the NMR spec-
tral lines excluded free rotation of the molecules.”*' Our
observation showed that the apparent phase-transition
enthalpy changes with the heating rate as well as the phase
transition temperature. At low heating rates, the anomaly
resembled a glass transition without any relaxation enthalpy,
while at 5 K min~" and higher, some (albeit small) relaxation
enthalpy could be evaluated. This behavior satisfies the require-
ment that the enthalpy difference between crlI and crl far from
the phase transition must be independent of the heating rate.
Heat capacity of crll is lower than that of crI (see Table S3) to
the extent that the shift of the phase transition from 410 to
430 K observed with different heating rates corresponds to an
enthalpic difference of 0.30 kJ mol ", which manifests through
the ‘relaxation enthalpy’. Microscopic nature of the solid-solid
transition in CAZ and its classification (first- or second-order)
remains unclear. For further data treatment, we assume that
the phases crl and crIl have equal enthalpies and Gibbs
energies at approximately 410 K.

Literature also contains reports of polymorphism of PTZ
which are discussed in detail in the SI in Section S2. In short, a
second-order phase transition between a monoclinic and an
orthorhombic structure was originally reported,**® but a recent
study credibly reclassified it as a fist-order transition with only
a minor energetic and structural change.”” We observed the
lambda-shaped peak at 249.4 £+ 0.4 K (corresponding to the
maximum of the DSC curves). Variation of the phase-transition
temperature in literature (between 226 K and 251 K)">*39742
can be possibly attributed to shifts of the delicate equilibrium
imparted by solid-soluble impurities. Interestingly, this
work seems to be the first phase-behavior study of PTZ that
reports the sample purity and treatment. The only remaining

and
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described a mixture of plate and needle-shaped crystals at
room temperature, while it seems that the monoclinic phase
described by other authors’>'*"'** may not be superheated to
room temperature at atmospheric pressure. The existence of a
third PTZ polymorph within the P2, group that can be obtained
by recrystallization according to Bell et al'*® is therefore
possible.

Development of reference heat capacities

An overview of literature data available for condensed-phase
heat capacities is given in Table S8. For DBT and TTH, the
agreement of heat capacities observed in this work with the
reliable adiabatic heat capacity data’®*'*® corroborates our
experimental methodology. For crystalline CAZ, our results
are in a reasonable agreement with the earlier results observed
by PC-DSC that are burdened with higher uncertainty.’** A
detailed discussion about the agreement of individual data sets
is given in the SI in Section S3. Fig. S7-S9 illustrate mutual
agreement of the available heat capacity data sets for CAZ, DBT,
and TTH, respectively.

Ideal-gas heat capacities were previously calculated for
DBT'** and PTZ"*” using the B3LYP/6-31G(d) level of theory
and harmonic vibrational frequencies scaled by a single scale
factor. Such data sets differ from our calculations by about 2%
at 200 K, and the difference vanishes towards high tempera-
tures, as depicted in Fig. S10. This behavior is typical for
overcorrected harmonic frequencies that result from using a
single scale factor value that is too low for at least the deforma-
tion modes."* For that purpose, we assume that our current
calculations, which use a double-linear scaling of the frequen-
cies, result in ideal-gas heat capacities that are superior to those
in the literature in terms of their uncertainties. Note that using
separate scaling of the low- and high-frequency proved as
beneficial for the accuracy of thermodynamic modeling also
for aromatic systems,"*> not only alkanes. Transferability of the
double-linear scaling, developed originally for alkanes, also to
other systems was verified earlier,'*® and the related computa-
tional model was extensively demonstrated to yield thermody-
namic properties of the ideal-gas that are highly consistent with
other properties relevant to vapor-liquid or sublimation
equilibria.”*'*"7'® Qur calculated heat capacities of CAZ and
DBT are also in a reasonable agreement with an earlier study™"
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that reported heat capacities based on experimental molecular
geometries in crystal and complete vibrational assignments.
Those data sets are compared in Fig. S9 and discussed in detail
in Section S3.

Development of reference sublimation data

Literature sources available for vapor pressure data for the
compounds studied are listed in Table S9. Following the
SimCor procedure, we are able to test the mutual consistency
among individual data sets. That allows us to exclude obvious
outliers as well as vapor pressure data that are inconsistent with
the heat capacity difference between the solid and vapor phases
or fusion enthalpies from further data correlations. More details
about this procedure, including corrections for the non-ideal
behavior of the vapor phase (parameters listed in Table S10),
data assessment and a discussion on rejection of certain data
sets from the data correlations are given in Section 2.8.

Available literature contains several calorimetrically deter-
mined sublimation and vaporization enthalpies listed in Table
S12, which can be compared with our final reference sublimation
data that are depicted in Fig. 2. For CAZ, Fig. S11 shows that our
own sublimation-pressure measurements for the purified sample
and a single literature data set on vapor pressures™> were found
to be generally consistent with the available heat capacity data.
For DBT, the data obtained in this work, by Stejfa et al.,"** Chirico
et al.,'* and Razicka et al.”® are in good agreement and were all
included in the final fit as depicted in Fig. S12. A deviation of
about 1% between our two static apparatuses (STAT8 and STAT9)
in the overlapping temperature range is still covered by the
combined uncertainties of the two apparatuses, or exceeds it
negligibly. For TTH, the vapor pressure data included in the
correlation (Monte et al.,'*® Steele et al.,"** and this work) show
excellent mutual agreement in Fig. S13. Notably, three different
techniques and three independent laboratories involved yield a
mutually perfectly compatible description of TTH sublimation.
For PTZ, only the vapor pressure data measured in this work along
with the data set reported by Freitas et al.’*” were found to be
sufficiently consistent (Fig. S14).

For CAZ, differences between the recommended melting
temperature and fusion enthalpy and the SimCor results

View Article Online
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reach about twice the experimental expanded uncertainty (see
Table S11), pointing to a slight inconsistency between the
fusion properties and the vapor pressures. The liquid vapor
pressures by Senseman and Nelson'*? would be most probably
the critical segment. Table S11 further shows that fusion
properties of other compounds are described correspondingly
to their uncertainties.

For DBT, high-temperature vaporization enthalpies by Mraw
and Keweshan,'”* and sublimation enthalpies reported origin-
ally by Freitas et al.'** but recalculated using our reference
ideal-gas heat capacities were found to be consistent with our
description and were thus included in the final correlation. For
TTH and PTZ, none of the literature data on sublimation
enthalpies in Table S12 were found to be consistent with the
SimCor description, as discussed in detail in Section S2 in the
SI. Tabulated sublimation enthalpies described from the Sim-
Cor are given in Table S13 and their temperature trends are
illustrated in Fig. S15-5S18.

An ultimate verification of the mutual compatibility of the
independent thermodynamic data sets included in the SimCor
data treatment then represents the comparison of ideal-gas
entropies from our B3LYP calculations and their experimental
counterparts derived from the high-quality adiabatic heat capa-
city data and the sublimation properties derived from SimCor.
These entropic data listed in Table 6 differ by no more than
1.0 J K~ ' mol ™" which indicates a very good consistency of our
SimCor description of the sublimation equilibrium. Note that
any significant difference between those entropy values would
either originate from residual entropy at 0 K (related to disorder
in the crystal structure) or an error in one of the correlated
data sets.

Finally, for the purpose of benchmarking our DFT computa-
tional models, we derived low-uncertainty sublimation
enthalpy values at 0 K (Table 7), which represent state-of-the-
art reference description of sublimation of the target materials.

Microscopic quasi-harmonic modelling

This section presents computational results assembled for the
quasi-harmonic modelling of the target crystal phases. Static
electronic energies, densities of phonon states, and thence

- 100 120
100 ~e 100 \?
- R . | —
© 1 |
S 80 ! 1 100
2 80 | 80 :
N
]
5
60 \ 60 60 80 1
200 400 600 200 400 600 200 400 600 300 400 500
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Fig. 2 Temperature trends of reference sublimation and vaporization enthalpies of the considered compounds as obtained from the SimCor method.

Figures correspond from left to right to CAZ, DBT, TTH, and PTZ.
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Table 6 Overview of thermodynamic properties of the crystalline phases:
absolute molar entropies AS%'lSKSrOn(cr), standard sublimation entropies Ag,
S8, and absolute molar entropies for the vapor phase. All entropy data are
given in J mol™* K™t and are valid at 298.15 K and 100 kPa®

Compound  AZ***°%s? (cr) A8So. P Stu(g)° 80.(2)?

CAZ (crl) NA 186.5 + 1.5 NA 383.4 £ 1.5
DBT 204.20 & 0.46"*° 186.8 +£ 0.6 391.0 + 0.8 390.4 + 1.6
TTH 230.89 & 0.52™° 194.6 + 0.9 425.5 + 1.1 4245 + 1.7
PTZ (cr) NA 193.3 + 1.7 NA 421.0 £ 1.7

“ Uncertainties given are the expanded uncertainties (k = 2). > SimCor
results, values derived from the Cox equation with parameters in
Table 5. ¢ Experimental value, S,(g) = AF**°Xs0(cr) + A%.52,(298.15 K).
 Values calculated at the B3LYP-D3 level of theory, see Section 2.2.

resulting vibrational Helmholtz energies, all calculated expli-
citly as functions of unit-cell volume using the PBE-D3 and PBE-
D4 models, are compared at first to lay the foundations for
further discussion of trends among macroscopic thermody-
namic observables computed using the PBE-D3 and PBE-D4
models.

Trends in the calculated static electronic energies, E.;, are
depicted in Fig. 3. The most important observation regarding
the differences between E(Vy,) curves obtained from PBE-D3
and PBE-D4 models is that PBE-D3 shifts the entire Eq (Vi)
curves to smaller molar volumes. The respective difference of
the minimum-energy volume coordinate V, is less than 1%, but
it systematically affects the equilibrium densities of the crystals
predicted by the two methods. Apart from this systematic shift,
both models predict E.(V;,) curves very similar in shape and
curvature as depicted in Fig. S19. Only a detailed inspection of
E.(Vim) curves expressed in terms of reduced volumes (actual
volume divided by the optimal volume) reveals that PBE-D4
exhibits a very weak tendency to yield less steep E(Vy,) curves
(see Fig. S20).

Fig. 3 also contains additional results to extend this compar-
ison of the predicted coordinates of E¢(Vy,) curve minima, and
to verify whether the observed hierarchy between D3 and D4
models holds also when a more sophisticated r*SCAN func-
tional is applied, or a completely different TS dispersion model
is adopted. These data confirm that the D4 model system-
atically yields larger optimized unit-cell volumes than D3 even
when the r’SCAN functional is used. All dispersion-corrected
’SCAN results are somewhat lower (by 1-3%) than their
respective dispersion-corrected PBE counterparts which seems
promising as r’SCAN could yield more accurate quasi-harmonic
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equilibrium unit-cell volumes, as discussed below. Concerning
the TS dispersion model, it is found to yield optimized unit-cell
volumes that are by up to 2% higher than D3 when coupled
with any of the two considered functionals (except CAZ), but
very similar to D4 (differing no more than by 0.6%). A numer-
ical comparison of these six data sets of optimized unit-cell
volumes is listed in Table S14.

Dynamic degrees of freedom of the crystals are described in
terms of the density of phonon states. Densities of phonon
states calculated for the V, volumes are shown in Fig. S21.
These characteristics of the individual crystal structures are
closely similar for both PBE-D3 and PBE-D4 methods and the
macroscopic view across the entire wavenumber range does not
reveal any systematic phonon-frequency shifts between the
models. Marginal variations in the densities of phonon states
predicted by both models also lead to very small differences in
zero-point vibrational energies of the crystals. These differences
in individual zero-point energies amount to less than 0.1 kJ
mol ! with individual zero-point energies listed in Table S15.

Fig. 4 depicts examples of calculated Ay;p(Vy,) trends for TTH
using the PBE-D3 and PBE-D4 models (results for the remain-
ing materials are depicted in Fig. S22). Both levels of theory
yield Ayip(Vin) curves very similar in magnitude which is a
consequence of the closely resembling phonon densities of
state that rules out any large vertical Ay;(Vy,) shifts. The actual
differences of A;, values obtained by both models depicted in
Fig. 4 match the order of magnitude of the zero-point energy
differences computed by the two models. Importantly, the zero-
point energy is an increasing function of the phonon frequency,
whereas the vibrational Helmholtz energy at finite tempera-
tures is a decreasing function of the phonon frequency due to
the behavior of its entropic component. Nonetheless, Fig. S23
reveals that the isothermal Ay;,(V,y,) functions from both models
somewhat differ in their slopes, (04,i/0Vin)r At smaller molar
volumes, and thus at elevated pressures or low-enough tem-
peratures, PBE-D3 predicts slightly steeper A,i,(Vi,) curves
(except PTZ). However, at larger molar volumes (corresponding
to low pressures or elevated temperatures), this hierarchy gets
inverted with the PBE-D4 (0A,ip/0Vin)r terms being higher in
absolute value. Fig. 4 depicts that two of the four target
materials follow the former regime (i.e. with steeper PBE-D3
Ayin(Vim) curves) at 298 K and at the standard pressure. Differ-
ences in the (0Ayi,/0Vy)r terms obtained from both models
range from —6% (for CAZ) to 8% (for PTZ). At the standard
pressure, such differences remain nearly constant with respect

Table 7 Overview of thermal contributions to molar enthalpy of the crystalline and vapor phases A3°82°KH2 (cr) and AZ°8°H2 (g), and sublimation
enthalpies AZHS, at 298.15 K and at 0 K. All enthalpy data are given in kJ mol™*¢

Compound APEREHO (cr) AE.H? (298.15 K)P APERED (g)° A&HY, (0 K)
CAZ (crll) NA 105.68 + 0.61 26.45 + 0.21 NA

DBT 30.44 + 0.07'%° 93.92 + 0.23 26.91 + 0.22 97.45 + 0.32
TTH 34.36 + 0.08"° 105.06 & 0.34 30.77 + 0.25 108.65 =+ 0.43
PTZ (crl) NA 109.12 + 0.68 29.84 + 0.24 NA

“ Uncertainties given are the expanded uncertainties (k = 2). ” SimCor results, values derived from the Cox equation with parameters in Table 5.

¢ Values calculated at the B3LYP-D3 level of theory, see Section 2.2.
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Fig. 3 Illustration of how static electronic energies E,; modelled by PBE-D3 and PBE-D4 for phenothiazine vary with respect to the molar volume V,,, of

the crystal (left); and a comparison of molar-volume coordinates Vq of the minimum points of E¢ (V) curves calculated for the target crystal forms using
either PBE or r’SCAN functionals coupled with either D3, D4 or TS dispersion models (right).
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Fig. 4 Illustration of the vibrational Helmholtz energy of crystalline thian-
threne as a function of molar volume at selected temperatures (left) and a
comparison of the slopes of A,i,(V,) functions calculated using either the
PBE-D3 or PBE-D4 models for all the target materials at 298 K and at
predicted equilibrium volumes corresponding to the standard pressure.
Value 4 represents the A,ip(Vi) slope from PBE-D3 minus that from PBE-
D4, in J cm™2 (right).

to temperature for DBT and TTH, whereas they steadily rise
with temperature for PTZ, as depicted in Fig. S24. The differing
Ayib(Vim) slopes observed for both models indicate a distinct
performance of the models in describing variations of local
curvatures of the potential energy surface, which correspond to
individual normal phonon modes, with respect to the crystal
volume, and thus also the length of intermolecular contacts. In
addition, significant variations of the (0A,;,/0Viy)r term over
relevant volume ranges justify the use of non-linear Ayp(Vin)
interpolation within our quasi-harmonic procedure.

Benchmarking structural and thermodynamic properties

Examples of total quasi-harmonic A.(T, Vy,,) functions, govern-
ing the thermodynamic behavior of the crystals, are given in
Fig. S25. Fig. 5 compares calculated quasi-harmonic equili-
brium crystal-phase densities at the standard pressure
with their experimental counterparts. Complete results of

This journal is © the Owner Societies 2025

r v 1.50
145 [ PBE-D3
[_IPBE-D4
[ Reference -
1.40 T
® @ 1.40} 1
& £
o
o 135 1o
< <1.30 ]
DBT
1.30 ——PBE-D3
PBE-D4
Reference
125700 200 300 0 < e
T.K F g <
Fig. 5 Illustration of trends of experimental reference densities p for

dibenzothiophene and those calculated using the quasi-harmonic proto-
col and PBE-D3 and PBE-D4 models (left); and a comparison of experi-
mental and calculated crystal-phase densities at 298.15 K and at the
standard pressure for all the target materials (right).

variable-temperature density calculations are depicted in Fig.
S26 and listed in Table S16.

While both computational models underestimate the den-
sities, PBE-D3 is found to outperform PBE-D4, the former
yielding densities systematically higher by up to 2%. This
behavior is clearly traceable to the predicted hierarchy of the
volume coordinates of the E. (V) curve minima. Deviations in
densities between both models change monotonically with
temperature, exhibiting mutual divergence as the temperature
increases (with the exception of PTZ, see Fig. S27). The PBE-D3
model yields densities that deviate from the experiment by
—3% to —1% at the ambient temperature, as can be seen in Fig.
$28. Since r’SCAN calculations yield these volume coordinates
of the E(V) curve minimum at 1-3% lower volumes, it can be
expected that such dispersion-corrected r*SCAN models would
yield crystal-phase densities even closer to the experiment than
the currently observed PBE data sets.

Coefficients of isobaric thermal expansion, o, derived from
the temperature trends of calculated densities (Fig. S29 and
S30), reveal that the PBE-D4 model predicts stronger thermal
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Fig. 6 Illustration of the temperature trends of experimental isobaric heat

capacities Cglm for crystalline carbazole and those calculated using the
quasi-harmonic protocol and PBE-D3 and PBE-D4 models (left); and a
comparison of experimental and calculated crystal-phase heat capacities
at 298.15 K and ambient pressure for all the target materials (right).

expansion (by up to 25%) for crystals for all the target materials
except PTZ. These predicted thermal-expansion trends are an
imprint of the interplay between the slightly less steep Eei(Vin)
curves predicted by PBE-D4 and the hierarchies of the Ay;p(Vin)
slopes predicted by both models. In particular, the significantly
steeper Ayip(V) slope yielded from PBE-D3 for PTZ translates to
its more pronounced thermal expansion within that model
when compared to PBE-D4.

Fig. 6 illustrates trends for calculated and experimental
isobaric heat capacities. Results for CAZ are used there as a
demonstrative example of the typical hierarchy among both
computational models and the experimental values (see Fig.
S31 for analogous comparisons for the remaining materials). In
general, relative deviations between PBE-D3 and PBE-D4 pre-
dictions do not exceed 5%, and the latter model yields higher
heat capacities for all target materials except for PTZ, as
illustrated in Fig. S32. At 298 K, the largest deviation between
the two methods is seen for CAZ (5.0 J mol ' K™* ~ 2.4%) with
the two data sets diverging as temperature increases, reflecting
the overstated thermal expansion by the PBE-D4 model. Only
for PTZ, the heat capacities predicted by PBE-D4 are lower than
the PBE-D3 results, which agrees with its understated thermal
expansion from the PBE-D4 model.

Heat capacities calculated through the PBE-D3 model are
consistently closer to the experimental values at 298.15 K when
compared to the PBE-D4 results. Over the temperature range
covered by the current experiments, percentage deviations of
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computed heat capacities from experimental values range from
—1.5% to 15% for PBE-D3 and from —2.0 to 20% for PBE-D4.
The most outlying heat-capacity predictions belong to DBT.
For the other materials, the respective computational errors
are appreciably lower, corresponding to a very good computa-
tional accuracy in terms of the quasi-harmonic DFT-D heat
capacities.****°>®” For PTZ and TTH, the relatively unimpor-
tant temperature trends of these relative deviations and small
absolute deviations indicate that our predictions capture their
experimental heat capacities very closely over broad tempera-
ture intervals, as depicted in Fig. S33. An adverse impact of
overestimated thermal expansion for DBT can be seen in the
steeply increasing computational errors of its heat capacities at
elevated temperatures. Nonetheless, such results are still con-
sistent with the typical accuracy of DFT-D quasi-harmonic
models of heat capacities for molecular crystals.**>*%® Calcu-
lated crystal-phase heat capacities are listed in Table S17.

Concerning the gas-phase heat capacities, Fig. S34 shows
the qualitative agreement of both PBE-D models with the
reference values computed from scaled B3LYP-D3 vibrational
frequencies. Impact of the dispersion correction on intra-
molecular vibration modes of relatively rigid molecules is
generally small.

Benchmarking sublimation enthalpies

Absolute values of calculated cohesive energies |Ecopn|, which
naturally dominate predictions of the sublimation enthalpies,
are listed in Table 8. In most cases, |Econ| exceed 100 kJ mol
which corresponds to the molecular size and the lack of proper
hydrogen bonding within the crystal structures. Despite very
similar structural and thermodynamic descriptions by the two
PBE-D models, resulting E.., values differ by nearly 4 k] mol ™
for all the target crystals, with PBE-D3 systematically predicting
stronger cohesion. Fig. S35 shows that PBE-D3 gives higher
(less negative) electronic energies for monomers than PBE-D4
does (by 4.5-6.1 k] mol "), while the analogous differences for
the crystal phase are smaller (0.1-2.1 k] mol™"). Note that these
discrepancies in monomer energies between the two models
arise indeed from the D3 and D4 dispersion energies. The
underlying self-consistent PBE energies differ less than 0.03 kJ
mol ' between the employed VASP5 and VASP6 versions.
Summation of |E..,| with zero-point energy contributions
AsunEzp leads to sublimation enthalpies at absolute zero. With
differences in Aq,Ezp being negligible (<0.1 kJ mol™ "), Ag,H
at 0 K naturally retains the hierarchy and systematic offset

Table 8 Calculated cohesive energies E.on, zero-point contributions to sublimation enthalpies Ag pEzp, sublimation enthalpies A pH at 0 K, thermal

contributions to Ag,pH at 298 K, and Ag,,H of target materials at 298 K.
in kJ mol™

All data are computed using the PBE-D3/D4 models and values are given

Material —Eeon AsubEzp AsubH (0 K) AsubHherm (298 K) AsubH (298 K)
Dispersion model D3 D4 D3 D4 D3 D4 D3 D4 D3 D4
CAZ 111.85 107.19 —4.90 —4.82 106.95 102.37 —3.46 —3.95 103.49 98.42
DBT 100.22 96.79 —3.77 —3.74 96.45 93.05 —4.67 —4.94 91.78 88.11
PTZ 120.31 116.16 —4.33 —4.29 115.98 111.87 —3.36 —3.26 112.63 108.61
TTH 112.85 108.85 —4.13 —4.10 108.64 104.75 —3.60 —3.79 105.04 100.96
17740 | Phys. Chem. Chem. Phys., 2025, 27,17730-17749 This journal is © the Owner Societies 2025
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between the two models observed for the same cohesive ener-
gies. Notably, the PBE-D3 model yielded Ay,,H at 0 K within
1 kJ mol " or better for DBT and TTH, where the availability of
experimental heat capacities of those crystals enabled to eval-
uate the reference values of Ay, H at 0 K to be 97.45 kJ mol™*
and 108.65 k] mol " for DBT and TTH, respectively.

While PBE-D4 generally predicted more negative thermal
contributions to Ag,,H at 298 K than PBE-D3, differences were
rather small (< 0.5 kJ mol %), not altering in turn the trends in
AgqupH established at 0 K. This behavior was demonstrated for
PTZ in Fig. 7 where temperature trends for calculated sublima-
tion enthalpies are depicted. Nearly constant vertical offsets of
the calculated Ay,,H curves confirm that both models differ
predominantly in the cohesive energies, and that the impact of
phonon-based thermal contributions is only minor. Fig. S36
depicts in detail that the thermal contributions to Ag,,H range
from 2 to 6% at 298 K and always account for less than 11% of
total AgupH near the upper-temperature bounds of thermody-
namic stability of the materials.

Fig. S37 shows the temperature trends of calculated Ag,p,H in
detail, while Table S18 lists Ag,,H calculated at selected tem-
peratures. Fig. 7 illustrates the superior performance of PBE-D3
for predicting Aq,,H, occurring for all the target systems but
PTZ. Surprisingly, values of Ag,,H predicted by PBE-D4 for PTZ
are in a sub-k] mol " agreement with experiment, being in a
stark contrast to the larger errors of 6-8 k] mol™* observed for
the remaining materials (see Fig. S38). Furthermore, the PBE-
D4 model underestimates Ag,,H across all materials at (sub-
Jambient temperatures and it further diverges from PBE-D3 at
elevated temperatures (again except PTZ, see Fig. S39). These
results highlight the challenges of enthalpic calculations that
incorporate sophisticated dispersion corrections, such as the
D4 model, particularly when coupled with relatively low-tier
DFT functionals that are prone to delocalization errors, but
allow for reasonable computational costs even for complex
periodic systems. Ag,,H values at 298 K calculated by the
PBE-D3 model for CAZ and DBT are underestimated, unlike
the overestimated PBE-D3 results for PTZ that exhibit the
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Fig. 7 lllustration of the temperature trends of experimental sublimation

enthalpy for crystalline phenothiazine and those calculated using the
quasi-harmonic protocol and PBE-D3 and PBE-D4 models (left); and a
comparison of experimental and calculated sublimation enthalpies at
298.15 K for all the target materials (right).
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largest error amounting to 3.5 k] mol™' (x3.2%) at 298 K.
Considering the systematically lower Aq,,H obtained from the
PBE-D4 model, their errors range from 0.5 to —7.3 kJ mol ™.

In the context of other benchmarks of DFT-D-calculated
sublimation enthalpies for molecular crystals,*”*" these gener-
ally low computational errors observed for the PBE-D3 model
fulfill the chemical accuracy criterion (errors below 4 k] mol ™).
That demonstrates a fair performance of the current PBE-D3
computational model for the target heterocyclic materials. It is
also useful to put the evaluated computational accuracy of the
current Ag,p,H results in the context of a typical scatter of
individual literature experimental data entries on Ag,,H at
298 K originating from distinct laboratories. Mean average
differences of available literature A¢,,H values from the current
SimCor results amount to 8.3, 3.1, 4.2, and 3.6 k] mol~" for
CAZ, DBT, TTH, and PTZ, respectively. Comparing such an
experimental scatter with the observed computational errors
indicates that the accuracy of periodic DFT-D computational
methods can approach the expected uncertainty of isolated
experimental literature data entries for low-volatile materials
that are similar to those targeted in this work. It needs to be
emphasized, however, that the experimental uncertainties can
be further lowered to the sub-chemical-accuracy region through
the data-demanding SimCor approach and related critical data
assessment.

Variation of Ag,,H with respect to temperature is described
qualitatively well by both models. The slopes of reference and
calculated Ag,p,H(T), corresponding to the magnitude of a
AgupCp term, are mostly within 15 J K ' mol ™ from each other,
except for DBT at 350 K where computational errors for PBE-D3
and PBE-D4 reach 25 and 35 ] K™ mol " (x~79% and 111%),
respectively.

The observed performance of periodic PBE-D3 and PBE-D4
predictions of sublimation enthalpies can be interpreted in
terms of the accuracy of the individual interaction energies
predicted by these models. In particular, one should focus on
proximate molecular dimers and trimers that can be extracted
from the optimized crystal structures. Given the dominance of
short-range dispersion interactions in these materials, subse-
quent analyses will focus only on the first coordination shell
around a reference molecule from each crystal structure, which
spans molecular contacts roughly up to 3.5 A.

Fig. 8 compares the pair-interaction energies Ej,. of prox-
imate dimers calculated using the reference method DLPNO-
CCSD(T)/CBS (which mimics the gold standard for modelling
non-covalent interactions) with values predicted from appro-
priate combinations of the PBE and r*SCAN functionals and the
three dispersion-correction models D3, D4, and TS. Within the
narrow first coordination shell, individual values of E;, do not
display a clear relationship with pair distances as mutual
molecular orientation is very important at short distances.
For close intermolecular contacts, corresponding to the first
coordination shell, the full resolution of individual atoms to
model the molecular interactions is very important as inter-
action energies depend in such cases in particular on which
functional groups get into the closest contact. For instance,
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Fig. 8 Comparison of the closest pair interactions extracted from the target crystal structures calculated using either PBE or r’SCAN functional and
either D3, D4 or TS dispersion corrections with the reference results of DLPNO-CCSD(T)/CBS calculations. Geometries of the dimers corresponding to
the strongest attractive interaction in individual crystal structures are depicted as insets.

assuming a two-molecular cluster at a fixed short contact
distance, its interaction energy will strongly depend on any of
the following features: (i) proximity of multiple electronegative
moieties; (ii) proximity of an electronegative and an electro-
positive moiety; (iii) presence of either a parallel or antiparallel
alignment of electric dipoles; (iv) proximity of a strong perma-
nent multipole with a highly polarizable moiety, and so forth.
These orientational factors are extremely important as they
contribute not only to electrostatic interactions, but also to
induction, dispersion and exchange effects that are known for
their short-range character.

For the most intense attractive pair interactions exceeding
roughly —20 kJ mol™"' in magnitude, PBE-D3 (more signifi-
cantly) and PBE-D4 (slightly) underbinds the pair interactions
with respect to the DLPNO-CCSD(T) reference results, whereas
PBE-TS overbinds these dimers for all the considered materials.
Interestingly, pair interactions modeled with r’SCAN are pre-
dominantly slightly less attractive than their PBE counterparts.
The employed r*SCAN-TS model yields the most intense attrac-
tions among the considered r>SCAN data sets. However, the
hierarchy between r’SCAN-D3 and r’SCAN-D4 pair interactions
is predominantly inverted to that observed for PBE results, now
with r’SCAN-D3 yielding the more bound dimers.

These trends are further underscored in Fig. S40, confirming
that the r’'SCAN-D4 and PBE-TS data sets represent predomi-
nantly the least and the most intense attractive interactions.
Table 9 lists root-mean-squared deviations of all the considered
DFT-D pair interactions energies from the reference DLPNO-
CCSD(T) results. Based solely on this metric, the PBE-D4 theory
could be assessed as the most accurate to describe the dimers,
mimicking the reference values at the closest, whereas r>’SCAN-
D4 differs the most. Absolute pair interactions calculated using
all DFT-D methods and the reference theory are once more
compared graphically in a diagonal plot in Fig. S41. A complete
list of the analyzed pair interaction energies and related mutual
molecular orientations in all considered dimers is given in
Table S19.

Focusing on dimers exhibiting the most intense attractive
interactions, Fig. S42 depicts the so-called reduced density

17742 | Phys. Chem. Chem. Phys., 2025, 27,17730-17749

Table 9 Root-mean-squared deviations (in kJ mol™?) of pair-interaction
energies of the proximate dimers extracted from the first coordination
shell of PBE-D3 optimized crystal structures of the target materials and
calculated at individual DFT-D levels of theory from reference DLPNO-
CCSD(T) results

Method PBE-D3 PBE-D4 PBE-TS r’SCAN-D3 r*SCAN-D4 r*SCAN-TS

2-Body 1.56
3-Body 0.47

1.02
1.07

2.06
0.32

2.15
0.53

2.62
0.50

1.31
0.73

gradient (RDG) plots which enable the identification of the
most important contact points within a cluster of interacting
molecules. Comparison of the coordinates of the RDG critical
points (sharp peaks where RDG approaches zero values)
enables to characterize the most important cohesive features
in the crystals. For DBT, such RDG critical points occur between
—0.01 and 0.00 a.u. in terms of the signed electron density,
which corresponds to weak dispersion attractions due to
C-H- - - contacts. Similar positions of the RDG critical points
can be observed also for CAZ and TTH, being shifted slightly
below —0.01 a.u., which rules out any proper hydrogen bonding
in CAZ crystals. For PTZ, an RDG critical point is present at the
lowest signed electron density, but still above —0.02 a.u.,
corresponding to the N-H- - -S hydrogen bond of a very weak
intensity in its crystal.

The dimer analysis reveals that the PBE-D3 level of theory
underbinds individual pair interactions (with respect to both
PBE-D4 and coupled-clusters results), although PBE-D3 yields
larger sublimation enthalpies than PBE-D4. That leaves space
for additional interactions to cause the sublimation enthalpy to
be underestimated by the PBE-D4 model. A similar analysis of
three-body interaction energies of proximate molecules,*®"
i.e. interaction terms contributing to the energy of a full trimer
beyond the molecular-pairwise interactions, can identify sys-
tematic trends in treatment of molecular many-body interac-
tions by individual PBE-D methods.

Fig. 9 illustrates that three-body interactions composed of
the dimers from within the first-coordination shell exhibit a
hierarchy distinct from what was observed for the pair
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Fig. 9 Comparison of the closest three-body interactions extracted from the target crystal structures calculated using either PBE or r’SCAN functionals
and either D3, D4 or TS dispersion model with reference DLPNO-CCSD(T)/CBS results. The three-body distance of an ABC trimer is defined using the

closest-contact distances in its individual dimers: d = (dag>-dac>-dgc)Y®.

interactions. In accordance with the Axilrod-Teller-Muto
(ATM) model for three-body dispersion interactions of indivi-
dual atoms,*®*° also the currently observed three-body mole-
cular interaction terms in the target crystals are predominantly
positive, thus representing a repulsive contribution towards the
overall crystal cohesion. Importantly, the repulsive character of
molecular three-body terms effectively increases in a row: PBE-
TS < PBE-D3 < PBE-D4, all such results being more repulsive
than the reference DLPNO-CCSD(T)/CBS theory. On the other
hand, r*SCAN results on the three-body terms are predomi-
nantly less repulsive than the reference theory with the disper-
sion models following the same hierarchy. The least and the
most repulsive characteristics of the trimers from the PBE-D4
and r’SCAN-TS models are further emphasized in in Fig. $43
and S44. Note that only the D4 model contains the ATM terms
by default, so that the observed hierarchies of DFT-D molecular
three-body terms is also affected by three-body induction
effects which can be, unlike the dispersion, handled by the
uncorrected DFT functionals.

RMSD values of DFT-calculated three-body terms from the
reference data set, listed in Table 9, indicate that the PBE-TS
exhibits the best performance in this case although that theory
was not designed to explicitly treat three-body interactions.
Such an observation can be thus regarded as a coincidence
arising from fortuitous error cancellation. On the other hand,
the considered levels of theory (including the D4 model) yield
RMSD values larger by a factor of 2 to 3. The excessive three-
body repulsion in the D4 model can be traced to its ATM
component. Note that the ATM term is turned off in the PBE-
D3 model by default. Clearly, these overly repulsive three-body
terms in the D4-containing models contribute significantly to
the underestimation of the sublimation enthalpies for all the
four materials we considered.

Benchmarking sublimation pressures

Quasi-harmonic calculations for the crystal phase and RRHO
calculations for the vapor phase also allow a temperature-
dependent description of the standard sublimation entropy
AgupS°. Fig. 10 shows a comparison of the calculated and the

This journal is © the Owner Societies 2025

reference sublimation entropies at 298.15 K among the target
materials, while Fig. S45 and S46 present the trends and
corresponding errors over a broader temperature range. In all
cases, the vapor phase is described as an ideal gas at the
standard pressure of 100 kPa.

The PBE-D3 and PBE-D4 models underestimate Ag,,S° by 3-
9% and 4-11%, respectively, with the computational errors
predominantly increasing with temperature. PTZ is the only
material where errors of calculated Ag,S° remain nearly con-
stant around —7%, being almost independent of the choice of a
particular PBE-D model. On the contrary, PBE-D4 yields lower
AgubS® values (thus less accurate) than PBE-D3 over broad
temperature ranges for CAZ, DBT, and TTH, with the mutual
differences reaching up to 4% (see Fig. S47). The larger errors
observed in the Ag,,S° obtained through PBE-D4 are a conse-
quence of the overestimated quasi-harmonic heat capacities of
the crystal phases. Results of both Ag,,S° models then naturally
diverge with temperature, although to a lesser extent than the
sublimation enthalpy.

Finite-temperature entropy of a material depends on its
phonon frequencies, with low-frequency modes contributing
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Fig. 10

Illustration of the temperature trends of experimental standard

sublimation entropy for crystalline thianthrene and those calculated using
the quasi-harmonic protocol and PBE-D3 and PBE-D4 models (left); and a
comparison of experimental and calculated standard sublimation entro-
pies at 298.15 K and 100 kPa for all the target materials (right).
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more importantly. As long as both computational models yield
very similar phonon frequencies, also thence resulting subli-
mation entropies are very close. Computational uncertainties
related to the low-frequency lattice and intramolecular modes
of molecular crystals typically reach tens and low-units of
percent, respectively,®> imparting the observed large errors of
calculated sublimation entropies. In addition, differences
between the treatments of ideal-gas entropy within the compu-
tational PBE data sets and the reference data set also contribute
to this observed off-set.

Benchmarking sublimation pressures represents the most
stringent test of accuracy for first-principles models of
sublimation.>® Table S20 lists the calculated sublimation pres-
sures at selected temperatures while Fig. S48 illustrates the
comparison of trends of calculated and experimental sublima-
tion pressures. Fig. 11 shows that PBE-D3 consistently under-
estimates pg,, across all materials at 298 K, whereas PBE-D4
does so only for PTZ. At the same time, PBE-D4 predicts pgup
values that are larger at least by a factor of three when
compared to those from PBE-D3. The computational accuracy
of both PBE-D3 and PBE-D4 py,, results, exhibiting root-mean-
squared deviations from the experiment amounting to 64% and
112%, respectively, can be then accepted as very good, espe-
cially in the context of the immense computational sensitivity
of the sublimation pressures to any computational noise.>

The trends observed among calculated pg,, can be explained
in terms of an interplay between the computational errors in
the enthalpic and entropic contributions to the Gibbs energy of
sublimation. The prevailing overestimation of PBE-D4 pres-
sures is a consequence of underestimation of the related
sublimation enthalpies. Such 4-7 kJ mol ™' errors in the sub-
limation enthalpy can easily propagate to an order-of-
magnitude error of the sublimation pressure.*” In this case,
however, the concurrent underestimation of both the sublima-
tion enthalpy and sublimation entropy represents a fortuitous
coincidence, leading to large error cancellation between
both terms.
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Fig. 11 Illustration of the temperature trends of experimental sublimation

pressure for crystalline carbazole and those calculated using the quasi-
harmonic protocol and PBE-D3 and PBE-D4 models (left); and a compar-
ison of experimental and calculated sublimation pressures at 298.15 K for
all the target materials (right).
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As a consequence, the overall errors of pg,, values pre-
dicted with PBE-D4 reach factors of 2-3 rather than entire
orders of magnitude. Fig. S49 presents an overview of
the computational errors in the Gibbs energy of sublimation
that are predominantly appreciably lower (by a factor of 2-3)
than the corresponding sublimation enthalpy errors. Under-
estimation of calculated sublimation enthalpy, nevertheless,
propagates to too mild slopes of the pg,,(T) functions, which
is best illustrated in Fig. S48 by the PBE-D4 results for CAZ
and DBT. Similarly, higher sublimation enthalpies from
PBE-D3 translate to lower pg,, values than what PBE-D4
predicts.

Impact of the errors in sublimation entropy can be best
illustrated for the case of PBE-D3 results for TTH. Its sublima-
tion enthalpy is captured with a very small error (less than
0.1 k] mol ™), but its sublimation entropy is underestimated
(6.6 ] K" mol ™). Altogether, a nearly 2 k] mol™" error in the
standard Gibbs energy of sublimation at 298 K corresponds
to a 56% error in the sublimation pressure. Similar observa-
tions on the entropic effect can be made for the PBE-D4 results
for PTZ.

Given that the orders of magnitude of the sublimation
pressures at 298 K range from 107> to 10~ > Pa, the absolute
errors of predicted pg,, amount to fractions of millipascals.
Only for DBT exhibiting the highest volatility, such computa-
tional errors reach low tens of millipascals.

Finally, it remains to link the hierarchy of the modelled
volatility of individual target materials with their cohesive
interactions. Fig. S50 shows very strong correlations between
the sublimation enthalpy (sublimation pressure likewise) of a
bulk material and the energy of the (three) most intense
attractive pair interactions in its crystal structure. The absence
of the -NH- linker in DBT and TTH leaves out any potential for
significant hydrogen bonding, which lowers their cohesion and
augments their volatility.

In particular, PTZ is the least volatile material in our set
(despite being a lighter molecule than TTH). PTZ also exhibits
the strongest pair interaction dominated by the N-H- - -S hydro-
gen bond in its crystal structure, as illustrated in Fig. 8. The
opposite holds for the most volatile material in our set, DBT. Its
strongest dimer is governed only by substantially weaker
C-H: - -n interactions. The large bend of the TTH molecule
seems to rule out a simple herringbone packing of its crystal.
Instead, a distinct packing motif with two adjacent molecules
being interlocked, leaving a vast potential for both n-n and
C-H-- - interactions (depicted in Fig. 8), leads to a larger
cohesion than what is observed in DBT. Comparing the inter-
actions and properties within the CAZ-PTZ pair and within the
DBT-TTH pair, where the latter molecules always contain one
more sulfur atom, the most intense pair interactions within the
latter (thus heavier) material are always stronger, and the
volatility of the latter is always lower.

Occurrence of the N-H- - -S hydrogen bond in crystalline PTZ
is an important feature that distinguishes this crystal from the
remaining target materials. Concurrently, PTZ behaves as an
outlier within our benchmark, exhibiting mostly opposite
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Table 10 Root-mean-squared percentage deviations (RMSD) of quasi-harmonic properties of the target crystals at 298.15 K calculated in this work
using either the PBE-D3 or PBE-D4 periodic quasi-harmonic models: density p, isobaric heat capacity C5', sublimation enthalpy As,,H, standard

sublimation entropy AsubSO, and saturated sublimation pressure pgup

Property p G, AsunH Ag,S° Dsub

Model D3 D4 D3 D4 D3 D4 D3 D4 D3 D4
CAZ & DBT* 2.6% 3.9% 4.6% 6.8% 2.2% 6.5% 6.5% 8.0% 44% 143%
PTZ & TTH? 1.0% 1.6% 0.4% 1.0% 2.3% 2.8% 5.7% 6.1% 77% 78%
Global 2.0% 3.0% 3.3% 4.9% 2.2% 5.0% 6.1% 7.1% 63% 116%

¢ RMSD computed only for CAZ and DBT, containing a five-membered heterocycle in between two six-membered carbon rings. > RMSD computed
only for PTZ and TTH, containing a six-membered heterocycle in between two six-membered carbon rings.

trends to the other materials. Importantly, it is also the only
system where the PBE-D4 model captures all the considered
properties better than PBE-D3. Our results thus indicate that
the PBE-D4 model might better capture the interplay of disper-
sion and hydrogen bonding than the older, simpler PBE-D3
model. In the remaining target systems governed merely by
dispersion, the imperfection of the low-tier PBE functional
seems to fortuitously cancel out with the less sophisticated
D3 correction, so that PBE-D3 is observed to perform better
than PBE-D4.

For the reader’s convenience, a summary of the main
computational results of the PBE-D3 and PBE-D4 benchmark,
root-mean-squared deviations of thermodynamic properties
relevant for computational modeling of the sublimation equili-
brium, is listed in Table 10.

Since the equilibrium volumes of the crystals are system-
atically burdened with an error ranging to low percentage units,
the impact of this volume miscalculation on the computational
accuracy of the remaining targeted thermodynamic properties
should be discussed. A principal feature of the quasi-harmonic
approximation is that the thermodynamic functions, such as
entropy or heat capacity of a single phase depend largely on the
slope of the A,;,(V) function, but not that importantly on its A,
value itself. Results shown in Fig. S22 indicate that the vibra-
tional Helmholtz energy behaves nearly linearly with respect to
volume when one considers the width of a volume range
corresponding to typical computational errors of quasi-
harmonic crystal-phase volumes. This linearity over short
volume ranges also leads to minimization of the entropy errors
related to miscalculations of the volume. Computational errors
of isobaric heat capacity, on the other hand, are affected
significantly more by the quality of the description of thermal
expansivity of a material. Finally, modelling phase equilibria
depends on the actual Helmholtz energy values of the suppo-
sedly co-existing phases. However, in the case of polymorph-
ism, one can assume that errors in the computed volumes are
comparable across multiple polymorphs treated with the same
theory, allowing for a massive error cancellation. In the case of
sublimation, the actual lattice energy error due to the volume
miscalculations can be estimated from the shapes of the
electronic energy — volume curves. For the currently considered
materials, Fig. S20 illustrates that this 3% error in volume can
correspond roughly to 0.5-1.0 k] mol™" error in the lattice
energy.

This journal is © the Owner Societies 2025

Conclusions

In this work, we performed a thorough revision of thermody-
namic data for four similar heterocyclic aromatic materials
with potential for acting as precursors for organic semiconduc-
tors, namely carbazole, dibenzothiophene, phenothiazine, and
thianthrene. Our efforts included extensive novel calorimetric
and vapor pressure measurements, leading to the development
of low-uncertainty reference sublimation data for these materi-
als. Furthermore, we performed a benchmark analysis of the
computational performance of multiple periodic dispersion-
corrected DFT methods, relying either on PBE or r’SCAN
functionals and either D3, D4 or TS dispersion corrections for
modeling the structure and interactions within those hetero-
cyclic molecular crystals. Although the accuracy of dispersion-
corrected r’'SCAN models in terms of equilibrium crystal den-
sities was slightly better than for the PBE-D models, extensive
benchmarking of quasi-harmonic models of thermodynamic
properties of the crystals and their sublimation at finite tem-
peratures was further performed only at the PBE-D3 and PBE-
D4 levels of theory due to high computational cost of the quasi-
harmonic r’SCAN models. Our results revealed that the
presence of sulfur atoms in the heterocycles does not lead to
sudden failures of the quasi-harmonic PBE-D models. The
computational accuracy of these models for sulfur-
heterocyclic materials was demonstrated to be fully comparable
to what was common for other molecular materials bench-
marked earlier.

The accuracy of the PBE-D4 model was, nevertheless,
observed to be somewhat lower for materials composed of
molecules with multiple differently sized condensed rings, i.e.
carbazole and dibenzothiophene, which concurrently contain
both five- and six-membered rings. On the other hand, PBE-D4
performed better for the sole system where an interplay of
dispersion and weak hydrogen bonding occurred. Among the
four target crystalline materials, the performance of PBE-D3
was observed to be better on average than PBE-D4 for modeling
equilibrium densities, thermal expansion, heat capacities, sub-
limation enthalpies, and sublimation pressures. Although dif-
ferences between both models are smaller than the actual
computational errors, the PBE-D4 model yields computational
errors larger by 65% (averaged over the benchmarked proper-
ties) than PBE-D3 does. Notably, the PBE-D4 model predicts
excessively repulsive three-body interactions in the target
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crystal structure, translating to systematically underestimated
cohesion of those molecular crystals. The better performance
observed with PBE-D3 is, however, expected to be a conse-
quence of a fortuitous cancellation of errors due to the imper-
fect DFT functional and less sophisticated dispersion-
correction model.
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