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Influence of solution stoichiometry on the
thermodynamic stability of prenucleation FeS
clusters†
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The significance of iron sulphide (FeS) formation extends to ‘‘origin of life’’ theories, industrial applications, and

unwanted scale formation. However, the initial stages of FeS nucleation, particularly the impact of solution

composition, remain unclear. Often, the iron and sulphide components’ stoichiometry in solution differs from

that in formed particles. This study uses ab initio methods to computationally examine aqueous FeS

prenucleation clusters with excess Fe(II) or S(�II). The results suggest that clusters with additional S(�II) are more

likely to form, implying faster nucleation of FeS particles in S(�II)-rich environments compared to Fe(II)-rich ones.

1 Introduction

Iron sulphides are a complex group of minerals which can go
through a variety of (metastable) phases.1 FeS clusters found in
nature are often linked to ‘‘origin of life’’ theories2,3 and their
distinct chemical properties also make iron sulphides promising
materials for industrial applications related to energy storage,4,5

CO2 conversion,6 and environmental remediation.7,8 However, their
formation in natural waters can be problematic in piping in for
instance geothermal energy systems due to scale formation.9,10

Hence, there is a need for knowledge and control on their
formation in natural or engineered waters. The effect of solution
stoichiometry on nucleation and the formation of prenucleation
clusters in particular is poorly understood,11 even though in natural
waters the concentration ratio between Fe(II) and S(�II) ions form-
ing the materials might vary. For example, Fe(II) concentrations
range from 75–200 mmol L�1 in sediment pore samples12 and 6–
20 mmol L�1 in ground water rich with Fe(II).13 S(�II) concentration
ranges from 0.05–100 mmol L�1 in layers of marine sediments
depending on oxygen level14 and 17 mmol L�1 in high-temperature
hydrothermal vent fluid.15 Hence the Fe(II) : S(�II) concentration
ratio of (mixed) natural waters might range between 10�5 and 103.

For several other minerals we have shown the importance
of solution stoichiometry for nucleation and the formation
of prenucleation clusters.16–18 In particular, the stability and lifetime
of triple ion complexes from Ba2+, Ca2+, CO3

2� and SO4
2�

determined by molecular dynamics simulations,18 was correlated
to a stoichiometric effect on nucleation of minerals formed from
these ions examined with, among others, dynamic light scattering.
Therefore it is interesting to investigate how triple ion complexes
with Fe(II) and S(�II) would form and if FeS nucleation would be
similarly impacted by solution stoichiometry. Several reaction
mechanisms for FeS formation have been proposed depending on
pH.1 Our goal is to elucidate the mechanism of formation of FeS
prenucleation clusters by determining the thermodynamic stability
of intermediate states that might occur in excess of Fe(II) or S(�II) on
path to nucleation. This should give an indication of how fast the
first steps towards nucleation might occur in excess of either ion.
Since here we focus our calculations on the prenucleation clusters of
FeS, our work is mostly related to the formation of mackinawite
(stoichiometric FeS), which is the first phase that forms in anoxic
environments with Fe(II) and S(�II) ions and can transform to other
phases like greigite or pyrite.1 As the most current FeS force field to
our knowledge,19 is not developed enough for a bias-enhanced
exploration of triple ion clusters with molecular dynamics calcula-
tion, we used ab initio methods. We reviewed several previously used
ab initio methods for FeS complexes and calculated the reaction free
energy of formation and thus stability of triple ion complexes with
different stoichiometry with the goal to examine the effect of excess
in Fe(II) or S(�II) on path to nucleation.

2 Methodology
2.1 Triple ion complexes

At stoichiometric conditions it is often assumed that first ion
pairs are formed, which can then be treated as monomers
following classical nucleation theory.20 However, here we
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assume that at non-stoichiometric conditions when either ion
is in a large excess, it is more likely for nucleation to occur via
single-ion addition. This leads initially to triple ion complexes.
Note that we will also assume an anoxic environment and no
redox reactions involving Fe(II) and S(�II).

To obtain a more complete overview of a possible stoichio-
metry effect, we have looked into the reaction free energy to
form triple ion complexes from three different cation–anion
combinations. In one case we assume the divalent ions Fe2+

and S2�, which form an FeS ion pair and either Fe2S2+ or FeS2
2�

triple ion complexes. This case is most similar to our previous
research on triple ion complexes with Ba2+, Ca2+, SO4

2�, and
CO3

2�18 as both the cation and anion are divalent. This ensures
charge effects are similar in a surplus of either Fe(II) or S(�II).
This ion pair however has limited direct experimental relevance
since the presence of a S2� ion is questionable in most or all
environments.21 With a pK1 of around 7 at 25 1C and 1 atm,22

H2S is expected to be the dominant species in acidic environments,
while HS� would be dominant in alkaline environments. Within
the scope of this work we only focused on alkaline environments.
Hence as a second case, we investigated the pair of Fe2+ or HS�,
which forms an FeSH+ ion pair and either Fe2SH3+ or Fe(SH)2 triple
ion complexes. Due to the large difference in charge between these
three triple ion complexes, it is expected that the neutral Fe(SH)2

would be more favourable to form. As a last case, we examined the
FeOH+ and HS� ions, which form FeOHSH and subsequently
either (FeOH)2SH+ or FeOH(SH)2

� complexes. Fe(II) can be present
as FeOH+ in alkaline environments.23 As FeOH+ can already be
classified as an ion pair, technically we are now looking into the
formation of triple and quintuple ion complexes instead. For
simplicity in comparisons between the different cases we will
consider FeOHSH as the ion pair and (FeOH)2SH+ or FeOH(SH)2

�

as triple ion complexes. Since now both triple ion complexes are
monovalent, the charge is of equivalent magnitude in both cases.
Note that in all cases we neglected any intermediate steps that
might occur such as FeOHSH - FeSH+ + OH� or FeSH+ - FeS +
H+, which would change one complex into another. We assume
that by examing these distinct cases, we have also captured the
behaviour involved for these cross reactions.

2.2 Computational details

We used several ab initio methods, which have been employed
previously in related Fe(II) or FeS research.24–27 We have excluded
multi-reference methods as these would be computationally
unaffordable for larger clusters explicitly including the surround-
ing water. However, the reported methods have compared favour-
ably to experimental or CCSD data on related complexes justifying
the use of these single reference methods. Using the different
levels of theory we computed the geometry and J-coupling for an
Fe2S2 complex in the gas phase and the solvation free energy of
H2O, HS�, OH�, and Fe2+ to determine which method is most
appropriate. Additionally, we performed initial computations with
all methods for the reaction free energy in one case (Fe2+ and S2�)
to see if any stoichiometry effect would be influenced by the
method. Lastly we performed more extensive computations with
the most appropriate method on all three distinct cases.

Using Gaussian1628 we have used mPW1B95 hybrid-meta-
DFT method29 with a basis set of 6-31+g(d,p),30–32 which was applied
previously to calculate the reaction free energy for a number of FeS
complexes.24 MPW1B95 is a hybrid meta-GGA density functional
that has proven to be quite effective for a variety of chemical
systems, particularly in the areas of thermochemistry, kinetics,
and non-covalent interactions.33 Therefore, we choose mPW1B95
for its ability to predict reaction energies. Furthermore, we have
employed the MP234–38 method with a basis set of 6-31++g(d,p)30–32

which has recently been used to examine the configuration of H2O
around Fe2+ 26 and the corresponding solvation energy.27 They have
shown that MP2, a post-Hartree Fock method, is capable of
predicting binding, clustering, and solvation energy of Fe2+ in line
with experimental results, making it a suitable option for further
reaction energy predictions. We will refer to the former method as
mPW and the latter as MP2. While both methods use a different
basis set for consistency with the original papers, it is unlikely this is
of much influence as it only concerns the long-range interactions
between hydrogen atoms and any observed differences in results is
likely attributed to the difference in method. The total spin was fixed
at high or low spin and the state with the lowest electronic energy
was used. In cases with two Fe(II) we also computed the broken
symmetry state, where the spin states on the two Fe(II) are antipar-
allel. We have accounted for solvent effects with a cluster–conti-
nuum model39 as detailed later on which combines explicit
considerations of nearby H2O molecules with a continuum solvation
model. For the continuum solvation model we used PCM with the
integral equation formalism variant.40 As an alternative we have
also used the SMD variation,41 which Gaussian16 recommends
for computing the solvation energy. Geometry optimisations and
frequency calculations were either performed in gas phase or
continuum solvent as will be mentioned accordingly.

With VASP 6.442–44 we employed a DFT+U approach45 char-
acterised by U = 5 with a PBE functional46 and the PAW
method.47,48 This was previously used for calculations on the
Fe2S2 complex25 and their results compared favourably to
experimental data of the biological Fe2S2 complex.49 As a
reference we also performed calculations without this Hubbard
correction. We will refer to either U = 5 or PBE to denote the
calculation with or without the inclusion of the U correction.
We used a plane wave cutoff of 550 eV and PAW potentials
considering 4s and 3d electrons of Fe, the 3s and 3p of S, the
2s and 2p of O, and the 1s of H as valence electrons. The
calculations were performed at G-point and a Grimme correc-
tion (D2) was included to account for dispersion forces.50 To
compensate for charge effects within the periodic boundary
conditions implemented in VASP, we use a first order dipole
correction51,52 and a box of 28 � 28 � 28 Å.53 The total spin was
optimised during the calculation starting from a high spin
configuration. In cases with two Fe(II) atoms we performed an
additional computation starting from a broken symmetry state
and continued with the state that had the lowest electronic
energy. For a continuum solvation model we used VASPsol.54,55

Geometry optimisations and frequency calculations were only
performed in gas phase, but single point calculations were
performed in the solvent phase. VASPkit56 was used to extract
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the energy corrections from the frequency calculations, which
uses the same equations as Gaussian16.

Magnetic coupling constants J were determined for Fe2S2 as
described previously using:25

J ¼ EBS � EHS

Smax
2

; (1)

where EBS and EHS are the zero-point energies of the broken
symmetry and high spin states and the maximum total spin
Smax = 4. Examples of input for all methods are found in
Supplementary Information S1 and S2 (ESI†).

2.3 Reaction free energy

To obtain the reaction free energy for reaction A + B - C
we used:

DG�r ¼ DEel þ DG0
VRT þ DDG�solv � DG0!� (2)

where DEel is the difference in the electronic gas phase energy,
DG0

VRT the difference in the vibrational, rotational, and transla-
tional contributions in the gas phase at 298 K under a standard-
state pressure of 1 atm, DDG�solv the difference in the solvation
free energy DG�solv going from 1 mol L�1 gas to 1 mol L�1 in

solution, and DG0!� ¼ 7:93 kJmol L�1 is associated to the
standard-state conversion of 1 atm to 1 mol L�1. The solvation
free energy DG�solv was obtained by a cluster–continuum
model,39 which combines explicit inclusion of water molecules
near the complexes with an implicit continuum solvent model.
This relates the solvation energy of a solute X to the cluster
formation X + nH2O - X(H2O)n, where n is the amount of
explicit water molecules considered. DG�solv is then given by39:

DG�solvðXÞ ¼ DEel;clðXðH2OÞnÞ þ DG0
VRT;clðXðH2OÞnÞ

þ DG�solvðXðH2OÞnÞ þ nDGvapðH2OÞ;
(3)

where DEel,cl(X(H2O)n) and DG0
VRT;cl(X(H2O)n) are based on the

clustering reaction and DG�solv(X(H2O)n) is the solvation free
energy of the entire cluster obtained from calculations with the
continuum solvent model. The vaporisation free energy of
water DGvap(H2O) is given by:39

DGvapðH2OÞ ¼ �DG�solvðH2OÞ � DG0!� � RT ln H2O½ �; (4)

where DG�solv H2Oð Þ is the solvation free energy of H2O from
calculations with the continuum solvent model, R is the ideal gas
constant, T is the temperature 298 K, and [H2O] = 55.5 mol L�1.

The amount of H2O molecules n is of importance for the
exact value of DG�solvðXÞ and DG�r . According to Pliego and
Riveros,39 by varying n and exploring all possible configurations
a minimum in solvation free energy should be found. For the
initial computations with all different methods, we instead
used the same number of H2O and did not search for this
optimum for each separate method. In Table 1 we show the
amount of H2O used for each species. For OH�, HS�, and Fe2+

this number was based on the coordination number observed
from coordination analysis of the radial distribution function
in a preliminary short ab initio simulation using the PBE
functional in VASP6.4. Starting configurations were based on

a snapshot of this simulation. For FeS, Fe2S2+, and FeS2
2� this

number was based on the coordination found in similar
complexes.24 For S2

2� it was chosen to be the same as FeS2
2�

as this would be consistent with the cationic complex where
Fe2+ and Fe2S2+ also had the same coordination number.

For the more extensive calculations using a single method for
all three distinct reaction schemes, we did vary n and explored
possible configurations. The amount n for most FeS complexes
needed to be large to get close to an optimum, making the
number of possible configurations large. To reduce the computa-
tional effort of exploring all configurations, we first performed
several computations in a range of n and estimated possible
configurations and from that used a more systematic approach.
Starting from the minimum configuration of the initial assess-
ment we added H2O where it increases the coordination around
S, Fe, OH, or H2O in the first coordination shell and in such a way
that it has the most hydrogen bonds. Then we determined which
configuration had the lowest solvation free energy and added the
next H2O to this configuration. If increasing a certain coordina-
tion was unfavourable for the addition of multiple H2O in a row,
we did not add H2O in that specific coordination. This process
continued until either DG�solvðXÞ decreased minimally for multiple
H2O or up to n E 13–16, where the calculation became unma-
nageable. Note that we only checked the electronic energy of
different spin states for small n and used the most stable spin
state at small n for calculations at higher n. For the final
configuration at high n we confirmed whether the other spin
state was more stable or not.

3 Results and discussion
3.1 Method comparison

3.1.1 Fe2S2 complex. First we computed the gas-phase
geometry and magnetic coupling constant J for a high spin
Fe2S2 complex with the results shown in Table 2. We have
compared them to the results of a CCSD calculation which
would be the most accurate.25 The Hubbard parameter U was
calibrated to these CCSD calculations in the original paper,25 so
the geometry of U = 5 compares well. Additionally, MP2 leads to
a very similar geometry. The geometry of PBE and mPW is quite
different, suggesting that these are not adequate in describing
complexes with two Fe(II). Lastly, the biological Fe2S2 complex is
expected to be in a low spin state,49 meaning J should be
negative. This is correctly predicted by U = 5, MP2, and mPW.

3.1.2 Solvation free energy. To test how well the solvation
models work for the different methods, we compared the solva-
tion free energy of a number of compounds with previously

Table 1 Number of H2O n used in the cluster–continuum models for all
comparative calculations between the various methods

n n

Fe2+ 6 Fe2S2+ 6
S2

2� 2 FeS2
2� 2

HS� 6 FeS 3
OH� 4
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reported values in Table 3. The reference values are all based on
a combination of experiments and theoretical considerations as
they cannot be measured directly. For Fe2+ there is a larger
discrepancy in literature and we have shown a minimum and
maximum value in the Table, but�186057 and�189058 kJ mol�1

have also been reported. For all ionic species we have incorpo-
rated the cluster–continuum model with the same number of
H2O as described in Table 1. We have also noted which con-
tinuum solvation model was used in Gaussian16 and whether
the geometry optimisation and frequency calculations were
performed in the gas phase or solvent phase. We did not vary
the solvation models for mPW as MP2 was shown to be more
promising following the results on the Fe2S2 complex. Addition-
ally, we did not optimise the geometry for U = 5 in the solvent
phase as this prove to be unaffordable. Furthermore, in all cases
the Fe2+ ion is in the high spin state for all methods.

It seems that VASPsol poorly describes the solvation free
energy for all ionic species. It is possible that VASPsol is less
accurate for charged species and/or requires additional con-
siderations accounting for charge. The SMD solvation model
only performs well for the Fe2+-ion. This is somewhat surprising
as it is the recommended solvation model by Gaussian16 for
calculation of the solvation free energy. The discrepancy for
OH� and HS� is likely exacerbated from the fact that the H2O
solvation free energy is not well described and the cluster–
continuum model relies on this value for the computation of all
other solvation free energies. Overall MP2 with the PCM solva-
tion model and geometry optimisation in the solvent phase
performs the best. Unsurprisingly, this corresponds to the
same solvation settings used to determine solvation energies
of Fe2+ with MP2 using a slightly different cluster–continuum
model.27 There they included up to 13 H2O molecules around
the Fe2+-ion and found a value of �1889 kJ mol�1 after extra-
polation, which is in line with the reference values. Hence it
was expected that a more accurate value would be found in our
calculations with MP2 and PCM if the number of H2O mole-
cules are optimised. As MP2 also described the Fe2S2 complex
adequately, this seemed the most appropriate method to do our
more extensive calculations on.

To get an indication whether some of the results in Table 3
are not biased because the number of H2O molecules is not
optimal, we varied this number in the case of HS� between
1 and 6 for MP2 with the two different solvation methods (SMD
and PCM) and the two types of geometry optimisation (gas and
solvent). For all solvation methods the optimal number of H2O
was 2 and the solvation free energy changed (in the same order
as the Table) to �270, �278, �289, and �300 kJ mol�1. While
this is an improvement for all cases, it is still the best for MP2
with PCM and solvent-phase geometry. The fact that the energy
also changes less than the other methods for different amounts
of water, shows that it would be more robust. From now on,
when we discuss MP2 the optimal solvation method (PCM and
solvent-phase geometry) is implied.

3.1.3 Reaction free energy. As a final comparison, we
looked into how each method would describe the effect of
stoichiometry with the ions Fe2+ and S2�. The reaction free
energy for the pair formation and triple ion complexes is shown
in Table 4. Almost all complexes with Fe(II) are in high spin,
except for PBE and U = 5 where Fe2S2+ is in broken symmetry.
While the discrepancy between the methods is significant, it is
also smaller than for the solvation energy. This is likely because
the solvation energy on both sides of the reaction have a similar
discrepancy and some of this error cancels out. Some of the
trends between the different methods in Table 3 do seem to
correlate with the results in Table 4. In particular, for U = 5,
which had the largest solvation energy for Fe2+ compared to
other methods, it is less favourable to reduce the number of
coordinated H2O to form new bonds, which is reflected by the
smaller values for the reaction free energy.

For all methods there is a strong difference between Fe(II) or
S(�II) addition with S(�II) addition being favoured. For PBE and
U = 5, S(�II) addition is favoured over pair formation, while for
mPW and MP2 it is in a similar range. These initial results
suggest that the prenucleation cluster formation might be more
rapid in the presence of an excess of S(�II) as opposed to an
excess of Fe(II). One could argue that this result might be
expected because it is known that S2� is an unstable ion in
water21 and therefore it would be highly favourable to form any
kind of new bond. Hence in the next section, the other reaction
schemes are also examined.

3.2 Triple ion complexes

This section follows a more thorough analysis of the pair
formation and triple ion complexes using only MP2 with PCM
solvation and solvent-phase geometry. First the optimal
amount of H2O n is examined by varying the configurations
and coordination of water for all relevant complexes and ions in

Table 2 Comparison of the gas-phase geometry (bond length in Å,
dihedral angle in1) and magnetic coupling J (cm�1) of a high spin Fe2S2

complex for various levels of theory

CCSD25 PBE U = 5 mPW MP2

d(Fe–Fe) 2.58 2.21 2.56 2.20 2.56
d(Fe–S) 2.27 2.20 2.27 2.21 2.27
y(Fe–S–Fe–S) 0.0 22.9 0.17 18.6 0.04
J — +192 �103 �181 �60

Table 3 Comparison of solvation free energies in kJ mol�1 obtained by a number of methods

Ref. PBE gas U = 5 gas mPW gas SMD MP2 gas SMD MP2 solv. SMD MP2 gas PCM MP2 solv. PCM

H2O �2659 �30 �30 �37 �38 �39 �22 �22
OH� �43859 �360 �360 �384 �379 �416 �402 �431
HS� �30259 �266 �266 �219 �216 �250 �269 �296
Fe2+ �184060 to �194961 �2056 �2114 �1918 �1881 �1927 �1808 �1824
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the reaction schemes. Then reaction free energies are presented
and discussed.

3.2.1 Solvation free energy. In Fig. 1 the solvation free energy
DG�solv from the cluster–continuum model is plotted as a function
of number n of H2O that is considered explicitly. The black
datapoints represent the most stable configuration computed
for that number n, while the grey datapoints represent less stable
configurations. In some graphs less grey datapoints are included
than others, because either there were fewer possible different
configurations or, especially in the case of the complexes with two
Fe(II), the computation could not converge in other geometries
even when changing various settings. All complexes with Fe(II) are
presented in high spin, though complexes in broken symmetry
state differed less than 1 kJ mol�1 from a high spin state. The
geometries of the most stable configurations are presented in
Supplementary Information S3 (ESI†). We have also included a
linear fit for the decrease in DG�solv as in most cases the decrease
was fairly linear (as indicated by R2). In some cases we only fitted
until the dashed line as from that point increasing n did not lower
DG�solv by as much. The dashed line was drawn at the minimum
DG�solv obtained and nmin indicates where the two lines cross and
represents a minimal amount of H2O needed to describe the
solvation free energy. For Fe2+, S2�, and (FeOH)2SH+ we did not
include the data for n o 2 in the linear fit as they are significant
outliers where the first H2O seemed to have a stronger effect.
Additionally, for Fe2+, S2�, and FeOH+ nmin is quite close to their
computational limit of n E 16 and one could argue that DG�solv
would still be lower for more n. However, additional H2O would
either be added in equivalent positions as the configurations for
n = 15 and 16 or in a further coordination shell (see Fig. S3–S5,
ESI†) and therefore would likely only contribute to a small
decrease in DG�solv.

Now we look into the ions also shown in Table 3 and how these
results correlate to related complexes. It is clear that OH� and
HS� only require few H2O to adequately describe DG�solv and the
graphs show that the values in Table 3 are representative for an
optimal amount of H2O as well. Hence the results in the Figure
are also in good agreement with reference values.59 As a conse-
quence, most complexes with more than two of either OH� and
HS� (Fe(SH)2, FeOHSH, and FeOH(SH)2

�) require less n com-
pared to the other complexes. The exception is (FeOH)2SH+, which
needs more H2O as there are two Fe(II) present.

For Fe2+ our result in DG�solv has lowered significantly compared
to our result in Table 3, but the value is still in the expected
reference range.57,58,60,61 We also compared this result with reported

solvation free energies of Fe2+ using the MP2 method.27

Their DG�solv decreased more slowly at n = 12 with a value

DG�solv � �1860 kJmol�1. This discrepancy is either because of
the difference in the cluster–continuum model, an unknown dif-
ference in certain settings in Gaussian16, or a difference in input
geometry which they did not disclose. When Fe2+ is paired with
a single OH� or HS� very similar configurations are stable as just
Fe2+ (see Fig. S3, S5 and S7, ESI†) and hence a similar nmin is needed
to adequately describe DG�solv. The configuration of H2O around FeS
(see Fig. S6, ESI†) is quite different as much more is coordinated
around the S(�II)-ion, but a similar nmin was obtained. It is striking
that for S2� a similarly large n was needed as for Fe2+ to adequately
describe DG�solv. This meant that for most complexes with two or
more of either ions (Fe2S2+, FeS2

2�, and Fe2SH3+) a larger amount of
n is needed than could be computed as multiple ions in the complex
would require a significant amount of H2O around them.

Extrapolation of DG�solv for the complexes where we did not
compute with enough n is tricky as it requires an estimation
of nmin. For Fe2SH3+ and (FeOH)2SH+ a roughly estimated value
for nmin could be argued from the configurations of FeSH+ and
FeOHSH respectively. For FeSH+ only two H2O are directly
coordinated to the SH group and for FeOHSH no H2O are
directly coordinated around the SH group (see Fig. S7 and S8,
ESI†). As an estimate for nmin, we could expect a similar
coordination around Fe(II) in Fe2SH3+ and around the FeOH
groups in (FeOH)2SH+. We would not expect direct H2O coordi-
nation around the SH group at nmin as it is already bonded by
two Fe(II) and this was not favourable in configurations we
computed at lower n (see Fig. S7 and S8, ESI†). This would lead
to nmin E 2 � (13.3 � 2) E 22.6 for Fe2SH3+ and nmin E 2 �
8.8 E 17.6 for (FeOH)2SH+. An extrapolation for Fe2S2+ and
FeS2

2� based on the configuration of FeS alone is more challen-
ging as the H2O configuration around FeS is much more
divided between the Fe(II) and S(�II) groups (see Fig. S6, ESI†).
However, since nmin of FeS and FeSH+ is similar, it is reasonable
to expect that upon addition of Fe2

2+ nmin is also similar, hence
we use the same estimate nmin E 22.6 for Fe2S2+. Furthermore,
since Fe2+ and S2� have a similar nmin, we also estimate nmin for
Fe2S2+ and FeS2

2� to be the same.
3.2.2 Reaction free energy. In Table 5 we show the reaction

free energies for the addition of the Fe(II) cation (Fe2+ or FeOH+)
and the S(�II) anion (S2� or HS�) to the ion pairs (FeS, FeSH+, or
FeOHSH) using the minimal DG�solv obtained and extrapolated
values if applicable. We have included the formation free
energy of the ion pair itself as a reference. In Fig. 2 we have
also schematically illustrated our (extrapolated) results and
how they position on the path to nucleation. When compared
to the MP2 values in Table 4, we notice that all reaction free
energies for Fe2+ and S2� have higher absolute values in Table 5
than Table 4. Since all solvation energies DG�solv have been
lowered, it becomes less favourable to break bonds with H2O to
form new bonds. However, we still observe that S(�II) addition
is strongly favoured over Fe(II) addition. For the other cases in
Table 5 S(�II) addition is similarly favoured over Fe(II) addition.

For some of these reactions we can compare to literature
values for (the logarithm of) stability constants log K, computed

Table 4 Comparison of reaction free energy in kJ mol�1 for the pair
formation of FeS and the addition of either Fe2+ or S2� obtained by a
number of methods

Method

Triple ion complex formation via:

Pair formation Fe(II) addition S(�II) addition

PBE �94 �47 �141
U = 5 �28 �23 �111
mPW �138 �75 �130
MP2 �137 �48 �127
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Fig. 1 The solvation free energy DG�solv in kJ mol�1 is shown as a function of the number n of explicit H2O around the ion/complex. The black datapoints
represent the most stable configuration computed for that number n, while the grey datapoints represent less stable configurations. The lines represent a
fit for the most stable configurations.
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using the expression logK ¼ DG�r=ðRT ln 10Þ. For FeSH+ for-
mation, stability constants have been reported ranging from
log K = 4.34 to 5.94 depending on experimental method and
ionic strength.62–65 Using �35 kJ mol�1 we obtain log K = 6.05,
which is quite close to experimental results. One report
with log K = 5.07 also reported a stability constant for

Fe2SH3+(log K = 10.07).64 We can compute this stability constant
from our results by adding DG�r of the pair formation with the
respective (extrapolated) value for ion addition leading to log K =
5.79. This is quite a different value indicating that for Fe2SH3+ the
estimated nmin might need to be higher. Increasing nmin by two
H2O molecules (nmin = 24.6) would lead to log K = 10.46, which is
much more similar to the literature value. Additionally, for Fe(SH)2

a stability constant of log K = 11.27 is obtained, which is of similar
magnitude giving some validation to this value. For Fe(SH)2 other
values were also reported (log K = 6.4566 or 8.967) which are
substantially lower. However, in the same reports the stability
constants for FeSH+ were considerably lower (log K o 366 or =
1.467) than most other reported values, which means these values
are likely underestimated. Additionally, the existence of Fe(SH)2 in
their experiments is controversial.64,66,67

For all cases, we find that S(�II) addition is favoured over
Fe(II) addition, but this result is influenced by the estimate of
nmin for the extrapolated values. Hence for the complexes with
two Fe(II) we have calculated how much higher nmin needs to be
for Fe(II) addition to become favoured over S(�II) addition. This
means that DG�solv should be lowered by at least 66 kJ mol�1

for Fe2S2+. Similarly, for Fe2SH3+ DG�solv should be lowered by
31 kJ mol�1 and for (FeOH)2SH+ by 28 kJ mol�1. Using the linear
fits for DG�solv, we estimated that nmin should be increased
respectively by 7.0, 2.3, and 3.1. For Fe2S2+ such a large increase
would be unlikely and therefore S(�II) addition should be more
favourable in this case even with the optimal nmin. For Fe2SH3+

and (FeOH)2SH+, the increases in nmin are smaller, so there is a
reasonable uncertainty in our conclusion on whether S(�II) addi-
tion would be favoured over Fe(II) addition. It is worth reminding
that for Fe2SH3+ our resulting stability constant log K = 11.27 for
S(�II) addition is larger than the experimental result for Fe(II)
addition (log K = 10.07), but we have overestimated other experi-
mental values as well so this gives little confirmation for either
conclusion.

Overall though, S(�II) addition seems favoured in most cases
and for most methods, which would imply that in an alkaline
environment there would be faster nucleation in an S(�II)
excess with respect to an Fe(II) excess. Thus in an S(�II) excess
you would expect a large amount of small particles and in an
Fe(II) excess you would expect to form a smaller amount of large
particles. Additionally, a negatively charged particle seems
more favourable to form than a positively charged particle.
These results could be related to density functional theory
calculations on mackinawite surfaces.68 Here an S-terminated
{001} surface had the smallest surface energy and hence was
the most stable surface, while an Fe-terminated {001} surface
was the least stable.

4. Conclusions

We have computed the reaction free energy for the formation of
complexes in excess of either Fe(II) or S(�II) using ab initio
methods. Our results demonstrate that care should be taken
when describing FeS complexes with ab initio methods in

Table 5 Comparison of reaction free energy in kJ mol�1 for the pair
formation and the addition of either the Fe(II) cation or S(�II) anion to the
three different ion pairs

Ion pair

Triple ion complex formation via:

Pair
formation

Fe(II)
addition

S(�II)
addition

Fe2+ + S2� �62 103 13
Extrapolation 16 �51
Fe2+ + HS� �35 92 �29
Extrapolation 2
FeOH+ + HS� �13 42 �30
Extrapolation �1

Fig. 2 Schematic representation of the formation of FeS complexes.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

02
5/

10
/2

2 
7:

50
:4

7.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4cp03758h


3122 |  Phys. Chem. Chem. Phys., 2025, 27, 3115–3123 This journal is © the Owner Societies 2025

selecting the right ab initio method, solvation model, and
explicit consideration of H2O. However, with the MP2 method
this lead to solvation free energies for HS�, OH�, Fe2+ in line
with experimental results and a reaction free energy for FeSH+

in reasonable agreement with experiments. It seemed com-
plexes with an additional S(�II) are overall more favourable to
form suggesting that in alkaline environments an S(�II) excess
leads to faster nucleation compared to an Fe(II) excess. These
results again showcase the importance of solution stoichiome-
try in nucleation and warrant further experimental investiga-
tion of this effect on FeS formation in particular.
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