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hing by quantum tunnelling
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Antiaromatic p-conjugated systems provide a powerful framework for understanding ultrafast molecular

rearrangements driven by quantum tunnelling over their degenerate double-well potential surfaces.

Here, we explore with computational tools the p-bond-shifting automerization in the antiaromatic

dinaphtho[2,1-a : 1,2-f]pentalene (1), dinaphtho[1,2-a : 2,1-f]pentalene (2), and a series of substituted

derivatives. These molecules exhibit a distinctive feature: local aromatic and antiaromatic rings can

interconvert their aromaticity character even close to the absolute zero via unusually fast carbon

tunnelling. If these systems can be prepared in a coherent regime, the quantum superposition between

the original states would delocalise their nuclear wavefunctions in a state that we describe as

a “Schrödinger's aromaticity cat.”
Introduction

Symmetrical isothermal automerizations characterised by
degenerate double-well potential energy surfaces (DWP) repre-
sent a fascinating class of systems in which a particle—be it an
electron, an atom, or even a whole molecule—is conned
between two equivalent minima separated by a nite energy
barrier.1,2 These systems provide a natural setting for the study
of the quantum tunnelling (QT) effect, if the height and width of
the barrier, as well as the tunnelling reduced mass, are low
enough.3,4 This is especially relevant in cryogenic conditions,
where thermal activation is suppressed.5

Moreover, the tunnelling can occur in two avours. In the
coherent regime, a delocalisation between the le (jLi) and
right (jRi) wells occurs, resulting in a measurable energy level
splitting. In the decoherent regime, the system is localised in jLi
or jRi, but can swily move back and forth between them. It is
possible to say that the rst is a physical process, whereas the
second is of a more chemical nature. Of note, interactions with
a bath or simply with other molecules can make the coherent
tunnelling decohere, as explained elsewhere.4,6,7 These
processes have been essential in explaining phenomena such as
proton transfer in biological systems,8 quantum dynamics in
functional materials,9 and molecular switching in quantum
devices.10

Antiaromatic compounds11 represent particularly intriguing
cases, as their p-bond shiing can lead to automerization
reactions suitable for QT.12–15 One of the most studied
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antiaromatic compounds is pentalene,12,16–18 a bicyclic 8p-elec-
tron species that exhibits a small HOMO–LUMO energy gap18,19

and distinctive paratropic ring currents.20–23

Importantly, if the pentalene-based molecule has an appro-
priate symmetry, it can tunnel between the two equivalent
positions on the DWP, undergoing an extremely fast p-bond
shiing with a computed rate constant on the order of 108 s−1,
even near the absolute zero.12,17 All these features further
enhance the chemical and theoretical interest in pentalene-
based systems.

Herein, we studied the QT-included kinetic behaviour of
dinaphtho-[2,1-a : 1,2-f]pentalene (1), dinaphtho-[1,2-a,2,1-f]
pentalene (2), and several substituted derivatives. The fusion of
pentalene with aromatic ring subunits is a strategy used in
these systems to stabilise the reactive antiaromatic core and
modulate the HOMO–LUMO energy gap to enhance the charge
delocalisation and transport properties.24–35 Notably, some
fused pentalene derivatives of this family were originally
designed and experimentally realized by Konishi and co-
workers.24,35 These pentalene-based architectures dene a new
class of systems that, like the parent pentalene, may rearrange
by QT in a symmetric DWP, where jLi and jRi are isoenergetic
species. However, in contrast to the parent case, these isomers
exhibit unusual aromaticity dynamics.24,28–33 Tunnelling in
pentalene rearranges the pattern of single and double bonds
within the p-conjugated framework, but does not change the
aromatic character of the individual rings or the bicyclic system.
In contrast, compounds 1 and 2 have unsymmetric local
aromatic behaviour (see Fig. 1), which must rearrange concur-
rently with the p-bond automerization. We hypothesise here
that the reaction will be extremely fast due to the tunnelling
effect. If so, in the localised regime rings b and b0 (see Fig. 1,
bottom) will continuously undergo a quantum-driven
Chem. Sci.
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Fig. 1 (Top) schematic depiction of the double-well potential and the
twominima structures. The jLi and jRi states have the same energy but
different local (anti)aromaticity. (Middle) Clar structures depicting the
location of the fixed andmigrating Clar sextets (the arrows indicate the
migration of the Clar sextet, permitting to move the circle to the
indicated ring). (Bottom) dinaphtho-[2,1-a : 1,2-f]pentalene (1) and
dinaphtho-[1,2-a : 2,1-f]pentalene (2). In all panels: blue indicates
aromatic/diatropic, red indicates antiaromatic/paratropic.
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redistribution of their local aromaticity even at deep cryogenic
conditions, at a rate that would make it impossible to dene
their character (unless external forces break the molecular
symmetry, of course).36–38 Moreover, if the molecule can be
prepared in a coherent state, these rings will be both aromatic
and antiaromatic, in a kind of metaphorical “Schrödinger's
aromaticity cat”.

Furthermore, we show that it is possible to modulate the
aromatic lack of symmetry, reaction rates, and energy splittings
by substitution with functional groups (we considered two
positions in 1 and one position in 2). With this information, we
could obtain relationships between the tunnelling kinetics,
electronic factors, and aromaticity measures.
Computational methods

All molecular structures were optimised at the M06-2X/6-
311+G(d) level,39 and their minima conrmed through
frequency computations using Gaussian 16.40 This functional
has proven to be adequate for organic reactions, while at the
same time, it is fast enough for the costly tunnelling compu-
tations. Both 1 and 2 are characterized by a closed-shell ground-
Chem. Sci.
state conguration,19,22 as are all other molecules studied herein
(see more details in the SI). More accurate threshold and reac-
tion energies computations were carried out using DLPNO-
CCSD(T1)/cc-pVQZ41,42 with TIGHTSCF and TIGHTPNO options
over the DFT geometries with ORCA 6.43,44 All the energies pre-
sented are zero-point corrected energies (obtained with M06-
2X).

The semiclassical rate constants were computed with
canonical variational transition state theory (CVT),45 and the QT
corrected values (k) were obtained with the small curvature
tunnelling (SCT) method46 using Polyrate 17 (an example of
a Polyrate input le is provided in the SI).47 To obtain more
accurate rate constants, the previously obtained DLPNO-
CCSD(T1) DE‡ and DEr values were used with the ISPE double-
layer method over the DFT surface.48 We also added the quan-
tized reactant state tunnelling (QRST) method to include
quantized vibrations at low temperatures,49 a small step size of
0.001 au for a high-quality potential energy surface (PES), and
conrmed convergence of the reaction pathway for each QT
computation (see an example of the PES in Fig. S9).

We initially generated a dataset of 29 derivatives by
symmetrically substituting 1 and 2 at the a or b positions,
including the following list of substituents: F, CN, CHO, NO,
NO2, CCH, OH, NH2, and SH (the latter widely used in molec-
ular electronics due to its strong binding affinity to gold elec-
trodes).50 From this set, we retained those that fullled the
criteria of having a closed-shell singlet electronic conguration
for all stationary points. This ensures the accuracy of the single-
reference electronic structure methods. Based on this, a total of
14 systems were retained for further analysis (Table 1).

Nucleus-independent chemical shis51,52 (NICS) were
computed using the Gauge-Independent Atomic Orbital
(GIAO)53 method at the PBE0/6-311+G(d)54 level of theory. To
this end, we used Gaussian 16 together with Aroma 2.0 (a utility
package for generating input les and parsing results of NICS
calculations).55–57 To minimize s-effect contaminations, we
used the NICS(1)zz metric, which reports only the zz-component
of the chemical shi tensor and is computed at a height of 1 Å
above the ring plane (for additional results calculated at 1.7 Å
see SI). 2D NICS calculations were prepared and analysed using
pyAroma4 at a height of 1 Å, with the same computational
method described above.58

Current density maps were also obtained in the Z orientation
of the magnetic eld at 1 Å above the molecular plane, using the
SYSMOIC program package.59,60 Because most of the molecules
are planar, we could identify the various molecular orbitals and
consider only the contribution of the p-orbitals, affording
a cleaner analysis of the aromatic behaviour. Clockwise arrows
are assigned to the diatropic current (aromatic), anticlockwise
to the paratropic (antiaromatic).

While current density plots provide a very intuitive picture of
the induced ring currents, they cannot be quantitatively
compared. Therefore, we computed the net bond current
strength to obtain a quantitative representation of the
magnetically induced ring current density. This is obtained by
integration of the induced current densities owing through
planes bisecting selected bonds. When delocalisation is
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Heat map representation of the NICS(1)zz values for each ring in 1 and 2. The individual entries are colour-coded with respect to their
unsubstituted parent system. Blue – reduced value; red – increased value. The strength of colour is proportional to the change in NICS(1)zz value

Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

7 
 2

02
5.

 D
ow

nl
oa

de
d 

on
 2

02
5/

10
/1

7 
7:

55
:5

3.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
present, a sizable net bond current ow is detected, whose
strength can be used to compare between different parts of
a molecule or between molecular systems. All net current
strengths reported herein are normalised in relation to benzene
(computed with M06-2X/6-311+G(d)), for which the net di-
atropic current strength is 11.64 nA/T.
Fig. 2 Aromaticity comparison between 1 and 2. (Top) current density
plots generated with SYSMOIC at a height of 1 Å above the molecular
plane under a perpendicular magnetic field (only the contribution of
the p-orbitals to the induced current density is taken into account).
(Middle) net bond current strengths reported relative to the bond
current strength of benzene. (Bottom) 2D NICS(1)zz plots (in ppm). The
NICS(1)zz value of each ring is denoted within it.
Results and discussion
(Anti)aromaticity

1 and 2 are both conjugated hexacyclic systems containing 24 p

e−, making them formally antiaromatic. However, neither
molecule displays global antiaromatic character. Instead, as
shown by the current density plots, bond currents, and NICS
values (Fig. 2), both isomers can be perceived as consisting of
three distinct regions, which are consistent with the presence of
a migrating and a xed Clar sextet, respectively (Fig. 1):61 an
aromatic bicyclic component (rings c and b), an antiaromatic
tricyclic component (rings a, a0, and b0), and an aromatic
monocyclic component (ring c0). The resulting uneven distri-
bution of (anti)aromaticity generates an intrinsic disparity in
the p-conjugated topology, which plays a central role in the
DWP.

These local behaviours are reminiscent in shape of their
parent components (i.e., naphthalene, pentalene, benzene) but
vary in their strength. In particular, we observe that the local
paratropic currents are stronger than in the parent pentalene
(NICS(1)zz = 54 ppm for pentalene, and ranges between 70 and
80 ppm for rings a and a0 in 1 and 2), and are no longer iden-
tical. The retention of strong local paratropic currents in the
ve-membered rings is characteristic of p-extended pentalene
derivatives.62,63 However, the change in magnitude upon fusion
© 2025 The Author(s). Published by the Royal Society of Chemistry
of aromatic rings is highly dependent on the type and direction
of annulation, as shown for pentalene and other antiaromatic
cores, such as s-indacene.28,64,65 In contrast, the local aromaticity
in the six-membered rings is substantially attenuated (NICS(1)zz
ranging between−13 and−19 ppm for rings c and c0 in 1 and 2),
a common consequence of annelation to antiaromatic cores.
Chem. Sci.
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Rings b and b0 show weak behaviour (NICS(1)zz z −7 and
23 ppm, for b and b0, respectively). For comparison, NICS(1)zz
for benzene and cyclobutadiene at the same level of theory are
−30 and 58 ppm, respectively.

The lack of symmetry is not surprising and has been previ-
ously rationalised with molecular orbital theory and symmetry
considerations.66 It has also been interpreted as the presence of
multiple local and semi-local induced current circuits. Both
Konishi et al.24 and Baranac-Stojanovic25,33 have proposed that
these molecules sustain a semi-local paratropic current that
encompasses the tetracyclic b-a-a0-b0 component (in addition to
other circuits). This interpretation aligns with our own calcu-
lations, while explaining the reduced aromaticity of ring b.
Fig. 3 Arrhenius plot for the degenerate rearrangements of 1 and 2.
The horizontal dotted line shows, as a reference, a half-life of
a nanosecond.
Localised tunnelling

We now turn our attention to the reaction rates at deep cryo-
genic conditions, that is, ground state QT of 1 and 2. The
degenerate rearrangement of these species by p-bond shiing
resembles the reaction of the parent pentalene.12,17 But as can be
seen in Fig. 1, in 1 and 2, the automerisation partly includes the
attached six-membered rings, including their electronic char-
acteristics (see geometries in the SI).

1 has a slightly lower threshold energy than 2 (23 vs.
28 kJ mol−1, respectively). But contrary to semi-classical kinetics,
the mass of the moving particles and especially the barrier width
can also affect the QT reactivity according to eqn (1):4

kz nR:e
�2xw

ffiffiffiffiffiffiffiffi
DE‡m

p .
ħ

(1)

with k being the ground state QT rate constant, nR the frequency
of the reactant's normal mode in the direction of the reaction, w
the barrier width, DE‡ the threshold energy, m the reduced
moving mass, ħ the reduced Planck constant, and x a factor

corresponding to the barrier shape (for example
ffiffiffi
2

p
for a rect-

angular barrier, and p=
ffiffiffi
2

p
for a parabolic barrier). Therefore,

there will not be a perfect correlation between k and DE‡.
Both compounds have extremely fast reaction rates, with

deep tunnelling frequencies for the back-and-forth reaction on
the order of a nanosecond. The ground state QT automerization
rate constant of 1 is an order of magnitude faster than that of 2,
2 × 109 vs. 2 × 108 s−1, respectively.

At these rates, it would be difficult to experimentally detect
the molecules in one of the two geometric minima. Nuclear
magnetic resonance (NMR) measurements will mistakenly see
the molecules as completely symmetric (C2v instead of the real
Cs) since the rearrangement is much faster than the NMR time
scale,67,68 and therefore the peaks of almost equivalent atoms
will coalesce. This also means that any NMR estimation of rings
b and b0 in the free molecules will show negligible aromaticity.
This is not because there is none, but because the extremely fast
switching between their aromatic and antiaromatic character
would display an average outcome (the time scale of IR spec-
troscopy is much faster, potentially permitting the resolution
between frequencies of almost equivalent bonds' peaks).

The effect of temperature on the reaction rates is illustrated
in the Arrhenius plot shown below in Fig. 3. Interestingly, the
Chem. Sci.
relative impact of QT is large even at room temperature,
a signature of an exceptionally narrow barrier. Due to the larger
inuence of DE‡ on semiclassical kinetics compared to QT,
reactions with higher threshold values have larger transmission
coefficients (k) values. Consequently, our calculations indicate
that at 298 K the tunnelling rearrangement of 1 is a hundred
times faster than considering a purely semiclassical reaction
(i.e. without QT), while for 2 it is two hundred times faster (see
SI). Evidently, even at this high temperature the reactivity is
mainly driven by (thermally activated) tunnelling.12,69 This was
already seen in the automerisation of cyclobutadiene.14
Coherent tunnelling

All the previous discussion involves localised QT, where the
system physically rearranges between jLi and jRi. Alternatively,
if these molecules can be prepared in a coherent state,7 we
expect them to exhibit measurable splitting energies (DE01),
which can be observed under careful spectroscopic settings.
This is caused by the energy difference between the states
produced by the constructive and destructive quantum super-
position of the original le and right states, that is

jJ0i ¼ jLi þ jRiffiffiffi
2

p jJ1i ¼ jLi � jRiffiffiffi
2

p

DE01 ¼ EðJ1Þ � EðJ0Þ
(2)

The splitting energies can be obtained from the computed
ground state rate constants according to eqn (3):4

DE01 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kħ2nR

�
e

q
(3)

The obtained DE01 for 1 and 2 were 40 and 10 GHz, respec-
tively. These values are comparable to the ammonia umbrella
inversion (24 GHz), as well as other hydrogen QT reactions.4
© 2025 The Author(s). Published by the Royal Society of Chemistry
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For all these compounds, as long as the coherent regime is
maintained, rings b and b0 will be both aromatic and anti-
aromatic, or neither aromatic nor antiaromatic, depending on
their quantum state, jj0i or jj1i (thus the Schrödinger's
aromaticity cat metaphor).

Of note, since we are reaching the maximum possible
tunnelling rates in chemical reactions (on the nR regime of the
order of 1013 s−1, see eqn (1)), we are also reaching the
maximum splitting energies accessible by chemical reaction
techniques (∼106 MHz). Masers of higher frequencies are
possible, but based on physical effects instead of chemical
reactions (such as the stimulated emission between hyperne
energy levels).
Table 2 ZPE included threshold energies in kJ mol−1, imaginary
frequencies at the transition state in cm−1, average change of the C–C
bond distances in the pentalene core as a proxy measure of the
molecular displacement (in Å), ground state tunnelling rate constants
in s−1, and splitting energies in MHz

Sub DE‡ n‡ jDdj k DE01

1 H 23.1 1946 0.109 2 × 109 4 × 104

1a SH 5.2 853 0.088 1 × 1011 3 × 105

F 7.6 1016 0.090 6 × 1010 2 × 105

CN 23.6 2050 0.109 1 × 109 4 × 104

1b SH 25.2 1934 0.110 5 × 108 2 × 104

F 25.8 2198 0.111 8 × 108 3 × 104

CN 20.1 1753 0.105 3 × 109 5 × 104

NO 18.9 1612 0.103 3 × 109 6 × 104

NO2 18.6 1650 0.104 3 × 109 5 × 104

CCH 22.3 1914 0.107 2 × 109 4 × 104

OH 27.0 2471 0.113 1 × 109 3 × 104

CHO 19.3 1648 0.105 3 × 109 6 × 104

NH2 29.1 2704 0.113 5 × 108 2 × 104

2 H 28.5 2224 0.109 2 × 108 1 × 104

F 12.3 1163 0.094 1 × 109 3 × 104

CCH 21.1 1946 0.104 3 × 108 2 × 104
Substituents and trends

We nish this project by evaluating the inuence of substitu-
tions on the local (anti)aromatic character, and on the tunnel-
ling rates. All the studied cases which t the above-described
requirements (symmetry and closed-shell singlet electronic
structures) are presented in Fig. 1.

The variation of the NICS(1)zz values reveals a clear modu-
lation of the (anti)aromaticity, depending on the nature and
position of the substituent (Table 1; red indicates an increase in
value and blue indicates a decrease in value, relative to the same
ring in the respective unsubstituted molecule).

Only three 1a-substituted isomers met our closed-shell
transition state criteria for inclusion in this study: SH, F, and
CN. The rst two show a decrease in the paratropicity of rings a,
a0, and b0 (a reduction ranging between 5 and 9 ppm) and
a negligible change in the diatropicity of the other rings. The
impact of SH on the NICS(1)zz is larger than F, which is
consistent with it being the stronger p-electron-donating group
(according to Hammett and Swain–Lupton parameters).70 These
results also align with previous investigations into substituent
effects on pentalene.71 In contrast, the CN-substituted molecule
shows a substantial increase in paratropicity in rings a, a0, and
b0 (NICS(1)zz values increasing from 5 to 13 ppm), concurrent
with a slight decrease in the diatropicity of the other rings (by
ca. 3 ppm).

When the same substituents are placed in the b position,
their impact on rings a, a0, and b0 is essentially negligible, but
the effect on rings c and c0 is slightly stronger. For this position,
there are additional derivatives, which allow us to ascertain that
the decrease in diatropicity in rings c and c0 follows the order
NH2 > SH > OH > F, consistent with the p-electron donating
ability. Interestingly, the CN group has an opposite impact
when placed in the b position—it slightly decreases the para-
tropicity of rings a, a0, and b0, despite the greater distance from
the core. Similar effects are seen with the other s-electron
withdrawing substituents, following the order NO > NO2 > CHO
> CN > CCH, again consistent with Hammet and Swain–Lupton
parameters.

For 2, we have only two derivatives. The F-substituted
molecule behaves similarly to the 1a isomers, which is not
surprising, considering that both have the F groups located at
the same position on the pentalene. The CCH-substituted
© 2025 The Author(s). Published by the Royal Society of Chemistry
molecule shows no effect on any of the rings, with the excep-
tion of ring a0, which displays an increase in paratropicity. One
possible explanation for the more localised effect is the non-
planarity of the 2 derivatives, which weakens the conjugation
of the substituent into the larger conjugated framework.

Overall, the antiaromaticity of the pentalene core in 1 and 2
appears to be robust to a broad range of substituents. At the
same time, the strength of the paratropicity is sensitive to
substitution in general, as well as to the specic location of the
substituent.71 This range of modulation is similar to s-indacene
and other antiaromatic cores.65 Notably, in all cases we observe
a divergent response for rings b and b0, which highlights the
non-equivalent topological roles of these positions, with
b0 displaying a stronger sensitivity to substituent effects and
a closer electronic interaction with the pentalene core.

As with the aromaticity, even if they are all extremely fast, the
rate constants also reveal some sensitivity to the electronic
nature of the substituting groups, but higher sensitivity to their
location. In 1, even small changes in the electronic character at
position a signicantly modulate the rate of rearrangement (see
Table 2). For example, p-electron donor groups such as F and
SH notably lower the threshold energies to approximately
a quarter of their original values, increasing the rate constants
by more than an order of magnitude, even considering the
larger masses.

In addition to the barrier height, the size of the bond-length
alternation between jLi and jRi should also affect the tunnel-
ling, as it determines the nuclear displacement and thus the QT
effective mass. The transition state curvature is sometimes used
as a measure of the barrier width, with larger imaginary
frequencies corresponding to narrower barriers; however, as
seen in Table 2, a lowering of the barrier height usually involves
a lowering of the TS imaginary frequency as the PES attens,
which does not necessarily indicate narrower potentials. To
Chem. Sci.
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Fig. 4 Sum of NICS values for the antiaromatic rings, against the
threshold energies of 1b systems.
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have a better indication of the range of atomic movements in
the automerizations, we calculated the average difference
between almost equivalent C–C bond lengths at both sides of
the pentalene core, which can be considered as the mean
alternation, and is directly correlated to the carbon movement.
As shown in Table 2, lower barrier reactions tend to come with
shorter movements (R2= 0.96), agreeing with the fact that in the
limit of zero threshold energy the DWP turns into a one-well,
with zero alternation. Still, the differences in the displace-
ments are relatively small, with a maximum difference of 28%,
while the threshold energies have maximum disparities of
460%. Hence, the tunnelling rates of these systems are gov-
erned mostly by their activation energies, but the structural
reorganisation involved in crossing the barrier also affects it, to
some extent.

The reduction in threshold height can come from two
potential origins: the substituents destabilising the reactant, or
stabilising the transition state (TS). As noted before, these
substituents reduced the antiaromaticity of the reactants'
pentalene core. In contrast, the C2v-symmetric TSs sustain
much stronger global paratropic currents, and do not have any
diatropic regions. Hence, we hypothesise that in these highly
delocalised structures the p-electron-donating nature of these
substituents stabilises the TS more than the reactant.

This is consistent with the observation that electron-
withdrawing groups in position a, such as CN, slightly
increase the threshold energies and lead to amoderate decrease
in the rate constant. The same substituent increased the anti-
aromaticity of the reactant's pentalene core, and it stands to
reason that the effect would be exacerbated at the strongly
delocalized TS.

For the substitution at b we tested more groups, with an
opposite and more moderate effect. p electron donors slightly
raise the barrier and acceptors lower it, with the concomitant
effect on the rates of reducing and enhancing the tunnelling
efficiency, respectively. However, the changes are small because
of the highly probable QT, as explained above. As can be seen in
Table 2, the substitution in 2 has a similar effect to that in 1a,
which is not surprising considering that it was done at the same
positions. In essence, the tunnelling process is centralised at
the pentalene core, and therefore it is logical that the a position
is more sensitive to changes.
Chem. Sci.
The effect of temperature on the reaction rates of all the
studied systems is illustrated in the Arrhenius plot shown in
Fig. 3. At 298 K, our calculations indicate that from all our
systems, 1NH2

b, being the one with the highest DE‡, reaches the
highest k value of almost ve hundred (see SI). Even at this high
temperature, the reactivity in all these systems is mainly driven
by (thermally activated) tunnelling.12,69

For such fast reactions, all the DE01 were on the order of tens
of GHz (Table 2). 1SHa and 1Fa show the largest splittings of
more than 105 MHz (similar to malonaldehyde, a standard
hydrogen QT case typically used for splitting studies).4

Since substituents also modulate the local (anti)aromatic
character, we considered whether the tunnelling dynamics
could be connected to the magnetic aromatic character (as
captured by the NICS metric). Specically, we hypothesised that
the antiaromaticity of the a–a0-b0 component might correlate
with threshold energies, which in turn can inuence the rate of
rearrangement. This led us to investigate whether a quantitative
relationship could be established between NICS(1)zz values and
rate constants, a connection that could enable the predictive
design of tunnelling-tuned conjugated systems.

To explore this possibility, we plotted SNICS(1)zz (the sum of
NICS(1)zz values for rings a, a0, and b0) against the threshold
energies for 1b with all the studied substituents (Fig. 4). This
subset was selected due to the larger number of data points, but
we note that similar trends were observed for the limited
number of systems of 1a and 2, which were analysed separately
because of the strong dependency on the substituents' location.
These SNICS(1)zz values not only showed the strongest corre-
lation (R2 of 0.84), but also a much larger slope compared to the
aromatic rings' dependencies (see SI). In essence, the stronger
the paratropicity of a reactant's core, the higher the DE‡. This
agrees with our rationalisation above, whereby the effect of any
substituent is exacerbated at the TS.

These ndings suggest that more intense antiaromaticity,
while typically associated with destabilisation, can paradoxi-
cally slow down the tunnelling (or lower the splitting energy in
a coherent regime) by preferentially destabilising the transition
state relative to the reactant. Importantly, it has been previously
noted that magnetic antiaromaticity does not necessarily imply
instability.72 This offers a predictive link between local elec-
tronic structure and tunnelling kinetics.

Conclusions

The dinaphtho[2,1-a : 1,2-f]pentalene (1) and dinaphtho[1,2-a :
2,1-f]pentalene (2) systems studied here have energy surfaces
with degenerate double-well potentials that show a distinctive
divergence in their local aromaticity distribution. We demon-
strate that the aromatic and antiaromatic character of specic
rings can be switched via fast tunnelling, establishing a novel
case of dynamic aromaticity. This aromatic unsymmetry, along
with the correlated reaction rates, can be modulated by func-
tional group substitutions at key positions.

If the systems can be produced in a coherent regime, they are
predicted to exhibit energy splittings on the order of gigahertz,
placing them among the highest possible DE01 values driven by
© 2025 The Author(s). Published by the Royal Society of Chemistry
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heavy atom QT (comparable to fast hydrogen tunnelling). This
provides an experimental window toward the spectroscopic
detection of their heavy atom tunnelling.

The possible nuclear quantum superposition of the coherent
state opens the possibility of having an unusual case where
some of its rings would be both aromatic and antiaromatic at
the same time. This delocalised situation can be, in principle,
maintained as long as the molecules do not decohere by a bath,
or by trying to measure their position in the double well
potential.

These ndings suggest that the studied antiaromatic
frameworks can serve as functional platforms for the design of
p-conjugated systems with tuneable quantum behaviour, with
potential applications in molecular quantum technologies.
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