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Simulation of the non-adiabatic dynamics of an
enone-Lewis acid complex in an explicit solvent†

Martin T. Peschel, a Jörg Kussmann, *a Christian Ochsenfeld *ab and
Regina de Vivie-Riedle a

Unlocking the full potential of Lewis acid catalysis for photochemical transformations requires a

comprehensive understanding of the ultrafast dynamics of substrate-Lewis acid complexes. In a previous

article [Peschel et al., Angew. Chem. Int. Ed., 2021, 60, 10155], time-resolved spectroscopy supported by

static calculations revealed that the Lewis acid remains attached during the relaxation of the model

complex cyclohexenone-BF3. In contrast to the experimental observation, surface-hopping dynamics in

the gas phase predicted ultrafast heterolytic dissociation. We attributed the discrepancy to missing

solvent interactions. Thus, in this work, we present an interface between the SHARC and FermiONs++

program packages, which enables us to investigate the ultrafast dynamics of cyclohexenone-BF3 in an

explicit solvent environment. Our simulations demonstrate that the solvent prevents the dissociation of

the complex, leading to an intriguing dissociation–reassociation mechanism. Comparing the dynamics

with and without triplet states highlights their role in the relaxation process and shows that the Lewis

acid inhibits intersystem crossing. These findings provide a clear picture of the relaxation process, which

may aid in designing future Lewis acid catalysts for photochemical applications. They underscore that an

explicit solvent model is required to describe relaxation processes in weakly bound states, as energy

transfer to the solvent is crucial for the system to reach its minimum geometries.

1 Introduction

In the last decades, trajectory surface hopping (TSH) has
become a powerful and widely applied tool to investigate
non-adiabatic ultrafast relaxation processes of photoexcited
molecules.1–5 However, most of these investigations are per-
formed in the gas phase, even though the investigated pro-
cesses take place in solution. Implicit solvent models, which
are frequently used to describe the influence of a solvent on the
electronic structure, cannot capture the non-equilibrium forces
exerted on the molecule by the solvent cage. In contrast, explicit
solvent models correctly describe these effects and are thus
becoming increasingly common as an ingredient for a success-
ful TSH simulation.6–14 We use this methodology to system-
atically investigate the ultrafast dynamics of the enone-Lewis
acid complex cyclohex-2-enone-BF3 and show how confinement

by the solvent cage leads to qualitatively different relaxation
behavior compared to the gas phase.

We focus on the photorelaxation of enone-Lewis acid com-
plexes because chiral Lewis acids enable enantioselective [2+2]
photocycloadditions of 2-enones.15–21 Cyclohex-2-enone-BF3

serves as a small, achiral model system.
The excited state structure and dynamics of free 2-enones

are well explored and a consistent picture of a pathway leading
to a [2+2] photocycloaddition product has emerged.22–26

2-Enones can be excited either in the strong S2 band (pp*,
E225 nm) or in the weak S1 band (np*, E330 nm). Usually, in
synthetic applications, direct excitation into the weak S1 (np*) is
chosen to avoid side reactions. In this case, the dominant relaxa-
tion pathway is intersystem crossing (ISC) into the triplet states.22,27

This occurs via a S1 (np*) - T2 (pp*) - T1 (pp*) relaxation cascade.
In the Franck–Condon (FC) region of the enone, the S1 (np*) state is
energetically close to the T2 (pp*). After facile ISC according to El-
Sayed’s rule,28 the T2 population passes within a few femtoseconds
through a conical intersection (CoIn) with the T1 state, still in the
FC region. This passage occurs such that the pp* character of the
active state is preserved. The triplet state minimum is characterized
by a 901 twist of the H–CQC–H dihedral and has a lifetime of 25 ns
for cyclohexenone in cyclohexane.29 The [2+2] photocycloaddition
then occurs from this minimum via the formation of a 1,4-triplet
biradical intermediate.23
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When the enone binds to the Lewis acid its excited states are
shifted significantly. The pp* states are redshifted due to an
enhanced charge transfer to the carbonyl moiety caused by the
electron-withdrawing effect of the Lewis acid. The np* states are
blueshifted because the n orbital is lowered in energy by the
formation of the dative bond. In 2,3-dihydropyridinones and
coumarins, this leads to an inversion of the state ordering such
that the excited state dynamics in the singlet manifold are
solely determined by the pp* state.30,31 However, in simple a,b-
enones, such as cyclohexenone, the order of the states is not
inverted. Instead, S2 (pp*) and S1 (np*) are now close in energy,
and vibrational intensity borrowing can be observed, such that
S1 (np*) increases significantly in brightness.

Previously, some of us investigated the ultrafast dynamics of
the cyclohexenone-BF3 complex from a theoretical and experi-
mental perspective.32 However, disagreements between experi-
ment and theory prevailed. When cyclohexenone-BF3 is excited
at 285 nm the S1 (np*) state is populated. Starting there, static
calculations indicated two possible ultrafast processes; (1) the
dissociation of the BF3 group, which occurs in the S1 (np*) state
due to a weakening of the coordinative O–B bond; (2) ISC into
the T1 (pp*) state, where the BF3 group is more strongly bound
and a twist of the H–CQC–H dihedral is observed. Dynamic
TSH simulations in the gas phase with only singlet states
showed (1) as the only significant pathway. However, neither
time-resolved spectra nor synthetic studies showed direct evi-
dence for this dissociation. Instead, strong evidence for ISC
into the triplet states and pathway (2) was presented experi-
mentally and supported by static calculations of transient
spectra at critical geometries. Only relaxation towards the T1

(pp*) minimum would allow follow-up reactions, like the
observed [2+2] cycloaddition, and would explain the enantios-
electivity of this reaction in complexes with chiral Lewis acids.19

The measured transient absorption signal after a few picose-
conds matched the intact complex in the T1 (pp*) state.

In the free enone, for the ISC process, a time constant of
746 fs was observed in TSH simulations. Although there is
evidence that this process is faster in complexes with Lewis
acids that contain heavy atoms,30 there is no reason to expect
such a speedup in cyclohexenone-BF3. Thus, dissociation of the
complex in S1, occurring on a timescale of fewer than 200 fs, is
expected to be faster than ISC in the gas phase. A reasonable
mechanism explaining a slowdown of the dissociation would
be a caging effect of the surrounding solvent. This would allow
ISC to compete with dissociation in solution.

In our present work, we focus on resolving these discrepan-
cies between experiment and theory. Therefore, we perform
TSH simulations of the cyclohexenone-BF3 complex in an
explicit solvent environment, which show that caging effects
slow down the dissociation in the singlet states significantly
and even prevent it in most cases. If triplet states are included
in the simulation this leads to ISC in the intact complex and
relaxation to the T1 (pp*) minimum, the starting point for
follow-up reactions such as [2+2] photocycloadditions. These
simulations are performed with a novel interface between the
SHARC33–36 and FermiONs++37–39 programs, that enables rapid

non-adiabatic quantum mechanics/molecular mechanics (QM/
MM) simulations with large QM regions.

2 Methods
2.1 The FermiONs++–SHARC interface

Today, quite a few program interfaces enable TSH simulations with
QM/MM gradients.40–42 Some of the existing interfaces of the SHARC
program suite33–36 also support QM/MM calculations and have been
used to study a variety of photodynamical processes.11,43,44 SHARC
has also been interfaced with the COBRAMM package45 to allow the
automated simulation of time-resolved transient absorption
spectra.46,47 In this work, we want to leverage the speed of the
FermiONs++ ab initio program package for the simulation of the QM
region.37–39 The MM part of the calculation is performed internally
by FermiONs++ via the OpenMM library.48

Both SHARC and FermiONs++ provide a Python3-based
interface (PySHARC,49 PyFermiONs). Thus, file-based communi-
cation between SHARC and FermiONs++ can be avoided. How-
ever, since PySHARC does not currently offer all the features of
conventional SHARC, the interface can default to file-based com-
munication, if necessary. In both cases, FermiONs++ is run in a
server-like fashion, which avoids setting up an entirely new
quantum chemistry calculation at each simulation time step
and allows us to transfer relevant information between successive
time steps. Currently, the interface only supports calculations
using the Tamm–Dancoff approximation (TDA). However, expan-
sion to orbital-optimized methods is planned. To perform the
local diabatization implemented in SHARC, overlaps between the
different TDA states are required. These are calculated highly
efficiently by the freely available cis_nto program which expands
the configuration interaction singles (CIS)-like50 for each state in
terms of excitations between natural transition orbitals.51,52 This
efficient expansion avoids truncation to the most significant
contributing coefficients, which is often necessary with other
approaches. However, transferring TDA coefficients between the
SHARC–FermiONs++ interface and the cis_nto program still relies
on writing the coefficients to files on disk. In total, the following
properties can be requested via the SHARC–FermiONs++ inter-
face: energies, gradients, state overlaps (via cis_nto), state dipole
moments, transition dipole moments, and spin–orbit couplings.

2.2 Choice of quantum-chemical method

While a short-time simulation of cyclohexenone-BF3 using
XMS-CASPT253/cc-pVDZ54 is possible,32 the extended simula-
tion times necessary to equilibrate the QM/MM system and to
reach the triplet states after excitation make an XMS-CASPT2
simulation of the dynamics in solution not feasible. Because
the primary ultrafast processes in cyclohexenone-BF3 do not
involve relaxation through a CoIn with the ground state or
homolytic dissociation processes, they are described by time-
dependent density functional theory (TDDFT) correctly and
cost-effectively.

Simulating the singlet state dynamics of cyclohexenone-BF3

in solution is a complex task. To adequately describe the
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slowdown of the dissociation, multiple shells of the solvent
dichloromethane (DCM) need to be included in the simulation,
which amounts to several hundred solvent molecules. Obtain-
ing the excited state gradients for such an extensive system
using a QM model is prohibitively expensive. Since all excita-
tions are localized on the chromophore, a description of the
solvent by classical MM is sufficient. Hence, a QM/MM
approach is chosen, where the cyclohexenone-BF3 complex
constitutes the central QM region and the DCM shells form
the MM region around it. The OPLS/AA force field was chosen
to describe the MM region, which is specifically designed for
the simulation of organic liquids and describes the properties
of DCM reasonably well.55–57 The use of this fixed charge force
field neglects the role of rapid electronic polarization of the
DCM solvent due to the changes in the electronic structure of
the cyclohexenone-BF3 complex upon excitation.58,59 In future
studies, such an effect could be included through polarizable
force fields, which have recently been successfully employed in
non-adiabatic simulations.60,61 A suitable functional for the
TDDFT calculations was chosen, reproducing benchmark
XMS-CASPT2/cc-pVQZ S1 excited state gradients at selected
geometries encountered during the simulation. After an exten-
sive screening including all hybrid functional available in
LibXC,62 we chose the functional PBE-MOL0,63 a non-
empirically improved version of PBE0 for molecular properties
with the def2-TZVP basis set.64 Apart from S1 gradients it also
performed well for the S0S1 and S1S2 energy gaps. Likely, this
good performance of the global hybrid PBE-MOL0 is due to the
charge-local nature of the S1 (np*) state. For properties of
higher lying singlet states, such as the S2 (pp*) gradients,
range-seperated hybrids would be more suitable, as especially
their optimally tuned variants have been successful in this
regard.65,66 A detailed explanation of the benchmarking and
evaluation procedure can be found in the ESI.†

2.3 System setup and simulation parameters

Two equilibration steps were performed to set up the simula-
tions. Firstly, a classical molecular dynamics (MD) simulation
with the OPLS/AA force field was carried out, followed by ab
initio ground state MD at the PBE-MOL0/def2-TZVP//OPLS/AA
QM/MM level. The first step aims to pre-equilibrate the solvent,
such that long equilibration times in the ab initio MD can be
avoided. The second step leads to full equilibration. No para-
meters are available for the interactions of BF3 with cyclohex-
enone in OPLS/AA. Thus, in the first step of the equilibration,
cyclohex-2-enone-BF3 was replaced by the isoelectronic N-(tri-
fluoromethyl)cyclohex-2-enimine for which MM parameters
were obtained using LigParGen.67 The molecule was placed in
a cubic box with 511 molecules of DCM and equilibrated at
298 K and 1 atm. Then, the system was propagated for 50 ns in
an NPT ensemble. From this simulation, 200 snapshots were
taken. The procedure was repeated for both conformers of
cyclohexenone-BF3 (which are nearly isoenergetic, see Scheme 1
in ref. 32) for a total of 400 snapshots.

For the second step, the 268 DCM molecules closest to the
center mass of cyclohexenone-BF3 were retained, and the others

were discarded. For each snapshot, the system was then con-
fined inside a sphere with a radius of 20 Å, which keeps the
density approximately equal to the equilibrium density of the
classical MD simulation. C1 of cyclohex-2-enone-BF3 was kept
approximately stationary at its initial position by a weak har-
monic constraint to keep the molecule of interest close to the
center of the confining sphere. Then, ab initio ground state MD
simulations were performed for 5 ps in an NVT ensemble to
equilibrate the system. An exemplary result for one of the
snapshots is shown in Fig. 1. The cyclohex-2-enone-BF3

complex can be seen in the center, surrounded by multiple
shells of DCM.

Transition dipole moments for the lowest three excited
states were calculated for each final geometry of the previous
step. Systems were randomly transferred to the excited state,
with the total probability for each state proportional to its total
oscillator strength in the range 0 eV to 5 eV, which corresponds
to the red edge of the absorption spectrum. This resulted in
60 trajectories in S1 and no trajectories in other excited states.
Then, QM/MM TSH simulations were run for 1 ps with 4 singlet
states only and for 2 ps including 4 additional triplet states. As
a reference, 0.5 ps long gas-phase TSH simulations were also
run for the same initial conditions including only singlet states.
In all cases, an integration time-step of 0.5 fs was chosen and
an energy-based decoherence correction was employed.68

3 Results and discussion

We compare the excited state dynamics of the cyclohexenone-
BF3 complex in the gas phase and in DCM solution. In solution,
we compare the dynamics including triplet states with a
hypothetical case where ISC to the triplet states is disabled.

We do not observe non-adiabatic transitions in simulations
without triplet states, neither with nor without a solvent. If ISC
is included, transitions to the triplet manifold are observed
(Fig. 2a). All dynamics occur in the lowest three excited states,

Fig. 1 Equilibrated cyclohexenone-BF3 complex in DCM.
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the S1 which is of np* character, and the T1 and T2 states which
are of pp* and np* character, respectively, but change character
depending on the geometry of the molecule (Fig. 2b and c).

During the first picosecond, the population flux from the
singlet to the triplet manifold is approximately constant. After
the first picosecond, the population flux decreases. At the end
of the simulation (2 ps), 40 out of 60 trajectories have relaxed to
the triplet states. While the relaxation can be roughly described
by a single exponential (t = 1.8 � 0.3 ps, as determined by
bootstrapping69), small deviations from monoexponential
behavior at the beginning of the simulation might hint at faster
processes that modulate the ISC rate. In Fig. 2a, a small, but
near-constant population in T2 is apparent. This shows, that
the relaxation mechanism occurs in large parts analogously to
the uncomplexed cyclohexenone (S1 (np*) - T2 - T1 (pp*)
relaxation cascade with a T2 lifetime of only a few femtose-
conds). However, at the FC point of the complex, the energetic
alignment of the states in the complex is less favorable com-
pared to the free enone (Fig. 2b). Complexation by the Lewis
acid increases the energy gap between the np* singlet and pp*
triplet and slightly decreases the energy gap between np*
singlet and np* triplet. Crossing between the first pair of states
is favored while crossing between the second pair of states is
disfavoured according to El-Sayed’s rule.28 Thus, ISC is inhib-
ited in the FC region of the complex. The energy gap changes as

the complex relaxes in S1, a process associated with an increase
of the O–B bond length (vide infra). This suggests, that the ISC
rate is coupled to the O–B bond length, which might explain
slight deviations from an exponential decay in Fig. 2a at the
beginning of the simulation. Overall, we can roughly compare
the slower ISC rate of the complex in solution (1.8 ps) to the
faster rate for the free enone in the gas phase (0.75 ps)32

although some of that difference might be due to different
methodologies.

We monitor several geometric parameters throughout the
dynamics (Fig. 3). In addition to the O–B bond length, we
include the C–CQO–B twist angle, since the minima of the S1

state are characterized by a rotation of the BF3 above or below
the plane of the cyclohexene ring. As a third parameter, we
include the H–CQC–H dihedral, since a twist of the CQC
double bond indicates relaxation into the T1 (pp*) minima.

The time evolution of these parameters is depicted in Fig. 4.
As evident in Fig. 4a, there is rapid, irreversible, heterolytic
dissociation of the complex in the gas phase on a timescale of
100–200 fs. The reason for this dissociation is the removal of an
electron from the n orbital of the oxygen, to which the BF3

binds, by the excitation. This weakens the bond between the
Lewis acid and the substrate. At the minimum structures of the
S1 state this bond is elongated and the BF3 group is situated
above or below the molecular plane. The excess energy of the
complex is too high to allow for relaxation into these shallow
minima. Accordingly, the C–CQO–B dihedral, shown in Fig. 4b,
which starts at 01 or 1801 (the two ground-state conformers of
the complex), becomes nearly uniformly distributed during
dissociation (Fig. 4b).

The situation is remarkably different in solution (Fig. 4d)
where excess energy can be efficiently dissipated. After an
initial elongation of the O–B bond, during the first 50 fs, the
dissociating BF3 collides with the solvent cage. This prevents
full dissociation and leads to reassociation for 42 out of
60 trajectories within the next 50 fs. Whether a trajectory
dissociates or reassociates depends on the configuration of
the solvent cage. Seven of these dissociating trajectories reas-
sociate during the remaining simulation time. After the
complex has lost excess energy to the environment (between
100 and 250 fs), relaxation to the S1 minima takes place. This
can be seen in Fig. 4e, by a clustering of the C–CQO–B dihedral
around 901 and �901, indicating that BF3 has moved above or
below the molecular plane. This shows, how cooling by the
solvent enables the system to relax into the shallow S1 minima.

Fig. 2 (a) Energy-adiabatic, spin-diabatic populations during the TSH
simulations of the complex in DCM including triplet states. Exponential
fit of the S1 population (t = 1.8 � 0.3 ps, error determined by
bootstrapping69). (b) Qualitative changes in energy of the relevant states
upon complexation (adapted from ref. 32). (c) Natural transition orbitals
characterizing the states (isovalue: 0.05).

Fig. 3 Internal coordinates monitored throughout the trajectories.
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In this configuration, the O–B bond is still elongated (1.7 Å)
compared to the FC point (1.6 Å), due to the np* character of
the S1. However, this elongation is considerably smaller than in
the optimized S1 gas-phase minimum (1.9 Å), meaning that the
complex is significantly compressed by the pressure of the
surrounding solvent.

If triplet states are included in the dynamics, O–B bond
length and C–CQO–B dihedral behave similarly at the begin-
ning of the simulation. However, as trajectories cross into the
triplet manifold (Fig. 2), two additional geometric changes are
observed. As Fig. 4h shows, the population at a C–CQO–B
dihedral of 901 and �901 decreases during the simulation if
triplet states are included, shifting again towards 01 and 1801.
Simultaneously, the H–CQC–H dihedral twists towards 901 and
�901 (Fig. 4i). However, most trajectories do not reach the gas-
phase T1 minimum at 901 and �901. This might be because of
interactions with the solvent or large anharmonicity in the T1

potential energy surface along the H–CQC–H twist. Structures
from an exemplary trajectory are given in Fig. 5a, showing a full
rotation of the C–CQO–B dihedral and the twist of the H–
CQC–H dihedral. Fig. 5b shows the initial rise in dissociated

and C–CQO–B twisted trajectories. As the trajectories cross
into the triplet state, the C–CQO–B dihedral untwists, while the
population with H–CQC–H twist increases.

We now compare simulated timescales to the experimentally
observed ones. A time-resolved transient absorption experi-
ment yielded three different time constants in a time window
that might be observed in our simulation. A fast component
(0.10–0.16 ps) that is associated with a large quantitative
change in the visible part of the transient spectrum, a medium
component (0.30–0.45 ps) and a slow component (4.4–4.8 ps),
both of which are associated with smaller changes in the
ultraviolet (UV) part of the transient spectrum, mainly a loss
of absorption intensity.32

We can confidently assign the fast component to the relaxa-
tion of the S1 state in the solvent, including the fast dissociation
reassociation dynamics and the twist of the C–CQO–B dihe-
dral. Fitting a kinetic model to the data in Fig. 5 yields a time
constant of 0.16 ps for the description of this twisting motion
(see ESI† for details on the kinetic model). Interestingly,
our calculated ISC time lies with 1.8 ps between the medium
and slow experimental components. This might be due to

Fig. 4 Evolution of three key geometric features during TSH simulations of the complex and comparison of these between a simulation in the gas phase
(first row), a simulation in the explicit solvent including only singlet states (second row), and a simulation in the explicit solvent including triplet states (third
row). The chosen geometric features (see Fig. 3) are the O–B bond length (first column, characteristic for dissociation), the C–CQO–B dihedral (second
column, characteristic for relaxation in S1), and the H–CQC–H dihedral (third column, characteristic for relaxation in T1). A high probability that a certain
trajectory displays a specific value for the given geometric parameter is indicated in yellow, and a low probability is indicated in blue. To obtain the
probability densities displayed in these figures, the well-defined geometric parameters were broadened by Gaussians (s = 0.15 Å for the first column, s =
151 for the second and third column) and summed over all trajectories.
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shortcomings in our TDDFT-based model or due to difficulties
disentangling the UV part of the transient absorption spectrum
into components directly arising from ISC and components
arising from vibrational cooling. Thus, we calculated the tran-
sient absorption spectrum at the TD-PBEmol0/def2-TZVP level
(see ESI†). A quantitative analysis of this spectrum and the
associated time scales would require a much larger number of
trajectories and is inherently limited by the ability of TDDFT to
describe the high-lying excited states involved in the transient
absorption. Nevertheless, we observe a faster loss of intensity in
the visible part (E500 nm) and a slower loss of intensity in the
UV (E300 nm) which is in qualitative agreement with the
experimental observations.32 While trajectories in S1 show
absorption peaks in both the visible and the UV, trajectories
in T1 show a broader, much weaker absorption with only a peak
in the UV. Relaxation in S1 leads to a strong reduction in
intensity, ISC and the accompanying H–CQC–H twist lead to
further loss of intensity and a slight redshift of the UV absorp-
tion. Thus, it is likely that the observed medium and slow
components contain contributions from both ISC and vibra-
tional cooling.

4 Conclusion

In summary, we have performed QM/MM TSH of cyclohex-2-
enone-BF3 in DCM solution using a new interface between the
SHARC and FermiONs++ program packages. By benchmarking
against XMS-CASPT2/cc-pVQZ gradients, a TDDFT functional
was found that is well suited for the excited state dynamics. The
simulations revealed that the fast heterolytic dissociation,

occurring in the gas phase, is prevented by the solvent cage.
Instead, vibrational cooling leads to the population of shallow
minima in the S1 state, where the BF3 group lies above and
below the molecular plane. This rearrangement occurs with a
time constant of 0.16 ps matching a previously experimentally
observed relaxation time. From there, ISC into the triplet states
and relaxation into the T1 (pp*) minima occurs with a time
constant of 1.8 ps, the state which is responsible for the further
photoreactivity of the complex. This is accompanied by a
motion of the BF3 group back into the molecular plane and a
twist of the H–CQC–H dihedral. We observe that the presence
of the Lewis acid hinders ISC because it increases the energy
gap for the El-Sayed-allowed transition.

These findings suggest two points that should be kept in
mind when designing future Lewis acid catalysts for photo-
chemical applications. (1) Care must be taken that spectral
shifts induced by the Lewis acid are not too large, otherwise ISC
might become unfavorable, especially if the Lewis acid does not
contain heavy atoms.30 This might favor side reactions on the
singlet surface. (2) If the lowest singlet state of the complex is of
np* character, it should be kept in mind that excitation will
temporarily weaken the bond to the catalyst and might lead to a
rotation of the substrate at the catalytic site. This might lead to
reduced enantioselectivity for reactions catalyzed by chiral
Lewis acids. Thus, these catalysts should be designed to prevent
dissociation or twisting of the substrate through steric or
dispersive effects.
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Fig. 5 (a) Snapshots of an exemplary trajectory displaying the geometric
changes discussed in the main text (solvent not shown for clarity).
(b) Fraction of trajectories displaying certain key geometric features during
the TSH simulations of the complex including triplet states. A trajectory is
classified as dissociated with an O–B bond 4 2 Å. A trajectory is classified
as C–CQO–B twist if the dihedral is in [601, 1201] or [�1201, �601].
A trajectory is classified as H–CQC–H twist if the dihedral is not in [�451,
451]. Details on the kinetic model can be found in the ESI.†
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L. González, J. Chem. Theory Comput., 2011, 7, 1253–1258.

34 S. Mai, P. Marquetand and L. González, Int. J. Quantum
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