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Uranium particle age dating, aggregation, and
model age best estimators†
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We present important aspects of uranium particle age dating by Large-Geometry Secondary Ion Mass

Spectrometry (LG-SIMS) that can introduce bias and increase model age uncertainties, especially for

small, young, and/or low-enriched particles. This metrology is important for applications related to

International Nuclear Safeguards. We explore influential factors related to model age estimation, including

the effects of evolving surface chemistry on inter-element measurements of particles (e.g., Th and U),

detector background, and aggregation methods using simulated and actual particle samples. We intro-

duce a new model age estimator, called “mid68”, that supplements 95% confidence intervals, providing a

“best estimate” and uncertainty about the most likely age. The mid68 estimator can be calculated using

the Feldman and Cousins method or Bayesian methods and provides a value with a symmetric uncertainty

that can be used for calculations and approximate aggregation of processed model age values when the

raw data and correction factors are not available. For particles yielding low 230Th counts amidst nonzero

detector background, their underlying model age probability distributions are asymmetric, so the mid68

estimator provides additional robust information regarding the underlying model age likelihood. This

study provides a comprehensive and timely examination of critical aspects of uranium particle age dating

as more laboratories establish particle chronometry capabilities.

Introduction

Environmental sampling of nuclear facilities has been a
routine Nuclear Safeguards practice for the International
Atomic Energy Agency (IAEA) for the last several decades.1–3

Environmental uranium can be chemically and isotopically
analyzed at the bulk (>nanogram) and particle (<nanogram)
levels to infer the operational history of nuclear facilities.
Similar types of analyses have been performed on interdicted
nuclear materials for nuclear forensic purposes, e.g., Kristo4

and Moody et al.5 The IAEA Department of Safeguards has
identified “age determination of U and Pu relevant to the
origin of nuclear materials” to be a “top priority R&D need”.6

For decades, bulk analytical techniques have been used to
determine dates for the purification or manufacture of nuclear
material using the decay of radioisotopes, such as U and its
decay products, e.g., 234U–230Th–226Ra and 235U–231Pa–227Ac.
Model ages can be constructed by comparing the ratio of

decay products to parent radioisotopes using their character-
istic decay rates, under the assumption that the chronometers
were initially “reset” from material processing, i.e., only parent
isotopes were present at the time of material production.
Incomplete purification of decay products would bias these
analyses, resulting in artificially older model ages. Recently,
the National Institute of Standards and Technology (NIST)
extended the application of age dating using the 234U–230Th
chronometer (t1/2 = 245.6 ka) to the regime of individual U
microparticles using Large-Geometry Secondary Ion Mass
Spectrometry (LG-SIMS).7 Challenges associated with the ana-
lyses of trace isotopes in atom-limited microparticles have
long been acknowledged, highlighting the need for continued
metrology and reference material development.7–15

Several important factors impact the accuracy and precision
of U particle age dating analyses by LG-SIMS.7,10 One set of
factors regards intrinsic sample attributes, such as the enrich-
ment level, particle mass, and material age. Generally, the
higher the 234U enrichment (which is often correlated with
235U enrichment), the larger the sample mass, and the older
the material, the more 234U and 230Th atoms will be available
to analyze, which increases the relative precision of a measure-
ment. Other factors are instrumentation and analysis protocol-
related, including the ion yield and instrument transmission,
detector background rate, measurement duty cycle per isotope,
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and fraction of the particle consumed. In addition, use of
LG-SIMS instead of smaller-geometry instruments is important
because of the high ion transmission and sensitivity achiev-
able at the mass resolving power (MRP, defined as peak width
at 10% peak height, or M/ΔM) necessary to discriminate
certain molecular isobars from 230Th.7,9 In general, it is impor-
tant to measure as many parent and decay product atoms as
possible since particles are atom-limited. Finally, data proces-
sing and statistical considerations influence accuracy and pre-
cision, including aggregation of multiple particle measure-
ments to determine a model age with lower uncertainty.

Particle age dating analyses typically involve the measure-
ment of different parent/decay product elements. It has long
been known that the SIMS relative sensitivity factor (RSF, or
relative ionization rate) for each element is affected by the
local surface chemical environment, which includes the influ-
ence of implanted primary beam atoms and redeposited or
mixed neutral species from the sample and/or substrate.16,17

The implantation of reactive ion species (e.g., O or Cs)
increases the secondary ion yields of elements of interest with
dissimilar electronegativity.18 Reactive ion sputtering can
result in orders of magnitude increases in secondary ion
yields, which is why these beams are almost universally used
on dynamic SIMS instruments today in lieu of non-reactive Ar
or N species, for instance. During initial implantation of the
(reactive) primary species, there exists a transient period where
RSFs can change rapidly until an equilibrium between sputter
removal and implanted atom concentration is reached. The
magnitude and duration of this transient depends on the
average implantation depth of the primary ions and whether
the sample or substrate were reduced or oxidized initially. For
analyses of macroscopic materials, it is often preferable to
measure RSFs or unknown concentrations after this transient
has passed and equilibrium is reached. For particles, waiting
for equilibrium is often not feasible due to the amount of
material removed or omitted from analysis, which reduces the
sensitivity. Additionally, it can be difficult to robustly and
reproducibly determine where the transition between transient
and equilibrium occurs, as in the case of small particles
whose secondary signals might continually evolve throughout
a profile. Despite these challenges, it has been observed that
consuming most of the particle (at least past 50% and includ-
ing the initial transient) for both standards and unknowns
results in highly reproducible inter-element analyses in par-
ticles, even with apparent changes in the RSF during
profiling.7,10,19 When calculating an elemental or isotopic ratio
from a profile, it is important to integrate each signal first,
before dividing, to reduce potential bias (numeratortotal counts/
denominatortotal counts).

20–22 In addition, the choice of primary
beam species and particle substrate can mitigate the duration
and magnitude of the transient.10 For example, oxygen ion
bombardment of particles on Si can lead to a phase change of
the substrate to SiOx (x < 2), depending on the sputter rate and
implantation depth of the primary ions.10,23,24 This phase
change affects the sputter rate, RSFs, and useful yields of sec-
ondary ions, which also creates challenges for time interp-

olation of ion signals when using the monocollector. Primary
O3− ions were found to reduce the phase change and transient
effects while increasing useful yields, sensitivity, and pre-
cision.10 Substrate and surface chemistry effects appear to
have a greater impact on inter-element measurements than on
isotopic measurements of a single element.10,19

At NIST, we typically use a 50 µm Köhler primary beam spot
for particle age dating measurements.7,10 In this setup, a
micrometer-sized particle only covers approximately 0.04% of
the sputtered area. Therefore, we would mostly sputter the sub-
strate and redeposited sputtered neutrals from the particle
onto the substrate and vice versa. One consequence of this
setup is that the overall useful yield tends to be higher because
sputtered neutrals have additional chances to be ionized when
they are redeposited nearby. However, this setup also
emphases the importance and relative scale of substrate sput-
tering vis-à-vis the particle of interest. While not reported here,
we have observed similar RSF values and surface chemistry be-
havior when using a focused primary ion beam with square
raster sizes ranging from 10 µm to 100 µm on a side. However,
to our knowledge, there hasn’t been a systematic study of the
effect of beam spot or sputtered area size on RSF values and
useful yields, in large part because there haven’t been many
monodisperse particles with certified mass to perform such an
experiment reliably. Now that particle production technology
has matured,25–30 this study could plausibly be performed in
the near future.

Several laboratories have recently been qualified as produ-
cers of particle reference materials for the IAEA’s Network of
Analytical Laboratories (NWAL), including Pacific Northwest
National Laboratory (PNNL) and Savannah River National
Laboratory (SRNL) in the U.S. Department of Energy (DOE),
and Forschungszentrum-Jülich (FZJ) in Germany. The objective
is to produce isotopic and age dating particle reference
materials for quality control, lab qualification and testing, and
technique development. Several methods are currently used to
produce uniformly sized and isotopically homogeneous par-
ticles, including: hydrothermal synthesis, vibrating orifice
aerosol generation (VOAG), flow focusing monodisperse
aerosol generation (FMAG), and inkjet printing. For age dating
purposes, feedstock materials, such as NIST/New Brunswick
Laboratory (NBL) certified reference materials (CRM), can be
purified of their radiochronometer daughter products (e.g.,
230Th and 231Pa) and remade as new monodisperse particles,
optionally doped with daughter products to a specific model
age.

As more particle age dating reference materials are pro-
duced, there will be a greater need for accurate and precise
characterization of these materials at the bulk and particle
level before they can be used for quality control or laboratory
qualification purposes. As such, we believe it is timely to
explore and discuss best practices for LG-SIMS age dating
measurements and data interpretation, particularly in the
context of young, low-enriched, and/or small particles. We will
further demonstrate the efficacy of the particle consumption
approach, compare the impact of different primary beam
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species, and address challenges including within-particle
heterogeneity.

Low-count Poisson processes in the presence of detector
background, such as the measurement of decay-product 230Th
in a U microparticle, require subtle statistical interpretation.
Eqn (1) shows the probability mass function for a Poisson dis-
tribution with parameter, µ, which gives the probability for
observing n counts during a measurement:

Poisson μ; n ¼ 0; 1; 2; . . .ð Þ ¼ μne�μ

n! : ð1Þ

One generally does not have a priori knowledge of µ for an
isotope and therefore must infer it from observations. The
number of observed counts in a measurement, n, could be a
reasonable estimator of µ, with a 1 standard deviation (SD)
uncertainty of √n, if n were sufficiently large so that the rela-
tive uncertainty were small. Alternatively, a histogram of
sufficiently many time-binned observations could be used to
estimate the underlying distribution and its parameters.
However, there are several regimes where this treatment is
insufficient and requires more careful consideration. For
example, in the case of zero observed counts, an uncertainty of
zero would be both unphysical and unhelpful, since the obser-
vation did provide information about the likely value of µ (e.g.,
that the rate is small compared to the given measurement
time). This is a well-known issue and many solutions have
been proposed, though the general consensus has been that
the appropriate treatment is application-dependent.31

Conventional propagation of errors (POE) techniques are
based on the assumption of Gaussian-distributed uncertain-
ties. However, by using POE to correct for the expected back-
ground on a small signal it is possible to produce an estimate
that covers negative count values with its uncertainty, which
would be unphysical. For example, if one measured three total
counts but expected two background counts on average during
the measurement, (3 ± √3) - (2 ± √2) = 1 ± 2.2, which spans
negative values. Under some conditions, there may also be a
nonzero statistical chance that the number of observed counts
would be lower than the expected background, or even zero,
which is a scenario not adequately addressed by POE. To
address these statistical challenges, frequentist and Bayesian
models, primary from the high-energy and astrophysics com-
munities, have been suggested to produce confidence intervals
(CI) for Poisson processes with and without background.8,31–37

The method of Feldman and Cousins (1998)35 was suggested
by Szakal et al. (2019)7 as a means to produce a CI on the
measurement of very small 230Th signals in the presence of
non-negligible detector background. From this CI, a particle
model age could be produced using the number of 234U counts
and other scaling factors.

The model age of a single particle or aggregated set may be
represented by a point estimate with propagated uncertainties,
by a CI, or by a full probability distribution, depending on the
chosen statistical analysis (POE, FC, and Bayesian methods,
respectively). When there are sufficient counts of both the
parent and progeny isotopes for their Poisson distributions to

be approximately Gaussian (and the background counts are
negligible), all three methods yield similar model age CIs. The
Bayesian posterior distribution is symmetric in this scenario,
having its mean and maximum likelihood values very similar,
and these correspond both to the midpoint of the FC CI and
the POE point estimate. This maximum likelihood location
and its uncertainty to, e.g., 1 σ or 2 σ, is the traditional “best
estimate” of the model age or any isotope ratio.

However, in cases where one or both isotopes are described
by asymmetric Poisson distributions and/or the measurement
background is not negligible, these methods do not yield
obvious “best estimators”. The POE method is clearly unsatis-
factory, as described above, with potential coverage of unphysi-
cal values. Szakal et al. recommended that the 95% FC CI be
used to describe particle or aggregated model ages, however
this only provides upper and lower confidence limits.35,37

Apart from the CI, there is no “best estimate” point, which can
be useful for subsequent calculations or regressions. There is
also no accepted systematic method for combining CIs that are
not representative of Gaussian-distributed variables or para-
meters with asymmetric uncertainties.38 Therefore, individual
particle model age CIs cannot be aggregated or averaged
easily. Instead, the total counts from all particles must be
summed first before a single model age CI can be calculated.

In this paper we discuss particle characterization and stat-
istical interpretation factors and their impact on particle age
dating measurements with an emphasis on atom-limited par-
ticles with low 230Th counts, e.g., young, low-enriched, and/or
low-mass. We will also discuss particle data aggregation
methods, potential sources of aggregation bias, and introduce
a new “best estimate” parameter for a particle model age.
From these we will make recommendations regarding particle
age dating best practices by LG-SIMS.

Experimental

Szakal et al.7 established a method for U particle age dating by
LG-SIMS, which we follow and extend here. This is a monocol-
lection protocol, which involves consuming most of a particle
for radiochronometry, cycling the magnet and measuring on
an electron multiplier (EM) per cycle: 207Pb23Na+ (2 s), 230Th+

(20 s), and 234U+ (2 s). For particles of NIST/NBL CRM U900
(produced/purified January 24, 1958), which was used as an
age dating reference, a typical chronometry measurement
would last 20 cycles using a 50 µm Köhler primary ion beam of
approximately 35 nA O- or 10 nA O3−.

7,10,39 Following the
chronometry measurement, a lower beam current was used to
measure 232Th+, 234U+, 235U+, 236U+, 238U+, and 238U1H+ keeping
the maximum count rate of any isotope at or below 200 000
counts per s to minimize deadtime corrections. Count times
per isotope may vary depending on the enrichment of the
material. For age dating measurements, a MRP of 3400 or
greater was used to eliminate isobaric interferences. Szakal
et al.7 also specified several important factors that must be
well controlled and corrected for, including: interelement cali-
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bration and the measurement of an RSF, i.e., the difference in
ionization rate between Th+ and U+; interference rejection,
such as molecular isobars; abundance sensitivity (primarily
low-energy tails from nearby abundant isotopes); and detector
background.7 For particles with very low 230Th+ counts, Szakal
et al.7 recommended using a statistical method proposed by
Feldman and Cousins,35 which incorporates information
about the average detector background rate to produce a CI for
the 230Th+ counts (N230

+), which can then be converted into a
model age when combined with the 234U+ counts (N234

+), the
RSF, and the 234U decay constant, λ234 = (2.822 ± 0.003) × 10−6

a−1, using eqn (2).7,35,40

t ¼ N230
þ=N234

þ

RSFThU � λ234 : ð2Þ

Recently, several improvements to age dating protocols have
also been published, such as the use of multicollection
(MC),41,42 and surface chemistry modification through selec-
tion of primary ion beam species and sample substrate.10,43

Here we will discuss the impact of these different factors and
the limits of various statistical models for interpreting model
ages. For measurements reported here, we used an Ametek
Cameca (Fitchburg, WI, USA) IMS 1270E7/1280 LG-SIMS at
NIST fitted with an Oregon Physics (Beaverton, OR, USA)
Hyperion-II radio-frequency plasma ion source.44 Most
measurements were made using O3− primary ions projected
into a 50 µm Köhler spot on the sample, unless otherwise
specified. The mono- and multicollector EMs typically had
dark noise count rates of 0.0012 counts⋅s−1 to 0.0015
counts⋅s−1. We maintain a running log of dark noise measure-
ments collected overnight and blank measurements made on
clean substrates for each EM. We then take the average count
rate from the most recent 16 000 s of these measurements as
the detector background for a session with a typical uncer-
tainty of 0.0005 counts⋅s−1. The abundance sensitivity on the
monocollector was for 230Th+ was (1.0 ± 0.2) × 10−9 times the
235U+ intensity, inferred from the 234U+ intensity and scaled by
the 235U/234U ratio.41

For analyses here, we used both the FC method7,35 and a
Bayesian Markov-Chain Monte Carlo (MCMC) approach devel-
oped for this work. While Bayesian approaches have been
applied to similar problems before, (e.g., ref. 8, 32 and 36) this
particular model incorporated the entire age dating frame-
work. This allowed for a comparison of different aggregation
methods and the development of a model age “best estimate”
parameter that will be detailed later. Bayesian methods
provide a full posterior probability distribution for the model
age, which can be used to find the limits of the smallest-width
interval that encompasses the desired probability level, e.g.,
95%, which is sometimes called the highest density interval
(HDI). This Bayesian credible interval is roughly equivalent to
the frequentist CI, and for simplicity we will refer to all of
these terms as CI here. The Bayesian model was built using
the Python package PyMC.45 We chose truncated Gaussian
prior distributions with lower bounds at zero for the Poisson

parameters, background counts, and abundance sensitivity
counts to ensure smoothness across all physical values. The
background count and abundance sensitivity priors were set
based on external observations; the isotope count priors were
set with a very wide SD to be minimally informative. The sum
was fit to a Poisson log-likelihood model. Decay constant and
RSF priors were set based on literature values and standard
measurements with associated uncertainties. The ESI† pro-
vides more details regarding the Bayesian model. Feldman–
Cousins CIs were calculated using the Python package FCpy,
written by the first author of this paper.46 To incorporate abun-
dance sensitivity into the FC approach, the average expected
abundance sensitivity count rate was added to the average
expected background rate.

As a heretofore unique test case, NIST/NBL CRM U630
(purification date June 6, 1989) was dissolved and purified of
its ingrown 230Th before being made into particles by hydro-
thermal synthesis at PNNL.25 These remade U630 particles
were synthesized from a U630 solution that was purified on
September 1, 2021 and were deposited on a vitreous carbon
planchet. At NIST, we began to perform particle age dating
measurements by LG-SIMS on December 10, 2021, and made
measurements every three to six months until the particles
were approximately 3.5 years old. CRM U900 on a carbon plan-
chet was used as an RSF and isotopic reference for all analyses.
Table 1 shows details of the analysis sessions over this time.
These particles were measured using the monocollector EM
age dating protocol from Szakal et al.7

In addition to purified and remade CRM U630 particles, we
analyzed mixed U–Th particles produced by SRNL’s Thermally
Evaporated Spray for Engineered Uniform particulateS
(THESEUS) platform, comprised of a monodisperse aerosol
generator with an inline heater and an aerodynamic particle
sizer.26 Particles consisted of depleted uranium (DU) mixed
with different concentrations of 232Th ranging from nominally
pure DU, and nominally 1 µmol⋅mol−1 Th up to nominally
10% Th in powers of 10. The particles had a mean diameter of
1.06 µm ± 0.02 µm (1 σ). These particles were fully consumed
on the LG-SIMS using the monocollector to cycle between
232Th+ and either 235U+ or 238U+, depending on the relative
abundance of Th within the particles. Uranium isotopics
(234U+, 235U+, 236U+, 238U+, and 238U1H+) were measured on sep-

Table 1 Age dating analysis sessions for purified and remade U630
particles

Analysis session
Number of particles
analyzed

Primary beam
species

December 10, 2021 20 O−

March 28, 2022 6 O3−

July 19, 2022 10 O3−

October 14, 2022 10 O3−

January 12, 2023 12 O3−

July 5, 2023 10 O3−

January 30, 2024 10 O3−

August 6, 2024 13 O3−

April 17, 2025 10 O3−
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arate batches of particles to calculate the total U/Th fraction in
each particle. These particles were all deposited on Si sub-
strates, so CRM U900 on Si was used as an RSF and isotopic
reference.

To achieve a low detector background, we set our discrimi-
nator thresholds to −75 mV and adjusted the EM high-voltage
(HV) to achieve a quantum efficiency of approximately 90% to
92% based on the pulse height distribution from a 235U+

signal of roughly 2 × 105 counts⋅s−1. We have observed that
automated routines for setting the EM HV, such as comparing
count rate measurements at two predetermined threshold
values, often yield too high of an EM HV and quantum
efficiency. The excessive HV broadens the tail of the detector
noise, resulting in more counts registering above the discrimi-
nator threshold. We built a Faraday cage around the low-
voltage electronics where power and analog EM threshold vol-
tages are produced and fed into the discriminators. These are
very sensitive to static electricity. We also placed all vacuum
system hot ion gauges on extended elbows so that emitted
electrons cannot have a line of sight with any detector without
very many collisions with the vacuum chamber. In addition,
we grounded all of our MC Faraday cups and repellers. The
latter two modifications dramatically improved the MC EM
noise performance. Vacuum conditions in our detection
chamber were approximately 1.3 × 10−7 Pa (1 × 10−9 torr, 1.3 ×
10−9 mbar).

Results and discussion
Purified and remade CRM U630

Ninety-one purified and remade U630 particles on a vitreous
carbon planchet were measured by LG-SIMS over the course of
approximately 3.5 years since their production. During that
time, we observed the measurable ingrowth of 230Th in individ-
ual particles from radioactive decay of 234U. Fig. 1 shows the
observed linear relationship between the true age of the par-
ticles (produced September 1, 2021) and the model ages
measured during each session. The data were regressed using
the York method.47,48 Each point (grey triangles) represents
the particle model age best estimate ± 1 σ, while the red
squares denote the aggregated model age for each session.
Note, a small amount of random spacing was added to each
session date for visual clarity. Details of the best estimate para-
meter and aggregation methods will be discussed later in this
paper. The linear trend exhibits a slope equivalent to unity,
within uncertainty, demonstrating the efficacy of age dating
young particles and the lack of significant bias in the analyses
over years of observation. The regression intercept of 0.21 a ±
0.06 a (1 σ) corresponds to the presence of initial 230Th that
was not purified from the stock material. Therefore, the appar-
ent production date was June 15, 2021 (± 21 days, 1 σ). Given
the purification date for CRM U630 of June 6, 1989, this inter-
cept corresponded to a removal of 99.3% ± 0.2% (1 σ) of the
initially ingrown 230Th, which is quite efficient for a single-
pass anion exchange column with UTEVA resin (Eichrom

Technologies, LLC). These results emphasize a key assump-
tion about chronometry measurements in general, which is
that the model age determined from parent-daughter isotope
measurements assumes 100% removal of all daughter
isotope atoms during a production/purification process.
When this assumption does not hold, including here
(despite removal of >99% of decay product atoms), model
ages will be biased older, often by more than the measure-
ment uncertainty.

Over the course of the 3.5-year measurement campaign, the
average expected background and abundance sensitivity
counts per measured particle were approximately 0.6 counts
and 0.5 counts, respectively. The inferred abundance sensi-
tivity signal scales with particle size and enrichment. The
expected abundance sensitivity counts from the tailing of
234U were only approximately 0.02 counts per particle, on
average, and were considered negligible. During the first
measurement session three months after production, the
relative fractions of the total m/z = 230 signal due to detector
background and abundance sensitivity were 11.2% ± 3.1%
and 9.3% ± 2.2%, respectively. During the final measure-
ment session, these relative proportions were 1.9% ± 0.4%
and 1.4% ± 0.3%, respectively, due to the larger number of
ingrown 230Th atoms.

Fig. 1 Model age versus true age of purified and remade U630 particles
measured over an approximately 3.5-year period. Aggregated model
ages for each session are shown by red squares and individual particle
measurements (number in parentheses) as grey triangles (random noise
added on the true age axis for visual clarity). The relationship was linear
with a slope of unity, within uncertainty, indicating no bias in the
measurements or aggregation methods. The positive model age inter-
cept indicated incomplete purification of the initial 230Th (99.3% ± 0.2%
(1 σ) purified).
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Mixed U–Th measurements in particles

CRM U900 is currently one of the best reference materials for
measuring the Th/U RSF since it is both old (purification date
January 3, 1958) and highly enriched. However, the 230Th
abundance in U900 at the time of this writing was only on the
order of 1 µmol⋅mol−1, or approximately 5 ag in a 5 pg particle.
The size of U900 particles and particle clusters varies widely in
a dispersion made on a planchet. For a radiochronometry
measurement (230Th/234U) of U900, we typically collected on
average 2700 ± 1500 (1 SD) 230Th counts from a particle or
small cluster using and O3− primary ion beam, with a
maximum 230Th count rate during the profile in the range of 5
counts⋅s−1 to 10 counts⋅s−1. The relative RSF uncertainty (1 SD)
of many particle measurements on a C substrate was on the
order of 3.5%, which places a limit on the precision of any par-
ticle age dating measurement.7,10 For unknown particles with
low 230Th counts, the RSF uncertainty could be negligible com-
pared to the Poisson statistical uncertainty when calculating a
model age. For instance, one would need to measure approxi-
mately 785 230Th counts to yield a relative Poisson uncertainty
of approximately 3.5% on the numerator, but a young, small,
an/or low-enriched particle may yield only a few 230Th counts.
However, for larger, older, and more enriched unknown par-
ticles, the RSF uncertainty would be a larger contributor to the
overall uncertainty budget. It also remains unknown the extent
to which U900 or any U-series CRM is homogeneous at the par-
ticle level or has been minorly altered by atmospheric humid-
ity and other environmental effects. To date the variation
observed in RSF measurements of U900 by LG-SIMS is slightly
larger than would be expected by counting statistics alone,10

but these effects are difficult to deconvolve from instrumental
spot-to-spot variability and ascribe wholly to sample hetero-
geneity. The production of homogeneous, monoisotopic, and
monodisperse U particles with sufficiently high and known
concentrations of Th would aid greatly in probing these effects
and reducing the uncertainty on the Th/U RSF.

Naes et al. reported on the production of mixed U–Th
microparticles with a range of Th concentrations and their
characterization by LG-SIMS and scanning electron microscopy
(SEM).26 We also measured companion sets of these particles
on Si planchets for this work. With Th concentrations ranging
up to 10 atomic%, these particles help demonstrate the impact
of the substrate, primary beam chemistry, and internal hetero-
geneity on the profiling and ionization behavior of different
elements in actinide particles. Internal particle heterogeneity
was found to increase with higher Th concentration, based on
SIMS profiling, SEM observations, and aerodynamic density
calculations. This is explainable given the kinetics and solubi-
lity limits of Th in a U oxide solution. We observed similar pro-
filing behavior in the suites of particles measured at NIST.
However, it can be difficult to deconvolve the combined effects
of the initial profiling transient, intrinsic particle heterogen-
eity, and substrate phase changes, all while the particles were
being sputtered away (i.e., their individual isotope count rate
profiles were not constant due to the atom-limited nature of

the sample). Both Naes et al.26 and we consumed most of each
particle, them with an O− primary beam, and us with both O−

and O3− on separate particles. The major difference in analysis
protocols was that we used Th/U RSFs from U900 on Si (O−

RSF on Si = 0.790 ± 0.025 (1 SD; ± 0.020 for 95% expanded
standard error of the weighted mean); O3− RSF on Si = 0.624 ±
0.020 (1 SD; ± 0.016 for 95% standard error) to calculate the
Th concentration in each particle, while Naes et al. used the
nominal Th concentrations to calculate an RSF.26 This led to
an interpretational difference in our results.

Fig. 2 shows the results of our single-particle measurements
with blue circles denoting particles consumed using O−

primary ions and red triangles denoting O3−. Particle-to-par-
ticle, the measurements were consistent and the results
between primary ion species agreed. The O− measurements
had lower statistical precision due to a 2× lower ion yields rela-
tive to O3−.

10 The relative SDs of the of the particle sets were
generally between approximately 1% and 4%. The nominally
1% Th/U and 1000 µmol⋅mol−1 Th/U particles showed the best
relative variation 1.3% using an O3− primary ion beam, which
would represent an improvement over CRM U900 for calculat-
ing an RSF if they were certified. The lower-right panel of
Fig. 2 shows the nominal vs. measured concentration of Th in
the particles, which exhibited a linear relationship: slope =
0.704 ± 0.006 (1 σ) and intercept = (53 ± 1) × 10−6. Therefore, it
appears that on average the particles contained approximately
30% less Th than their nominal target values in addition to a
constant background of approximately 53 µmol⋅mol−1 Th/U.

This discrepancy between the nominal and measured Th
contents can be explained by the uptake of excess water in the
highly hydroscopic thorium nitrate feedstock during weight-
ing, resulting in a systematic overestimation of the nominal Th
content. The feedstock solutions, which were prepared by the
dissolution of solid precursors (uranyl oxalate, and thorium
nitrate) in water to form mother solutions, and the subsequent
volumetric mixing to create solutions with a range of U/Th
elemental ratios, resulted in the observed linearity of U/Th
across the range of samples. Furthermore, the observed Th
background is the result of a residual Th in the uranyl oxalate
feedstock. The oxalate precipitation reaction used during the
synthesis from uranyl nitrate was expected to have resulted in
the removal of much of the ingrown Th, however, the incom-
plete removal of Th manifested in consistent background
observable in the nominally 0 µmol⋅mol−1 and 1 µmol⋅mol−1

Th/U particle specimens. Future efforts will seek to mitigate
this overestimation by preparing feedstock solutions using a
Th solution with a well-characterized Th concentration, elimi-
nating the impacts of water uptake during handling of the
solid feedstocks. Additionally, the Th background in the
uranyl oxalate feedstock may be reduced using extraction
chromatography prior to synthesis using the oxalate precipi-
tation reaction.

These observations resolve a discrepancy noted by Naes
et al.,26 in which their calculated Th/U RSF value on Si of 0.53
did not match values of approximately 0.79 (on Si with O−)
and 0.67 (on C) published previously.7,10 Their RSF of 0.53 was

Paper Analyst

3094 | Analyst, 2025, 150, 3089–3111 This journal is © The Royal Society of Chemistry 2025

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
 2

02
5.

 D
ow

nl
oa

de
d 

on
 0

1/
02

/2
02

6 
04

:5
5:

59
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5an00249d


approximately 33% lower than ours of 0.79 (O− on Si), which
was remarkably close to our observed 30% depletion in the
expected Th content. We applied our O− RSF value to their raw

data and found good agreement between measurement results
from the two labs. Naes et al.26 had originally suggested that
the discrepancy in RSF values was due to differences in instru-

Fig. 2 Th concentration results from SRNL U–Th particles using CRM U900 as a standard. Data point uncertainties are 1 σ. Grey bands are expanded
95% uncertainties on the standard errors of the weighted means. The relative standard deviations of the sets were mostly between approximately 1%
and 4%. On average, the Th concentration was about 30% lower than the nominal target with an offset of approximately 53 µmol⋅mol−1.
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ment tuning. However, from our experience and from other
round-robin testing, this magnitude of variation was far too
large to be plausibly the result of our relatively minor differ-
ences in instrument tuning.49–52 There will, of course, be small
differences between instruments, operators, and laboratories;
however, we assert that similar samples and acquisition con-
ditions should yield results with close agreement. We believe
these initially different interpretations are reconciled and that

the Th/U RSF for U particles is similar to what has been pub-
lished by Szakal et al.7 and Groopman et al.10

The Th/U RSF has been shown to evolve during a particle
measurement, as it is influenced by several surface chemistry
factors.7,10 However, consuming most or all of a particle yields
reproducible results for both standards and unknown par-
ticles. The mixed U–Th particles illustrate this well. Fig. 3
shows the cycle-by-cycle integrated Th concentration for a

Fig. 3 Integrated Th concentrations from SRNL U–Th particles. These demonstrate the necessity of consuming most of the particle to yield repro-
ducible standard and unknown inter-element analyses.
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characteristic particle profile from each set. At each cycle, the
Th and U signals were each integrated up to that point and
then divided and scaled by the RSF. Therefore, the profiles
show the measured concentration had the analysis been
stopped at that cycle. The shaded regions show the statistical
uncertainty expanded by the mean square of the weighted
deviates (MSWD, also known as the reduced chi-squared stat-
istic) of the preceding ratio values. If the apparent concen-
tration were changing more than expected from counting stat-
istics, the MSWD would become large and inflate the confi-
dence band. Also shown are the weighted mean (WM) values
for each set and the expanded 95% CI of the standard error of
WM from Fig. 2. The different numbers of cycles reflect
different primary beam currents and sputter rates. Most of the
profiles followed a similar pattern, where the apparent concen-
tration based on the integrated signals varied during sputter-
ing, but eventually plateaued to a value in agreement with the
dataset mean. The point at which this plateau began indicates
the minimum amount of the particle that would need to be
consumed to yield reproducible results. This appeared to
occur, on average, after at least 50% of the particle were con-
sumed. There was generally larger variability in the O− profiles,
due both to lower useful yield and the more significant impact
of the aforementioned phase transition of Si. The nominally
10% Th particles exhibited especially interesting behavior. The
profile expanded uncertainties were very large due to local con-
centration variability and elemental heterogeneity (statistical
uncertainty shown for comparison in dark red). However, fully
consuming the heterogeneous particles led to good overall
agreement within the set (Fig. 2). The 10% Th particles
showed more variation among their profiles than the other
particle sets, supporting the interpretation of elemental het-
erogeneity, but also making it difficult to deconvolve exactly
which surface chemistry effect was most pronounced at any
cycle (e.g., RSF changes, substrate changes, internal compo-
sitional changes). We can therefore conclude that each aerosol
droplet likely contained near-identical concentrations of Th
and U, but these elements became segregated during drying
and calcining. In summary, the suites of particle analyses
demonstrate the magnitude of variability that can be intro-
duced into standard and unknown particle measurements if
not enough of the particle were consumed, regardless of the
level of internal elemental homogeneity. These findings also
emphasize the difficulty in creating correction models for par-
ticles of unknown composition based on the profiling behavior
of standards. Reproducible inter-element particle analyses are
possible by consuming most of the particle for standards and
unknowns.

Poisson processes and model age confidence intervals

Poisson processes: absolute and relative uncertainties. The
variance of the Poisson distribution (eqn (1)) is equal to the
mean, µ, and √µ defines the SD. The maximum likelihood is
defined as either Floor(µ) and Ceiling(µ) - 1, where Floor() and
Ceiling() indicate rounding down or up to the nearest integer
value, respectively. The absolute uncertainty (√µ) increases

with larger µ, even though the relative uncertainty, √µ/µ,
decreases. This has important implications for particle age
dating: the absolute model age uncertainty will be smallest
immediately after purification or production and will monoto-
nically increase over time as more atoms of 230Th are produced
(the reduction in atoms of 234U is negligible over relevant time
scales, being only 2.822 µmol⋅mol−1⋅a−1, as is the ingrowth of
234U from the decay of 238U). Therefore, if similar particles (in
size and composition) were measured at different times, the
difference in absolute model age uncertainty would be driven
by the monotonic increase in 230Th atoms. The relative uncer-
tainty compared to the elapsed age will get smaller with time;
however, if a particle analysis yielded a, initial model age
uncertainty of, e.g., one month, the measurement of a similar
particle at a later time will not improve upon the absolute
uncertainty around the date of production. However, since the
model age represents a scaled ratio of two isotopes, increasing
the total counts of both isotopes through improvements in
instrument efficiency (ion yield) or additional mass being con-
sumed can result in reductions to both the absolute and rela-
tive uncertainty of their ratio and therefore the model age.

Fig. 4 demonstrates these effects for simulated particles
with compositions matching CRM U200 (nominally 20% 235U),
but of different masses and produced at different times.
Uncertainty bands show Bayesian model age 95% CIs
(described more later) for particles with initial ages of 0 a
(red), 5 a (purple), and 10 a (blue). The top row shows analyses
with O3− primary ions and the bottom with O− primary ions.
As the time since the initial analysis increases, the CI bands
grow larger, as described. This implies that at some time in

Fig. 4 Simulations of ion yield and particle mass vs. model age time
resolution. Absolute model age uncertainties always increase with par-
ticle age.
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the future, particles produced at unique times and that once
had resolvable differences in model ages may no longer be dis-
tinguishable. The only potential remedy is to increase ioniza-
tion efficiency or measure more material and/or aggregate par-
ticle measurements (discussed later), but these may not always
be feasible. These examples highlight the importance of
achieving as high of a useful yield as possible for all analyses,
such as by using O3− primary ions. Another major implication
is that there is effectively a “shelf-life” for any particle age
dating reference materials produced whose purpose is to test
the model age resolving power of a laboratory or analytical pro-
tocol. Particle size, composition, and instrument efficiency are
all factors affecting how useful age dating reference materials
may be to any given laboratory.

Fig. 5 shows a graphical version of Table 4 from Szakal
et al.7 using our Bayesian model age CIs and simulating fully
dense U3O8 particles with an O3− primary ion beam useful
yield of 3.9%.10 The colored envelope labels represent the true
particle ages and the dashed lines are the best estimate para-
meter, which is discussed in a later section. These plots
further illustrate the relationships between mass (including
aggregation and/or efficiency), enrichment, and age on the
model age CIs. An interesting phenomenon is also apparent in
the natural uranium (NU) and DU panels. Below a certain
mass, there would be no expected 230Th counts, on average, for
those ages. Therefore, the numerator of the model age ratio
would plateau, but as mass decreases, the denominator, 234U,
would also decrease. Even though the relative uncertainty of
230Th is almost always much larger than that of 234U, it
remains critically important to count as many 234U atoms as
possible to make a low- or zero-count observation of 230Th

meaningful. The number of 234U counts acts as a lever arm,
scaling the effective number of years of model age per each
observed 230Th count. While a great deal of care must be used
interpreting low-count 230Th measurements, at some point
very large relative uncertainties on 230Th would be immaterial
if enough 234U counts were collected. As an extreme example,
it could plausibly matter very little if the relative uncertainty
on a 230Th measurement were ± 100% in a scenario where
there were enough 234U counts to scale the model age uncer-
tainty to a highly precise value from a temporal perspective,
such as a single day.

Detector background

Achieving a low and well characterized EM detector back-
ground is of utmost importance for particle age dating. The
isotope of interest and background counts are produced by
two independent Poisson processes. The sum of two or more
independent Poisson random variables is also a Poisson
random variable.53 This property applies to any number of
independent variables, Xi, that follow Poisson processes, even
with different parameters, µi:

Xi � PoissonðμiÞ ð3Þ

Xn
i¼0

Xi � Poisson
Xn
i¼0

μi

 !
ð4Þ

Z ¼
Xn
i¼0

Xi ð5Þ

Fig. 5 Simulated particle mass/size, and enrichment vs. model age precision (95% CI). Assuming fully dense U3O8 particles, O3− useful yield of
approximately 4%, and no detector background.
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μz ¼
Xn
i¼0

μi

 !
ð6Þ

Z � PoissonðμzÞ ð7Þ
The processes are independent, in that the exact number of

counts over a given time interval are drawn from their individual
probability mass functions and are not influenced by which
values were measured previously, only on the underlying
Poisson parameters. These same equations apply to particle
aggregation, detailed later. To deconvolve the observations into
two independent Poisson processes, one must have information
about one or more of the µ parameters, such as for the observed
counts at m/z = 230: µobs = µ230Th + µbkgd. Since we generally do

not have a priori knowledge of µ230Th, we can make long back-
ground and blank measurements before and after particle ana-
lysis to estimate the average µbkgd value and its uncertainty (the
latter for Bayesian methods). One important aspect to note,
however, is that even with precise knowledge of the average
background rate, the accumulation of any background counts
will increase the absolute uncertainty on the deconvolved µ230Th
parameter. Traditional POE techniques can help illustrate this
effect. If 10 counts were measured and two of them were
expected to be background, (10 ± √10) − (2 ± √2) = 8.0 ± 3.5,
which has a larger uncertainty than if eight counts were
measured in the presence of zero background, since √8 ≈ 2.8.
The same effect applies to Bayesian and frequentist CI methods
and can be verified by numerical experimentation. Fig. 6 further

Fig. 6 Simulated effect of detector background rate for different age and mass particles with compositions matching CRM U630 (assuming 3.9%
useful yield). Any amount of detector background adds to the absolute age uncertainty. NIST LG-SIMS monocollector EM background is approxi-
mately 0.0015 counts⋅s−1 (vertical dashed line). The Cameca system specification for EM dark noise is anything less than 3 counts⋅min−1, or 0.05
counts⋅s−1, which extends beyond the scale of these plots.
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illustrates this effect by showing Bayesian 95% model age CIs
for simulated CRM U630 particles of different masses and ages
plotted versus detector background rate assuming a useful yield
of 3.9%. For reference, the LG-SIMS at NIST typically has an
average monocollector EM background of 0.0015 ± 0.0005
counts⋅s−1. Depending on the particle mass, enrichment, and
detection efficiency, higher detector background can add years
onto a model age CI.

Model age confidence intervals

Szakal et al.7 chose the FC method35 for particle model age
confidence intervals. In this paper we compare a Bayesian
model developed for this work with the FC method and an
updated version of FC by Roe and Woodroofe (RW).35,37 All of
these methods incorporate information about the average
detector background to produce CIs for the 230Th counts and/
or the particle model age. Both the frequentist and Bayesian
approaches tend to yield similar results when applied to iden-
tical problems, such as calculating a CI on counts of one
isotope with a known average background rate. For a model
age calculation, there are a few minor differences between the
approaches. In the Bayesian method, all model parameters
have an associated uncertainty, which is propagated numeri-
cally. In contrast, the FC and RW methods do not incorporate
uncertainty on the average background count rate or abun-
dance sensitivity. However, when the background count rate is
relatively stable between analysis sessions, this uncertainty
does not usually have a large impact on the model age results.
In the Szakal et al.7 implementation, a FC CI for 230Th counts
is produced and then scaled by the 234U counts, the RSF, and
λ234 to produce a model age. When the number of 230Th
counts can be well approximated by a Gaussian distribution,
the FC method yields a CI that agrees with a traditional POE
background subtraction, and POE can be used to include the
uncertainties on 234U, the RSF, and λ234 on the model age;
alternatively, the CI can be expanded symmetrically by the rela-
tive uncertainty on each parameter, which can be a decent
approximation. However, for low 230Th counts or where the
expected background counts are non-negligible by compari-
son, the underlying Poisson probability distribution rep-
resented by the FC CI is asymmetric. There is no accepted sys-
tematic method for combining CIs not representative of
Gaussian-distributed variables or parameters with asymmetric
uncertainties.38 However, in these cases it was assumed that
the uncertainty on the 230Th measurement would be very
much larger than all of the other uncertainty terms. To over-
come the challenges of properly accounting for uncertainties
in low 230Th count scenarios, aggregating particle data is
useful because it can improve model age precision and also
potentially make the 230Th counts more closely approximated
by a Gaussian distribution where POE treatment becomes
appropriate.

Best estimate for a particle model age

In addition to a model age CI, it would be beneficial to have a
robust point estimate that can be used for interpretation or

subsequent calculations regardless of whether the probability
distributions for the 230Th and 234U counts were symmetric or
not. Bayesian methods provide a full posterior probability dis-
tribution for the model age and demonstrate that the prob-
ability is not symmetrically distributed within the 95% CI for
low-count Poisson processes. Therefore, the midpoint of the
95% CI would be a biased estimator for Bayesian or FC
methods. The Bayesian method allows for the calculation of
descriptive parameters, such as the mode, mean, median,
skew, and standard deviation of the posterior distribution.
These descriptive statistics can be useful, especially since full
probability distributions can be cumbersome to share or plot.
However, the “best estimate” or most appropriate descriptive
parameter of the distribution may depend on the application.
Ideally, a best estimator should add value to the model age
95% CI and allow for easier manipulation and comparison of
data from individual particles and aggregated model ages. For
age dating of actinide particles, several quantitative criteria are
desirable for a model age best estimate:

• It should converge to the POE and maximum likelihood
estimates in the limits that counts are large and background is
negligible (i.e., distributions are approximately symmetric and
Gaussian).

• Its uncertainty band should be able to include zero, but
should not extend to non-physical negative values.

• It should cover the most probable values (i.e., represent
the range of maximum likelihoods).

• It should be robust against Monte Carlo sampling var-
iance and outlier values (for Bayesian methods).

• Symmetric uncertainties would be useful for plotting,
subsequent POE, or use in regressions.

• Aggregation or averaging of individual particle “best esti-
mates” should not be significantly biased relative to properly
aggregated (summed) values.

• Ideally should be calculable using both Bayesian and FC
methods, which are critical for analysis of low-count processes
in the presence of background.

Several potential estimators were considered that could be
calculated with the Bayesian method. Candidate estimators of
central tendency of the model age posterior distribution were:
mean ± SD; mode ± √mode; median ± median absolute devi-
ation (MAD); Tukey biweight location ± biweight scale (robust
mean and SD); trimmed mean (rejecting values outside of a
Sigma threshold) ± trimmed SD; midpoint of the 95% CI ± CI
half-width, “mid95”; and the midpoint of the 68.3% CI ± CI
half-width, “mid68”. The mid68 estimator was found to be the
only one considered that satisfied all of the above criteria,
including being calculable using FC methods. Most estima-
tors, such as the mean, median, and biweight, cannot be cal-
culated using the FC method, since it only returns upper and
lower confidence limits. When using the FC method, the CI
calculation can be run twice: for the 68.3% CI to get the mid-
point and half-width (1 σ) uncertainty, and for the 95% CI for
expanded uncertainty about the mid68 location. Every other
estimator we tried failed one or more criteria; see Table 2. A
benefit of the mid68 estimator is that it is centered around the
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most probable 68.3% of the distribution, which excludes asym-
metric tails that may have a large influence on the mean. A
comparison of the 68.3% CI, with its midpoint as the “best
estimate”, and 95% CI can be used to infer the level of asym-
metry in the underlying probability distribution. This can help
inform an analyst regarding interpretation of the CIs.

Fig. 7 demonstrates the utility of the Bayesian method for
visualizing the underlying probability distributions of model
ages beyond a 2-point CI. When the full posterior distribution
is not available or is too cumbersome to share, the “mid68”
best estimate adds significant information. Panels A through
D in Fig. 7 show four simulated, hypothetical particles that
have similar 95% CIs (approximately 0 to 10 years), despite
different 230Th and 234U counts. The average expected back-
ground at m/z ∼230 for each particle was 0.6 counts (0.0015
counts⋅s−1 × 400 s). The number of 234U counts for each were
(A) 15,650 counts (391 counts⋅s−1 over 40 s integration time for
234U), (B) 22 636 counts (566 counts⋅s−1), (C) 30,539 counts
(763 counts⋅s−1), and (D) 39,060 counts (977 counts per s). The
compare to the range of approximately 65 500 counts (1638
counts⋅s−1) to 929,400 counts (23 235 counts⋅s−1) of 234U per
particle for the SRNL purified U630 samples in Fig. 1. The par-
ticle represented in panel A is clearly more likely to be
younger, e.g., less than 2 years old, than the panel C or D par-
ticles. As the number of 230Th counts increases, the mid68
increases and becomes resolved from zero. As the posterior
distribution becomes more symmetric, the mean, mode, and
mid68 estimators converge to the same value, with the mid68
remaining between the mean and mode. These simulated
model age distributions have 95% CI midpoints that are
approximately equal. If, by comparison to Gaussian statistics,
we choose the quarter-width of the 95% CI to represent the “1
σ” uncertainty on the midpoint of the 95% CI (approximately
2.4 years to 2.5 years), we can see that significant fractions of
the posterior probability would not be included in these
examples. This estimator would result in bias when the pos-
terior probability distributions are not symmetric, as in these
examples. Furthermore, the quarter-width from the midpoint
cannot, by definition, include zero or the lower bound of the
CI. Unlike other proposed estimators, the midpoint of the 95%
CI does not add any information about the underlying prob-
ability distribution beyond what is already captured in the CI

limits itself, which, as demonstrated by this example, may not
be sufficient to discriminate between different scenarios.
Therefore, we conclude that the midpoint of the 95% CI is not
an adequate best estimate for model ages.

Fig. 8 shows how several different estimators compare with
respect to their point estimate (panels A and B), absolute
uncertainty (panels C and D), and relative uncertainty (panels
E and F) for a Poisson process with and without background.
All calculations are from the Bayesian posterior distribution.
The left-side panels show the estimators with no expected
background. The right-side panels are shown with an expected
background rate matching the NIST LG-SIMS of 0.0015
counts⋅s−1, or 0.6 counts on average over a 400 s measurement.
The POE estimate is also shown for comparison, despite the
expectation of only a fraction of a background count for the
right-side panels. All of the estimators overlap within their
uncertainties for a given n, but this does not make them equi-
valent or interchangeable. Since the point chosen for describ-
ing the central tendency of the model age is where a symmetric
uncertainty is anchored, its location will have a distinct effect
on interpretation at the 1 σ level. The mid68 estimator is
robust against sampling variance and always yields physical,
non-negative values. Of the robust estimators, the mid68 has
the smallest absolute uncertainties. The coverage of a CI is
defined as the probability that the CI will include the true
value of the parameter of interest. If the CI is defined to be,
e.g., 95%, then it is expected that nominally 95% of samples
drawn from the underlying parameter distribution should
have CIs that include the parameter’s true value. All of the
potential best central tendency estimators exhibit close-to-
nominal coverage at the 68.3% level (Fig. 9), however, the
mid68 achieves this with the smallest absolute uncertainties.
These characteristics make it the preferable choice for a model
age “best estimate” that adds resolution and interpretational
value to a potentially asymmetric 2-point 95% CI.

The mid68 is the only estimator considered here that can
be calculated using both the Bayesian and FC methods, whose
95% CIs otherwise find general agreement.46 Fig. 10 shows a
comparison of mid68 between the Bayesian, FC, and RW
methods. The CIs at the 68.3% and 95% (panels A and B,
respectively) levels show good agreement between the three
methods. Note: the original FC method underestimates the CI

Table 2 Candidate model age “best estimators” and their properties. The midpoint ± half-width of the 68.3% CI (“mid68”) is the only estimator that
satisfies all of the desirable criteria

Estimator Uncertainty Bayesian FC
Can contain
zero

Strictly non-
negative Robust

Converges to
Gaussian

Covers majority of
probability

Mean SD Yes No Yes Yes No Yes Yes
Mode √Mode ? Yes No Yes No No Yes Yes
Median MAD Yes No Yes No Yes Yes Yes
Biweight Biweight scale Yes No Yes No Yes Yes Yes
Trimmed Mean Trimmed SD Yes No Unknown Unknown Unknown Yes Yes
Midpoint of 95% CI Quarter-width of

95% CI?
Yes Yes No Yes No Yes No

Midpoint of 68.3%
CI (HDI) “mid68”

Half-width of
68.3% CI (HDI)

Yes Yes Yes Yes Yes Yes Yes
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width when the background counts are comparable or larger
than the true, weak Poisson signal (e.g., n = 0 and 0.6 average
expected background counts). The RW correction was devel-
oped to help resolve this issue and the Bayesian method
implicitly mitigates it. Additional tables for the Bayesian
mid68 values, 68.3% CIs, and 95% CIs are given in the ESI†
for 230Th counts in the presence of background. In Fig. 10, the
Bayesian method has the smallest absolute and relative uncer-
tainties for most cases. The Bayesian method yielded the
closest to the target coverage, with RW resulting in, on

average, the most over-coverage (see ESI†). The larger relative
and absolute uncertainties of the FC methods may explain the
higher over-coverage in this scenario. However, all of these
methods yield similar results and are generally in excellent
agreement. The FC and RW methods were originally employed
in particle age dating to address the challenges of interpreting
weak Poisson signals amidst detector background. Bayesian
methods complement these and have provided a path to ident-
ify estimators, such as mid68, that provide more information
from particle age dating analyses and also work with the
methods established by Szakal et al.7

Particle data aggregation

Aggregation of particle radiochronometry analyses has been
considered as a method to increase the precision of a model
age. Any such treatment must assume that the particles being
aggregated represent the same source material, otherwise the
aggregated result will simply represent the mixing and aver-
aging of different sources, which may not be useful. Some
information must be used to determine the validity of aggrega-
tion, such as a priori knowledge of the particles’ source, or
sufficient similarity of elemental and isotopic compositions
and/or individual model ages. Here, we will address the math-
ematical underpinnings of quantitative aggregation under the
assumption that such aggregation is valid, which may need to
be adjudicated on a case-by-case basis.

As stated above, the sum of two or more independent
Poisson random variables is also a Poisson random variable.53

This is, in fact, the property that allows an analyst to aggregate
the number of counts of an isotope in a single particle
measurement, which typically consists of repeated cycles of
counting one or more isotopes. The number of counts in each
cycle is independent, i.e., the number of counts in a measure-
ment reflects statistical fluctuations at the collection time
based upon the underlying µ parameter and not on the
specific number of counts that were measured in the preced-
ing or subsequent cycles. That is, the number of counts, n, in
a cycle will follow the distribution shown in eqn (1) and will
not be influenced by which n was observed previously. In
addition, the mean Poisson parameter for a complete measure-
ment would be the same whether the measurement were con-
ducted over one long counting interval or were split into many
cycles. There remain analytical and diagnostic reasons to split
mass spectrometry measurements into shorter cycles, particu-
larly on single-detector instruments, where the counts of
different isotopes are not collected simultaneously and require
time-interpolation. However, from a purely counting statistical
standpoint, eqn (3)–(7) demonstrate the equivalency of the
total- and split-measurement approaches. The µ parameter for
an isotope can also evolve during a measurement, due to
chemical sputtering effects, consumption of the particle, or
changes in the primary beam intensity. However, the mean
parameter of the total measurement can simply be recast as
the aggregation of arbitrarily smaller, discretized measurement
cycles, each with a different µi.

Fig. 7 Posterior distribution comparison for simulated particles with
different 230Th counts but similar 95% model age CIs. The mid68 esti-
mator adds information to the traditional 95% CI, particularly when fre-
quentist methods are used.
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It follows that aggregating the counts from several particles
will yield the mean count rate for each isotope over the cumu-
lative measurement time. This is true regardless of the relative
mass (size) of the particles or the total counting time per par-
ticle. Each parameter, µi, represents the average number of
events to occur for measurement i. This is equivalent to the
multiplication of the measurement time, ti, with a count rate,
ri: µi = ri × ti. The rate can also be parameterized by, e.g., the
particle size, si, the measurement efficiency of the isotope, µi
(i.e., the useful yield, or the number of measured ions relative
to the total number of atoms in the sample), the primary
beam current, Ii, and many other factors, ci: µi = ci × Ii × µi × si
× ti. However, since all of the factors affecting µi are multiplica-
tive, such as particle size, it makes no difference to the result-
ing aggregation whether any of these factors varies between
particles or vary during a measurement. From an aggregation
perspective, the only thing that matters is the total number of
counts collected for the isotopes of interest divided by their
cumulative measurement times, which yield the average count
rates and subsequently the aggregated model age. Spot-to-spot
variation in signal intensity only matters if it differentially

impacts or fractionates the isotope species being divided for
the model age.

Szakal et al.7 performed aggregation by summing all of the
230Th and 234U counts from all particles, treating the sums as a
single measurement. This is reasonable, since there isn’t a
general method for combining CIs without a deeper under-
standing of their underlying probability distributions. Here,
we used our Bayesian framework to explore the validity of this
treatment and verify eqn (3)–(7). We demonstrate that aggregat-
ing radiochronometry data cycle-by-cycle, particle-by-particle,
or as a sum of all counts are equivalent. We also demonstrate
that variations in µi due to, e.g., particle size or primary beam
current, do not introduce bias into the aggregated results.

Aggregation simulations

To verify the equivalency of aggregation methods, we simu-
lated 20 randomly sized particles with a target 230Th/234U ratio
of 1 × 10−5, which would be comparable to a model age of
approximately 3.5 years (assuming an RSF of unity for simpli-
city). Each particle consisted of 20 cycles with 20 s counting
time on 230Th and 2 s counting 234U per cycle, consistent with

Fig. 8 Model age estimator uncertainty and location comparison calculated from Bayesian posterior distributions. The mid68 estimator is robust
and always yields physical values.
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a typical monocollector age dating measurement.7 Integer par-
ticle sizes were randomly selected between 1 and 5, where each
integer value corresponded to 1 × 104 counts⋅s−1 of 234U on
average per cycle, as shown in Table 3. Simulated counts of
230Th and 234U were drawn from Poisson distributions scaled
by the particle sizes (see ESI†). A total of 111 230Th counts and
1,179,982 234U counts were simulated for all particles, yielding
a maximum likelihood estimate (MLE) of the 230Th/234U ratio
of (9.4 ± 0.9) × 10−6, which was consistent with the target ratio
within statistical uncertainty. Three different background rates
were chosen for the simulations: 0 counts per s, 0.0015 ±
0.0005 counts⋅s−1 (typical of the NIST LG-SIMS EMs), and
0.0150 ± 0.0016 counts⋅s−1 (10× NIST average). For the three
background scenarios, 0 counts, 12 counts, and 120 counts
were drawn, which corresponded exactly to the target back-
ground rates across the total simulated measurement time for
the 20 particles. A simulation of identically sized particles with
zero 230Th counts each was also performed to check for bias
when measuring zero 230Th counts. All random numbers were
drawn using the numpy.random module with a seed of
“123456” in order: sizes, 230Th counts, 234U counts, back-
ground counts. Our Bayesian MCMC model was used to esti-
mate the Poisson parameters under three scenarios. The
Poisson log-likelihood models were fit to the same data but
split into different numbers of observations: counts in each
cycle, summed counts per particle, and total counts from all
particles. Simulated, ground-truth data are presented here as a
test of accuracy. However, the same methods also yield consist-
ent results when using real particle data. Tables of the simu-
lated counts are given in the ESI.†

Aggregation with different background count rates

Table 4 and Fig. 11 show that the three aggregation scenarios
agree with each other to within MCMC sampling variance, as
they overlap almost precisely. As described above, there is no
difference between summing all counts into a single obser-
vation, using summed counts per particle as observations, or
using each individual cycle as an observation. This is true
regardless of all of the other factors that influence count rates,
such as particle size, primary beam current, particle consump-
tion, etc. All of the aggregation scenarios also recovered the
true underlying 230Th/234U ratio, within uncertainties. This
naturally relied on good knowledge of the background count
rate. The exact match in these cases between the central ten-
dency estimators and true simulated ratio was a fortunate
scenario since the number of simulated background counts
over all particles exactly matched the average background rate.
However, the number of drawn background counts could have
easily been another value based on the Poisson variance. This
would have caused the center of the posterior distribution to
not fall exactly on the true ratio of the particles, just as the true
number of 230Th and 234U counts in the simulated particles
did not fall exactly on the target ratio of 1 × 10−5. However, this
variance is clearly captured in the posterior distribution peak
widths and the uncertainties on the mid68 and mean estima-
tors. In the 10× typical background case, the number of simu-

Fig. 9 Comparison of coverage properties for candidate “best
estimators”.

Fig. 10 Comparison of mid68 estimators for Bayesian, FC, and RW
methods. Both 68.3% CI and 95% CI are shown.

Paper Analyst

3104 | Analyst, 2025, 150, 3089–3111 This journal is © The Royal Society of Chemistry 2025

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
 2

02
5.

 D
ow

nl
oa

de
d 

on
 0

1/
02

/2
02

6 
04

:5
5:

59
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5an00249d


lated background counts was larger than the total number of
230Th counts (120 vs. 111), but the true ratio was still recovered.
However, as demonstrated earlier, an increase in the back-
ground count rate increased the absolute uncertainty on the
model age estimate. The mid68 uncertainty, SD, and 95% CI
of the posteriors distributions all scaled with the background
rate. The width of the 95% CI for the typical background case
was approximately 12% larger than with no background; the
CI width for the 10× typical background case was approxi-
mately 87% larger than with no background, and 67% larger
than with typical background.

Table 4 also shows the FC CIs for all background scenarios
based on the total counts and RW for the 10× typical back-

ground scenario. For the zero-background case there was good
agreement between the Bayesian and FC CIs. For the typical
background case, the FC CI was approximately 5% narrower
than the Bayesian CI, which may have been partly due to the
additional uncertainty on the background rate incorporated
into the Bayesian model. For the 10× typical background scen-
ario, the FC and RW CIs were about 29% narrower than the
Bayesian CI, and the mid68 uncertainty was roughly 21%
smaller. The FC algorithms tend to underestimate the CI when
the background counts are comparable to or larger than the
true counts, which was the case here. However, the total aggre-
gated counts were not near zero, so the RW correction did not
yield any difference to the original FC algorithm.

Table 3 Table of simulated random particle sizes, scaled by 104 for drawing 234U counts per s from a Poisson distribution for each cycle

Particle 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Size (×104 counts⋅s−1 234U) 1 4 5 2 2 1 1 5 2 5 2 3 3 2 3 4 1 5 3 5

Table 4 Bayesian aggregation results for randomly sized particles with different background conditions: zero, typical NIST LG-SIMS (0.0015 ±
0.0005 counts⋅s−1), and 10× NIST LG-SIMS (0.0150 ± 0.0016 counts⋅s−1). Result values scaled by 106. Mid68, mean, and 95% CI values shown. All
aggregation methods agreed within numerical uncertainties. However, larger background rates added uncertainty to the final results

Background Aggregation Mid68 1 σ Mean 1 SD 95% CI LL 95% CI UL

Zero Cycles 9.45 0.90 9.50 0.90 7.78 11.30
Zero Particles 9.43 0.90 9.49 0.90 7.74 11.25
Zero Total 9.44 0.89 9.48 0.89 7.72 11.19
Zero Total FC 9.43 0.93 — — 7.74 11.30
Typical Cycles 9.41 1.00 9.50 1.00 7.54 11.44
Typical Particles 9.48 1.01 9.50 1.01 7.57 11.49
Typical Total 9.40 1.01 9.49 1.01 7.50 11.44
Typical Total FC 9.43 0.97 — — 7.66 11.39
10× Typical Cycles 9.43 1.48 9.49 1.49 6.53 12.41
10× Typical Particles 9.43 1.49 9.50 1.49 6.57 12.40
10× Typical Total 9.49 1.49 9.49 1.50 6.64 12.47
10× Typical Total FC 9.43 1.31 — — 6.98 12.06
10× Typical Total RW 9.43 1.31 — — 6.98 12.06

Fig. 11 Aggregation of simulated particles with different methods and levels of detector background. All methods agree with each other and with
the true simulated value. Therefore, there is no observable bias based on aggregation method or level of detector background.
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Aggregation when all 230Th counts zero

We also performed aggregation simulations with the same ran-
domly sized particles, but with all 230Th counts set to zero and
with zero-background conditions, to check for any potential
bias between the three aggregation methods. Fig. 12 panel A
and Table 5 show the results of these simulations, where the
three methods agreed very closely, to within MCMC sampling
variance. Table 5 highlights the difference between the mid68
estimator and the posterior distribution mean, where the
mid68 was much closer to the true value, whereas the mean
was highly influenced by improbable but large-valued pos-
terior samples.

It may be unintuitive that upon measuring zero counts in
an experiment, the mid68 or mean of the posterior probability
distribution would be a non-zero positive number. However,
consider a single Poisson process with a range of integer-
valued µ parameters between 0 and 5. The probabilities of
observing n = 0 counts for these different µ values using eqn
(1) would be: 100%, 36.8%, 13.5%, 5.0%, 1.8%, and 0.7%,
respectively (Fig. 12 panel B red circles). The mean of these six
potential outcomes is 0.58 counts. However, all Poisson para-
meters that could reasonably yield n = 0 counts must be
accounted for. Now let µ be a continuous variable greater than
zero. If the range of considered µ values were increased to be
between 0 and 10 counts, and the n = 0 probabilities for a
larger number of closely-spaced µ values were calculated, it
yields the (un-normalized) posterior probability distribution,
essentially following Bayes’ theorem (Fig. 12 panel B red line).

As the number of µ values increases towards the continuous
limit (Δµ → 0), the mean of the posterior distribution
approaches one (Fig. 12 panel C), which agrees exactly with a
Bayesian MCMC fit to an observation of zero counts. The
maximum likelihood of this distribution, located at zero, is
equal to the Floor(mean) and Ceiling(mean) minus 1, consist-
ent with the definition of a Poisson process. When using the
mid68 estimator, it is important to be mindful that it may rep-
resent an underlying asymmetric probability distribution, so
care must be taken when combining such values to avoid intro-
ducing bias into the final result.

Biased aggregation methods

The simulated data above were also used to demonstrate aggre-
gation methods that result in bias and should be avoided.
Fig. 13 panel A shows the equivalency of three aggregation
scenarios for the zero-background case (for simplicity), as in
Fig. 11 panel A. The 68.3% CI and 95% CI regions are shaded
for clarity. In Fig. 13 panel B, the posterior distributions for
each of the 20 particles are shown with light grey curves. Most
of these posterior distributions are asymmetric due to the low
number of 230Th counts. The dark black curve shows the mean
of the posterior distributions themselves. This result is biased
high of the true value, with a mean value of (1.1 ± 0.1) × 10−5

(1 σ), and a 95% CI of [8.9 × 10−6, 1.3 × 10−5]. This was resolva-
ble from both the simulated target value of 1.0 × 10−5 and the
observed value of (9.4 ± 0.9) × 10−6 at the 1 σ level and did not
well represent the properly aggregated values. This type of bias

Fig. 12 (A) Posterior probability distribution for aggregated simulated particles with zero 230Th counts. (B) Manual construction of (unnormalized)
posterior probability distribution for illustration. (C) The mean of the posterior distribution for zero counts approaches one as µ approaches the con-
tinuous limit, which agrees with the definition of a Poisson process.

Table 5 Bayesian aggregation results for randomly sized particles with zero total 230Th counts and no background. Result values scaled by 108

Background Aggregation Mid68 1 σ Mean 1 SD 95% CI LL 95% CI UL

Zero Cycles 4.85 4.85 8.5 8.4 0 25.3
Zero Particles 4.85 4.85 8.5 8.6 0 25.6
Zero Total 4.85 4.85 8.5 8.5 0 25.3
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can occur any time when the ratio of two variables is not
described by a symmetric distribution, such as when measure-
ments result in low 230Th counts.

In mass spectrometry, this effect is well known, and it often
occurs when taking the ratio of two isotopes that are orders of
magnitude different in abundance so that the ratios are very
small or very large. Over the course of a mass spectrometry
measurement, particularly on a single-collector instrument,
isotopes are collected serially by cycling the measurement of
each isotope in turn and repeating. Breaking the measurement
down into cycles provides time resolution to help troubleshoot
acquisition artifacts and to determine when to conclude a
measurement (e.g., if the sample is sputtering away). For par-
ticles, the count rates of each isotope change over time as the

sample is consumed, so cycling improves time interpolation
and proper characterization of the sample as it evolves. Often,
instrument dynamic range considerations or sample size limit-
ations mean that the underabundant isotope may not have an
approximately Gaussian distribution of counts on a per-cycle
basis (i.e., it will have very few counts). Therefore, the ratio of
isotopes at each cycle will be defined by an asymmetric prob-
ability distribution. Taking the average of cycle-by-cycle ratios
leads to bias and misinterpretation of results in these cases,
e.g. ref. 20 and 21. It is more appropriate to sum the total
counts of each isotope first before taking their ratio or apply
some other ratio schema that accounts for correlations during
the profile. This same effect is shown in the Fig. 13 panel B
example, since the model age represents a scaled isotope ratio.

Fig. 13 Example of biased (panel B) and less biased (panels A & C) aggregation methods of simulated particles.
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As an alternative means to mitigate aggregation bias, we
experimented with weighted and unweighted harmonic and
geometric mean of model ages, posterior distributions, and
cycle-by-cycle ratios, but these approaches did not appear to
not be universally applicable in all circumstances.

Approximate aggregation using Mid68 estimators

Summing cycles, particles, and/or total counts is the most
appropriate method to aggregate actinide particle data for con-
structing a model age, assuming that the particles of interest
are truly from the same source and that the detector back-
ground for each measurement is well understood. This is par-
ticularly the case when the model age CIs include zero.
However, there may be occasions where the raw count data
and associated corrections or full posterior distributions are
not available for each particle measurement, such as processed
model ages for a suite of particles shared between laboratories.
In these cases, it would be beneficial if the “best estimate”
values and/or CIs could be used to produce a population (or
subset) average that were not significantly biased from the
properly aggregated value.

Fig. 13 panel C shows the posterior distributions from
panel B represented by mid68 ± half-width (1 σ) estimators
(black circles with error bars). The arithmetic weighted mean
(WM) and unweighted mean (AVG) of these estimators show
good agreement with the properly aggregated values, within
uncertainties. However, the WM is slightly lower than AVG for
this selection of data and is less accurate. For the WM, weights

are typically calculated as the inverse of the variance (square of
the uncertainty), which minimizes the variance of the WM for
normally distributed data. However, the model ages here are
not normally distributed, so this weighting scheme may not be
the most appropriate. For a Poisson process, the absolute
uncertainty always increases with higher counts. Therefore, a
particle with fewer 230Th counts simply due to statistical
scatter would be weighted more heavily than a particle with
more 230Th counts, even if they were drawn from the same dis-
tribution. Through empirical investigation, we found that
rescaling the conventional inverse-variance weights by raising
all weights to the power of 1/e, where e is Euler’s number,
results in exceptionally good agreement with the aggregated
value. This value is labeled on the plot as WMexp.

There exists an edge case where using WMexp of the mid68
values may result in a biased aggregation estimate compared
to summing counts, so some caution is required. As shown in
Fig. 5, for each enrichment and age example, there exists a par-
ticle mass or size cutoff below which no 230Th counts would be
expected, on average. A reduction in mass below this point
yields inflated model age mid68 values due to the lower 234U
counts. If most of the particle data to be aggregated were from
this regime, the WMexp could be biased, especially with vari-
ations in particle size. In this case, summed aggregation
would be the most appropriate method to use.

Returning to the first example presented in this paper, puri-
fied and remade U630 particles, Fig. 14 shows a comparison of
the properly aggregated model ages and the approximate

Fig. 14 Comparison of model age aggregation methods for the purified and remade U630 particles from PNNL: summing all counts vs. calculating
the WMexp of the particles’ mid68 model age estimators. Both methods agree without any observable bias. However, the WMexp remains an approxi-
mation and results in larger model age uncertainties.
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WMexp aggregation using the mid68 estimators for each par-
ticle model age in each session. There was excellent agreement
and no apparent bias in the WMexp method, with the slope
and intercept being unity and zero within uncertainties: 0.99 ±
0.06 (1 σ) and -0.01 ± 0.09 (1 σ), respectively. The WMexp

method remains an approximation, based only on the 68.3%
most probable model age values and not the tails of the pos-
terior distributions. As such, the absolute and relative uncer-
tainties for each session are more often slightly larger when
using WMexp than when aggregating counts. The WMexp

method lowers the weight of larger particles with more precise
particle ages, unlike aggregating by summing counts, which
implicitly weights large particles more than small ones.
Therefore, comparing the two methods can be useful for vali-
dating the assumption that the materials are from the same
source, and that the mathematically proper aggregation
method is not completely skewed toward, say, one large par-
ticle in a suite. These examples demonstrate that a reliable,
though approximate, aggregation can be performed using only
the mid68 “best estimator” values when the underlying count
data or full posterior distributions are not available. These
results increase the confidence that the mid68 estimator is
meaningful and useful information for model age interpret-
ation, in addition to a 95% CI and/or a full posterior prob-
ability distribution.

Conclusions

A robust method for age dating of U microparticles by
LG-SIMS was recently introduced by Szakal et al.7 that
addressed many of the associated analytical challenges. Most
notable among these were potential causes of interferences,
such as molecular isobars, abundance sensitivity (scattering
from intense nearby peaks), and detector background. Also
addressed was the evolution of the Th/U RSF during consump-
tion of a particle. This method was amply demonstrated on
numerous NIST/NBL CRMs and two unknown samples with
known production dates. At the time of its writing, the young-
est material analyzed was approximately 15 years old.

In this study, we expanded upon the work of Szakal et al.,7

analyzing remade and radiochronometrically reset particles of
CRM U630 from PNNL over the course of approximately 3.5
years to investigate the efficacy and potential bias present
when analyzing extremely young material. We found no dis-
tinguishable bias present in the age dating analyses, as our
model age predictions yielded a linear relationship with a
slope of unity relative to the true age, within uncertainty. An
offset was found in the model age regression indicating the
initial presence of 230Th in the remade particles. Its magnitude
was consistent with the purification of 99.3% ± 0.2% of the
initially ingrown 230Th from CRM U630. We further explored
the effects of detector background, ionization efficiency, and
inter-element variability on age dating results. In general, it is
extremely important to achieve the highest ion detection
efficiency and to reduce the detector background to a

minimum, i.e., to achieve the highest signal-to-noise ratio,
especially for small, young, and/or low-enriched U particles.
Mixed U–Th particles from SRNL with a nominally 6-order-of-
magnitude range in Th contents were used to illustrate the
effects of particle heterogeneity, RSF evolution, and substrate
chemistry on age dating analyses. As demonstrated by Szakal
et al.7 and confirmed here, it is important to consume at least
50% of each standard and unknown particle to achieve repro-
ducible RSF and model age results. Plotting the integrated RSF
or Th concentration with respect to analysis time (or cycle) can
give an indication of how much of a particular type of particle
to consume to achieve reliable results. Consuming less than
50% of a standard or unknown particle (or while the integrated
RSF is varying cycle-to-cycle) can add unnecessary variance. On
a related note, large-area scanning of planchets, such as by
Cameca’s automated particle measurements (APM) program,
can be similarly impacted by these effects. Caution is war-
ranted when analyzing mixed-element particles in this
manner, since very little of each particle is consumed. The stat-
istical precision of the measurement will be limited due to the
dwell times per pixel utilized for scanning large areas, but the
results will also be more representative of the transient period
in RSF values and particle and substrate evolution. Therefore,
single-particle microprobe measurements afterwards will likely
remain necessary for inter-element accuracy. Due to the variety
of surface chemistry effects present and the difficulty of exactly
matching standard and unknown particle compositions, we
recommend this “full consumption” method as opposed to
other potential corrections.

In this study we also examined methods for aggregating U
microparticle model ages to investigate potential causes bias.
Using a Bayesian framework we demonstrated the validity and
equality of three aggregation scenarios: using cycle-by-cycle
counts as observations, using summed particle counts as
observations, and using total summed counts as a single
observation, all with different simulated detector background
conditions. These results agree with the FC treatment
suggested by Szakal et al. We also suggested a new estimator,
the midpoint of the 68.3% CI with half-width uncertainty,
called “mid68”, as the best model age estimator that adds
value to a 95% CI. For analyses of particles with low 230Th
counts in the presence of detector background, POE estimators
are unsatisfactory, as they can cover nonphysical values.
Likewise, the mean of the Bayesian posterior distribution can
be overly influenced by large but very unlikely values, and it
cannot be calculated using frequentist methods, such as FC.
The mid68 estimator satisfies the desirable criteria specified
in this study, adding value to a 2-point 95% CI estimate of a
model age and providing a value with a symmetric uncertainty
that can be easily used later for approximate aggregation or
use in regressions. We found that a modification to the tra-
ditional arithmetic weighted mean, raising the inverse-var-
iance weights to the power of (1/e), enabled the use of individ-
ual mid68 estimators to reproduce the aggregated model ages
of both simulated and real-world particle sets. The new model
age estimator and approximate aggregation method could be
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useful when a person evaluating the results does not have
access to the underlying raw data and all associated correction
factors.
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