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A fresh perspective on metal ammonia molecular complexes and 
expanded metals: Opportunities in catalysis and quantum 
information
Benjamin A. Jackson,a Shahriar N. Khan,a and Evangelos Miliordos*a

Recent advances in our comprehension of the electronic structure of metal ammonia complexes have opened avenues for 
novel materials with diffuse electrons. These complexes in their ground state can host peripheral “Rydberg” electrons which 
populate a hydrogenic-type shell model imitating atoms. Aggregates of such complexes form the so-called expanded or 
liquid metals. Expanded metals composed of d- and f-block metal ammonia complexes offer properties, such as magnetic 
moments and larger numbers of diffuse electrons, not present for alkali and alkaline earth (s-block) metals. In addition, 
tethering metal ammonia complexes via hydrocarbon chains (replacement of ammonia ligands with diamines) yields 
materials that can be used for redox catalysis and quantum computing, sensing, and optics. This perspective summarizes 
the recent findings for gas-phase isolated metal ammonia complexes and projects the obtained knowledge to the condensed 
phase regime. Possible applications for the newly introduced expanded metals and linked solvated electrons precursors are 
discussed and future directions are proposed.

1. Introduction
Electrons are the currency used in the molecular world. They 

are exchanged or shared during atomic or molecular 
interactions (chemical bonding),1 or they can be deposited as 
anions in solvent banks (solvated electrons).2 Depending on the 
morphology of the potential energy well they reside at, bound 
electrons may be highly localized or dispersed extensively in 
space. Intermediate to these two is the case of delocalized 
electrons in aromatic systems (Hückel, Möbius,3 or Hirsh4) or 
polarized electrons in intermolecular interactions.3

Diffuse electrons can also be found in materials, such as 
electrides (organic or inorganic) and expanded (or liquid) 
metals.5, 6 The categorization of these materials is based on the 
different molecular skeletons. The building units of organic 
electrides are (usually alkali) metal coordination complexes 
with organic molecules as ligands, which are surrounded by 
electrons trapped in the formed cavities or pores. Typical 
organic ligands are crown ethers7-9 or cryptands6, 10 while aza-
crown ethers have recently been investigated theoretically.11, 12 
Inorganic electrides are usually one,13 two, or three dimensional 
crystals with electrons in void spaces or two-dimensional 
crystalline sheets separated by a layer of diffuse electrons. 
These are commonly composed of alkali, alkaline earth, 
aluminum, oxygen and nitrogen atoms,6 or even metallic 
clusters.14 Expanded metals are similar to organic electrides15 
but the ligands are solvent molecules known to solvate 
electrons, such as ammonia,5 water,16-20 dimethyl ether,21, 22 

methanol,23, 24 methylamine,25-31 acetonitrile,32 hexamethyl-
phosphoric triamide (HMPA)33, 34 and tetra-hydrofuran.35 
Electrides and expanded metals can be unified under the 
general category of solvent separated electrons from metals 
ions.15

Among these species, electrides have been studied quite 
extensively both experimentally and computationally.36 Crystal 
structures are reported for multiple systems and various 
applications have been proposed in the literature.37-42 On the 
other hand, our knowledge for the expanded metals is less 
extensive.5 Expanded metals have been observed for a handful 
of systems Li/(NH3,CH3NH2), (Na,K,Cs,Ca,Sr,Ba,Eu,Yb)/NH3.43-45 
The crystal structure is known in detail only for lithium,29, 46 and 
only recently possible applications have been suggested based 
on in silico results.47, 48 The present article focuses on metal-
ammonia expanded metals aspiring to serve as motivation for 
future work on these materials based on recent ab initio results 
and demonstrating possible advantages over electrides. More 
detailed reviews on electrides can be found in refs 6, 37.

We will continue (Section 2) with a detailed account on the 
electronic structure, stability, and computational challenges for 
the building blocks (focusing on isolated metal ammonia 
complexes or so-called solvated electron precursors = SEPs) of 
expanded metals. This discussion extends to the various regions 
of the periodic table (s-, p-, d-, and f-blocks) going beyond the 
usually reported alkali and alkaline earth metals. Section 3 
discusses the formation of crystalline materials from SEPs, and 
section 4 refers to possible applications including catalysis, 
electronic devices, and quantum information systems. Section 
5 summarizes the main points and provides a personal outlook 
to future directions. Although this account is based on results 
reported already in the literature, some calculations have been 
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done presently with Gaussian1649 (unless otherwise noted). The 
discussion that follows impacts various fields, such as molecular 
physics, electronic structure theory, materials, chemistry in 
solutions, gas-phase experiments, and chemical education.

2. The Molecular Building Units
Electronic structure model. The simplest metal ammonia 
complex bearing a diffuse electron is Li(NH3)4 wherein a single 
electron occupies a diffuse orbital which surrounds the 
periphery of the complex (see orbital 1s in Figure 1). Such a 
system is an example of the solvated electron precursor or SEP. 
Sommerfeld and Dreaux who examined the density of the 
diffuse s-type orbital (see orbitals 1s in Figure 1) showed that 
only 2% of this density is within the covalent radius of lithium 
(1.82 Å).50 The same value for the lithium atom is 45%, for 
Li(NH3) is ~33%, for Li(NH3)2 ~10%, for Li(NH3)3 ~5% and 
indicating a gradual depletion of the lithium valence space of 
electronic density. The penetration of the diffuse electron into 
each ammonia ligand is even smaller (~1%) in absolute 
agreement with the findings in anionic pure ammonia 
clusters.51

The same observation was made for the Ca(NH3)0-8
+ species 

looking at the contours of the outer diffuse orbital.52 The 
corresponding radial distribution plots for the neutral calcium 
ammonia complexes (along a path which avoids the ammonia 
ligands) revealed a gradually higher diffusion of the density to 
longer distances for up to five ammonia ligands. For six and 
more ammonia ligands there is a sudden shift of the maximum 
of these plots from about 2 Å to 4 Å signaling the displacement 
of the electron from the valence space of calcium to the 
periphery of the complex.52 Similar plots for V and V(NH3)6 
demonstrated that the valence 4s orbital “swells” by 2 Å due to 
the presence of the ammonia ligands.52

Three models exist for explaining the origin of this diffuse 
orbital: the metal-centric, the ligand-centric, and the expanded 
atom.

The metal-centric model attributes the diffuse orbital as a 
metallic orbital, which is perturbed by the ligand field. This 
model is supported by the radial distribution plots for the 
electronic density P(r) of the outer electron. For example, Zurek 
et al. also indicates that “The likeliest place to find the electron 
in Li(NH3)4 lies almost midway between the maximum P(r) for 
an electron in the Li (gas-phase) atomic 2s and 3s orbitals”.5 The 
exact same conclusion can be inferred from the plots of Figure 
3 in ref. 52 regarding V(NH3)6, where the diffuse electron is more 
likely to be found midway between the valence (4s) and next s-
type (5s) orbitals.

Figure 1. Low-lying peripheral “Rydberg” orbitals of Li(NH3)4.

Figure 2. HOMO orbitals for NH3
−, (NH3)4

−, and Li(NH3)4.

The ligand-centric model has been suggested by Zurek, 
Edwards, and Hoffmann,5 viewing Li(NH3)4 as Li+(NH3)4

−. 
According to this picture the electron belongs to the ammonia 
cluster bearing this specific tetrahedral geometry. Ammonia 
clusters are known to solvate electrons albeit with minimal 
electron affinities. For example, the global minimum (“linear” 
arrangement) of (NH3)4

− has a vertical detachment energy of 
~60 meV (calculated with CCSD(T)).51 In the case of Li(NH3)4, the 
Li+ center stabilizes the tetrahedral (NH3)4

− system. In addition, 
Zurek et al. calculated the radial distribution of the probability 
P(r) for the diffuse electron in Li (2s1 and 3s1 states), Li(NH3)4, 
and (NH3)4

−. They found that the degree of diffusion follows the 
order Li(2s1) < Li(NH3)4 < Li(3s1) < (NH3)4

− indicating that the 
(NH3)4

− orbital is substantially contracted due to the presence 
of Li+. Figure 2 shows the HOMO orbitals of four NH3

− ions in the 
geometry of (NH3)4

−, which can be “combined” to produce the 
HOMO of (NH3)4

−, which contracts in the presence of Li+ to the 
HOMO of Li(NH3)4.
The authors and collaborators argue that a “fairer” 
interpretation is the expanded atom model which attributes the 
electron as belonging to the whole of the molecular complex. 
This is first demonstrated in ref. 53 where the isovalent 
Be(NH3)4

+ is studied alongside a hypothetical model of one 
electron exposed to the electrostatic potential produced by 
Be2+(NH3)4. The numerical solution of the Schrödinger equation 
was able to reproduce the electronic structure of the system for 
its ground and excited electronic states (see below). This 
viewpoint perceives SEPs as “expanded atomic” entities where 
the metal-ammonia skeleton acts as an “expanded nucleus” of 
the system suggesting that SEPs can form “expanded 
molecules” by binding together through “expanded covalent” 
bonds (see below). Similar concepts have been expressed for 
the so-called superatoms, which are metallic clusters with 
electronic structure resembling that of hydrogen.54, 55

The concept of the “expanded atom” is supported by the 
excited states of these systems. The lowest energy outer s-type 
orbital has been dubbed 1s, which is followed by the 1p, 1d, 2s, 
2p, and 1f orbitals (see Figure 1).  The pattern is nearly identical 
for all metal-ammonia and metal-water species studied so far,52, 

53, 56-58 indicating that the metal identity is suppressed and that 
the outer electrons experience the metal more as a central 
charge. Note that the numbers do not correspond to a quantum 
number but to the cardinality within each orbital type. Similarly, 
the s, p, d, f symbols refer to the shape and near-degeneracy of 
the orbitals and not strictly to the angular momentum, which in 
principle is not conserved in these systems. However, the 
calculated transition electric dipole moments follow the well-
known selection rules of atomic spectroscopy. For example, the 
1s →1p transitions are very strong, unlike 1s →1d.58, 59

The degeneracy among the 1d orbitals is not exact. The 
tetrahedral or pseudo-octahedral symmetry elements in 
Li(NH3)4 or Ca(NH3)6, respectively, allow only up to triple 
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degeneracy. Thus, the 1d orbitals split into the (dxy, dxz, dyz) and 
(dx

2
−y

2, dz
2) groups, which differ energetically by just 0.01 eV.52, 

58 The same splitting for V(NH3)6
+ is 0.1 eV,52 and for the low-

symmetry Ca(H2O)6 complex is 0.4 eV.60 The splitting in the 2d 
states of the latter drops to 0.05 eV60 because of the larger size 
of 2d. The 2d1 electrons are further from the metal center and 
the structural features of the Ca(H2O)6

2+ core are less “visible” 
by the 2d1 electrons.

The calculated Aufbau principle for SEPs matches closely 
the Jellium shell model used to explain the electronic structure 
of electrons delocalized in metallic clusters (superatoms).61, 62 It  
also resembles the nuclear shell model used to provide the 
levels populated by protons and neutrons in atomic nuclei.63 
The notation used and the energy order found for SEPs, 
superatoms, and nuclei are identical, and seem to indicate that 
the observed common shell model is very general, and not 
system specific. On the other hand, the hydrogenic model (1s, 
2s, 2p, 3s, 3p, 3d, etc.) is valid only for central Coulombic 
potential. Comparing the two cases, we see that the Coulomb 
potential destabilizes higher angular momentum orbitals. For 
example, f-type orbitals appear in the fifth electronic state of 
SEPs (1f) but appear much higher for hydrogenic species (4f).

This SEP-shell model remains consistent for the various 
metal ammonia complexes studied so far,52, 53, 56, 58, 64-66 despite 
the differing electronic structure of the metals. Specifically, the 
lowest energy states of the lighter alkaline earth metal cations 
are:

Be+   : 2s1 <<< 2p1 <<< 3s1 < 3p1 ~ 3d1

Mg+ : 3s1 <<< 3p1 <<< 4s1 ~ 3d1 < 4p1

Ca+   : 4s1 << 3d1 << 4p1 <<< 5s1 ~ 4d1

where <<< / << / < denote energy differences of more than 
20,000 cm−1 / 10,000 cm−1 / 5,000 cm−1, respectively, and the ‘~’ 
means less than 5,000 cm−1.67 Upon saturation with the 
ammonia ligands (complete first solvation shell) the orbitals’ 
order switches to 1s1 < 1p1 < 1d1 < 2s1 ~ 1f1 ~ 2p1 for all 
species.52, 53

To illustrate the effect of ligand coordination in the metal 
ammonia complexes, we constructed the potential energy 
profiles (PEPs) for the concerted approach of four ammonia 
ligands to Be+, Mg+, and Ca+ in a tetrahedral arrangement to 
form Be(NH3)4

+, Mg(NH3)4
+, and Ca(NH3)4

+. The PEPs for the 
lower energy states of the tetra-coordinated complexes are 
shown in Figure 3. An immediate observation is that the two 
PEPs pertaining to ns1 and (n+1)s1 (n = 2, 3, 4 for Be+, Mg+, Ca+) 
undergo some avoided crossing at a metal-nitrogen distance 0.5 
Å longer than the equilibrium bond length. The avoided crossing 
is a result of the ns valence orbital mixing with the (n+1)s or 
higher s-type metallic orbitals to form the outer 1s orbital of the 
complex. This agrees with earlier discussion on the radial 
distribution of the outer 1s orbital for Li(NH3)4 and V(NH3)6. 
Here, the effect is most evident for Be+ and nearly vanishes for 
Ca+.

On the other hand, the 1p1 or 1d1 states of the complexes 
transition from the np1 and 3d1 or 4d1 metallic states in a 
smooth manner. The exact same trends were seen for the 
Sc(NH3)6

2+ complex.66 The connection between 1p1/1d1 states 
of Ca(NH3)4

+ and 3d1/4p1 states of Ca+ is a special case. The 3d1 
states are lower than 4p1 but the corresponding 1d1 states are 
higher than 1p1. Therefore, the 4p1 and the three same-
symmetry 3d1 states (t2 orbitals in Td point group) blend 

together in the 2.6−4.0 Å region, and the two PEPs (blue and red 
in Figure 3) exchange characters at equilibrium. The two 3d1/e 
components transition smoothly to the 1d1/e ones, and at 
equilibrium the e and t2 components of 1d1 state become nearly 
degenerate and higher in energy than 1p1.

Based on these observations, we consider that the picture 
of “expanded atoms” is more representative, and that the 
addition of ammonia ligands modifies the electronic structure 
of the system dramatically. Additional support for this picture is 
given by the considerable changes in the excitation energies and 
binding energies when the first solvation shell is saturated. 
Specifically, going from Ca(NH3)5

+ to Ca(NH3)6
+, the excitation 

energy for the first excited state is halved, indicating that the 
electron has significant metallic character in the former case, 
which diminishes in the second case.52 The excitation energy 

Figure 3. CASSCF potential energy profiles for the concerted 
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attachment of four ammonia ligands (tetrahedral arrangement) 
to Be+, Mg+, and Ca+ in various electronic states.
remains unaffected going to Ca(NH3)7

+ and Ca(NH3)8
+. The radial 

distribution function of the electronic density reveal also that 
the outer electron is suddenly jostled away from the metal 
going from Ca(NH3)5

+ to Ca(NH3)6
+ (see Figure 2 of ref. 

52).Further, we see the N-H stretching frequency of the 
ammonia ligands decreases with increasing coordination until 
the sixth ammonia where frequency then increases (see Figure 
3 of ref. 52). Finally, the detachment energy of an ammonia 
ligand is larger (almost double) for Ca(NH3)6 compared to 
Ca(NH3)5 (see Table 1 of ref. 52).

While the full saturation of the first coordination sphere 
occurs at four, six, and eight ammonia ligands for beryllium, 
magnesium, and calcium, the transition to an expanded metal 
may occur at lower coordination numbers. For example, 
magnesium's transition occurs at four-coordination and calcium 
at six-coordination.52, 53, 68 For consistency, the PEPs of Figure 3 
correspond to the tetrahedral tetra-coordinated species for all 
metals for consistency. The tetrahedral Ca(NH3)4

+ species also 
has a peripheral 1s electron but it is not a real minimum in the 
potential energy surface, which prefers the planar 
conformation by 5.2 kcal/mol (present calculations at 
B3LYP/aug-cc-pVDZ). Mg(NH3)4

+ is an actual minimum and has 
one 1s electron, but it is 1.6 kcal/mol higher than the global 
minimum Mg(NH3)3(NH3)1

+, i.e. one ammonia is placed in the 
second solvation shell and the electron is on the metal.69

Based on the PEPs of Figure 3, the displacement of the 
more diffuse valence s-electron of Ca+ (compared to Be+ and 
Mg+) is smoother but leads to smaller metal-ammonia binding 
energies due to the smaller charge density of the Ca2+ core. 
Specifically, the binding energy per metal-ammonia bond is 
47.0, 26.9, and 21.0 kcal/mol for Be+, Mg+, and Ca+, respectively, 
at CCSD(T)/aug-cc-pVTZ//B3LYP/aug-cc-pVDZ level of theory. 
The same values for Li and Na are 14.2 and 7.9 kcal/mol. If we 
plot the binding energies as a function of the charge density 
(+2/rion

3, rion = ionic radius) for the three alkali metal dications 
(ionic radii taken from ref. 70; 0.59, 0.86, and 1.14 Å for Be2+, 
Mg2+, and Ca2+, respectively) we see a linear relation between 
the two (r2=0.9999).

The attack of four ammonia molecules against a “two-
electron” species, such as neutral Be atom, is not barrier-free. 
The simultaneous approach in Be(NH3)4 has to overcome a 
barrier of 18.2 kcal/mol, after which there is a well of 75 
kcal/mol (see Figure 2 of ref. 53). Interestingly, if the formation 

Figure 4. Energy levels for the lowest electronic states of 
lithium-ammonia complexes with one [Li(NH3)4] and two 

[Li(NH3)4(NH3)12] solvation shells.58, 65 The 1f states for Li(NH3)4 
were not identified by the authors of ref. 58.
of Be(NH3)4 occurs in two steps [Be + 3NH3 → Be(NH3)3 and 
Be(NH3)3 + NH3 → Be(NH3)4] the two barriers are smaller, 13 
kcal/mol (see Figure 5 or ref. 71) and less than 2 kcal/mol (see 
Figure 2 of ref. 53), meaning that after the insertion of three 
ammonia ligands, the 2s electrons are quite diffuse facilitating 
the insertion of the fourth ligand.

A similar story is shown in the V + 6NH3 PEPs (see Figure 5 of 
ref. 52). The ground state of V is a 4F with a 4s23d3 configuration 
and its first excited state is a 6D of 4s13d4 configuration. The 
barrier to displace the two 4s electrons of the 4F is comparable 
to Be(NH3)4 (~20 kcal/mol)52 but to displace the one 4s electron 
of 6D is nearly half that (8 kcal/mol)52. However, the potential 
energy well of the 4F is nearly twice that of 6D (~60 vs ~30 
kcal/mol)52 owing to the greater metal charge [V2+(3d3) for 4F  
vs. V+(3d4) for 6D].

Looking at the metal ammonia complexes from a distance 
we can see the diffuse electrons in a spherical globe with a 
positively charged center. Therefore adding a second solvation 
shell to Li(NH3)4, for example, this sphere becomes larger (the 
radius of the molecular skeleton approximately doubles, Li to 
terminal H atoms distance is r ≈ 6.5 Å vs. r ≈3.0 Å)65 and at the 
same time the effective central/metallic charge (Z) drops due to 
the electrostatic screening of the intervening ammonia ligands. 
Based on the virial theorem for the hydrogenic atoms (En = − <V> 
= − 1/2 Ze2 <1/r>n), the excitation energies are expected to 
become half or less. Indeed, the energy diagram of Figure 4, 
which compares the excitation energies of Li(NH3)4 and 
Li(NH3)4(NH3)12, reveals a decrease by a factor of 2.4 ± 0.4. In 
both cases the 1s→1p excitation happens in the infrared region 
as opposed to the solvated electron in low concentration alkali 
metal ammonia solutions, which absorbs in the visible region 
giving the observed blue color.72

Although the literature is dominated by alkali and alkaline 
earth metal ammonia complexes, transition metal complexes 
are more fascinating and didactic. It is shown that the valence 
4s or 5s electrons of first- or second-row transition metals is 
displaced to the periphery of the metal-ammonia molecular 
skeleton (see Figure 4 of ref. 52 and Figure 5). The implications 
of this observation described below are of both educational and 
practical importance.

General or inorganic chemistry textbooks refer to the ligand 
effects on the energies of the valence d-orbitals and how this 
modifies the electronic structure and chemical reactivity of 
these species. The fate of the valence s-orbital when ammonia 
ligands bind to the metal center is generally overlooked. 
Ammonia is considered a strong-field ligand inducing a large 
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Figure 5. Transformation of the valence 3d and 4s orbitals of 
M(NH3)6, where M is a first-row transition metal atom. The 1s 
outer orbital is populated before the eg orbitals.
splitting among the d-orbitals. At the same time, the valence s-
orbital becomes the outer-1s orbital, which can be populated 
before higher energy inner d-orbitals. For example, the ground 
state of V(NH3)6

2+ has a 3d/t2g
3 configuration, and the addition 

of one electron to make V(NH3)6
+ leads to (atomic/molecular 

orbital notation) 3d/t2g
3 4s/1s1,52 instead of 3d/t2g

4 or 3d/t2g
3 

3d/eg
1. Similarly, adding one electron to Sc(NH3)6

2+ (t2g
1) leads 

to Sc(NH3)6
+ with t2g

11s1 or 1s2 configurations; the two states 
being nearly degenerate.66 It should be noted that the diffuse 
electron in V(NH3)6

+ can be easily captured by other species in a 
solution and thus its observation may require delicate 
experiments.

From the more practical viewpoint, transition metal-
ammonia complexes are shown to have two co-existing 
electronic shells: The inner d-shell and the outer hydrogenic-
type shell, which is identical to that observed in s-block metals 
(1s, 1p, 1d, 2s, 2p, 1f, etc). Electronic excitations in the outer 
shell happen at lower energies, and it turns out that they are 
independent of the electronic structure of the inner d-
electrons. Specifically, quantum calculations show that the first 
excitation for M(NH3)6

+ (M = Sc, V, Cr, Mo)52, 59, 66 pertains to 
outer 1s→1p excitations consistently at ~1.0 eV independently 
of the central metal. In addition, the t2g

3eg
11s1 → t2g

3eg
11p1 and 

t2g
41s1 → t2g

41p1 transitions in Mo(NH3)6 or the t2g
3eg

11s1 → 
t2g

3eg
11p1 and t2g

3eg΄11s1 → t2g
3eg΄11p1 [eg = dz

2 and eg΄ = dx
2

−y
2] 

in Cr(NH3)6 occur also at ~1.0 eV.59 The same seems to be true 
for the inner excitations. The t2g → eg excitation in V(NH3)6

+ and 
V(NH3)6 occurs at ~1.7 eV despite the fact that the former has 
one outer 1s electron and the former has two.52 The same 
excitation occurs at 1.4 eV in Mo(NH3)6

+ for both 1s1 and 1p1 
outer electronic configurations.59 Conclusively, transition metal 
ammonia complexes retain two electronic shells, which act 
nearly independently.

Based on the previous observations, dissolving transition 
metal atoms in ammonia will create expanded metals with well 
protected inner d-electrons. If these electrons are unpaired, 
then the expanded metal will have magnetic properties unlike 
the alkali or alkaline earth expanded metals. More implications 
for future materials are given in Section 4.

Even though there is clear separation between the valence 
space of the metal from the outer electrons, i.e., the peripheral 
electrons obey to a “universal” shell model defying the 
character of the central metal, the nature of the metal plays an 
important role in the stability, composition, and electronic 
structure of SEPs. For example, scandium prefers hexa-
coordinated ammonia complexes with two peripheral 
electrons, while its second-row transition metal counterpart 
(yttrium) prefers octa-coordinated complexes with three 
peripheral electrons.56, 66 Hexa-coordinated chromium 
complexes prefer high-spin states, while molybdenum prefers 
low-spin states.59 As we explore more systems, more of these 
features will be revealed, and thus the study of all metals is 
important.

The overall charge of the complexes is also a determining 
parameter. It seems that the presence of more peripheral 
electrons stabilizes the structures with complete first solvation 
shell. For instance, Cr(NH3)4(NH3)2

+ is clearly lower (by about 
~25 kcal/mol) than Cr(NH3)6

+ (one peripheral electron) , but the 
difference drops to less than 5 kcal/mol for the neutral systems 

(two outer electrons).59 The binding energies are larger for the 
first ammonia ligands of the cationic complexes, but become 
comparable with those of the neutral as we approach the 
completion of the first solvation shell (see for example Figure 3 
of ref. 59 for Cr/Mo and Table I of ref. 52 for Ca).

Although this work is focused on metal ammonia complexes 
due to their superior stability and existence of experimental 
structures and spectra, other ligands that can dissolve electrons 
can in principle form SEPs. As discussed later, metal-water 
complexes are more prone to H2 release, and water ligands 
prefer to populate the second solvation shell before saturating 
the first solvation shell (see for example the case of Mg; refs. 57, 

73 and references therein). Other experimentally studied 
systems are metal-crown ether complexes (forming electrides 
in the condensed phase). The smaller metal-ligand binding 
energies and the weaker ability of ethers to solvate electrons64 
can lead to the formation of Na− (alkalides) and Na+ complexes 
instead of SEPs (no diffuse electrons).74, 75 The replacement of 
oxygen with nitrogen (crown ethers → aza-crown ethers or 
cyclams) or polydentate nitrogen-anchored ligands (such as 
cryptands) should be a better choice.11, 64 Less conventional 
suggestions are a dodecahedrane metal complex76 or the 
“inverted” SEPs XM4 (X = N, P and M = Li, Na).76 Finally, species 
containing no metal atoms have been studied in the literature 
as well.77-80

Stability aspects. The previous discussion leads to the question: 
What are the important factors for the stability of these metal 
ammonia complexes with diffuse peripheral electrons? To 
examine this we can envision the mechanism of formation as a 
series of steps: First, the metal atom must be ionized to remove 
the diffuse-to-be electrons. Then a number of ammonia ligands 
coordinate to the positively charged metal core, and finally the 
removed electrons return to the periphery of the complex. The 
direct and indirect formation of SEPs is shown pictorially for 
Li(NH3)4 in Figure 6. From this mechanism we can identify these 
stability factors as: the metal ionization energy, the strength 
and number of metal ligand bonds, and the ability of the ligands 
to solvate electrons. 

As shown earlier, the binding energy decreases for metal 
ammonia complexes as we go from beryllium to calcium due to 
the stronger electrostatic attraction for the smaller Be2+. 
Scanning over different ligands L now, the binding energies per 
ligand molecule for L = NH3, MeNH2, H2O, MeOH, and Me2O (Me 
= CH3) to Be2+, Be+, and Be are listed in Table 1. The binding 
energy to Be2+, De

(2+), is higher for ligands anchoring with 
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Figure 6. Formation of Li(NH3)4 via two routes: Directly from Li 
+ 4NH3 (top arrow), and indirectly by removing the 2s electron 
of Li to make Li+ (left arrow), Li+ + 4NH3 (bottom arrow), and 
finally adding the outer 1s diffuse electron to the produced 
Li(NH3)4

+.

Table 1. Calculateda binding energies De (in kcal/mol) per metal-
ligand bond and ionization energies IE (in eV) for selected BeX4 
species (X = NH3, MeNH2, H2O, MeOH, Me2O, Me = CH3). De(2+), 
De(+), and De(0) refer to the binding energies for Be2+ + 4X → 
BeX4

2+, Be+ + 4X → BeX4
+, and Be + 4X → BeX4, respectively. IE1 

and IE2 correspond to the first and second ionization energies 
of BeX4. 

X De
(2+) De

(+) De
(0) IE1 IE2

NH3 111.8 47.3 16.8 3.81 7.43
MeNH2 116.5 46.7 12.5 3.18 6.50

H2O 101.2 39.9 12.0 4.27 7.97
MeOH 109.0 42.6 8.43 3.18 7.09
Me2O 110.9 35.2 -2.16 2.63 5.47

a The CAM-B3LYP/aug-cc-pVTZ level of theory is used, which has 
been shown to provide results comparable to CCSD(T) for these 
systems.65

nitrogen (NH3 and MeNH2) than the oxygen-anchoring ones. 
Despite the larger dipole moment of H2O vs. NH3 (calculated at 
CAM-B3LYP-aug-cc-pVTZ/experimental values: 1.88/1.85 vs. 
1.51/1.47 D),81 for example, metal-ammonia bonds are more 
directional. For transition metals, the De values depend also on 
the electronic state of the metal center. For example, the low-
spin Mo complex (t2g

5) bears stronger binding to six ammonia 
ligands than the high spin Fe complex (t2g

4eg
1).59 Comparison 

between ammonia and dimethyl-ether complexes of sodium 
have been also reported in the literature.82

Looking at Figure 6, the Be+ + 4L → BeL4
+ binding energies 

per Be-X bond, De
(+), can be estimated as

De
(+) = De

(2+) – IE(Be+)/4 + IE2/4,

where IE(Be+) and IE2 are the ionization energies of Be+ and 
BeL4

+; see Table 1 for IE2 and De
(2+) values. The IE(Be+)/4 term is 

107.3/105.0 kcal/mol (calculated at CAM-B3LYP with aug-cc-
pVTZ/experimental81), while the last term contributes between 
37 (MeNH2) and 46 (H2O) kcal/mol. Given that De

(2+) values are 
in the 100–120 kcal/mol range, the above terms predict De

(+) 
values ~60 kcal/mol lower than De

(2+), which is in perfect 
agreement with the values of Table 1. In conclusion, the 
addition of one diffuse electron to BeL4

2+ destabilizes the 
complex mainly due to the energy penalty needed to detach the 
electron from Be+. Along the same lines, the Be + 4X → BeX4 
binding energies per Be-X bond, De

(0), will be even smaller given 
as

De
(0) = De

(2+) – [IE(Be)+IE(Be+)]/4 + [IE1+IE2]/4,

where IE(Be) and IE1 are the first ionization energies of Be and 
BeL4; see Table 1 for IE1. The contribution of IE(Be) is 
159.8/158.7 (calculated/experimental81) and IE1 is from 56 
(MeNH2) to 71 (H2O) kcal/mol resulting in De

(0) values of 10-20 
kcal/mol.

Another interesting observation is that the coordination of 
MeNH2 to Be2+ is stronger than NH3 with larger De

(2+) by 4.7 
kcal/mol, but it has lower De

(+) and De
(0) values by 0.6 and 4.3 

kcal/mol, respectively. Since the metal is the same, the 
difference must be attributed to the last step of the indirect 
process of Figure 6, meaning that the solvation of electrons is 
poorer for MeNH2 as demonstrated by its IE1 and IE2 values (see 
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Figure 7. Outer 1s (top left) and the three 1p orbitals of 
Th(NH3)10.

Table 1), and this makes SEPs with MeNH2 less stable. The same 
holds true going from MeOH to Me2O; see Table 1.

Based on the previous discussion, thorium is an excellent 
candidate for making SEPs with multiple diffuse electrons.12 For 
example, thorium has low ionization energies compared to 
lighter metals, such as titanium (both having a s2d2 
configuration), and it can host as many as ten ligands (see for 
example refs. 83, 84). The first four ionization energies of Th are 
exceptionally small (6.31, 11.9, 20.0, and 28.8 eV) compared to 
transition metals and other f-block elements.81 As a result, 
thorium can make a Th4+(NH3)10 complex with four peripheral 
electrons.12 The geometry of this complex and the occupied 
outer orbitals (1s22p2) are shown in Figure 7. It should be 
mentioned that Eu and Yb ammonia expanded metals have 
been reported experimentally.45

On top of these factors, a separate stability consideration 
is that of the stability of the ligands within the complex. For 
example, ammonia and water ligands have been shown to 
release H2. Two protons (H+) can combine with two diffuse 
electrons (e−) to make H2. Therefore Be(NH3)4, Be(MeNH2)4, 
Be(H2O)4, and Be(MeOH)4, will produce Be2+(NH3)2(NH2

−)2, 
Be2+(MeNH2)2

(MeNH−)2, Be2+(H2O)2(OH−)2, and Be2+(MeOH)2(MeO−)2, with no 
diffuse electrons. The H2 release products are more stable than 
BeX4 by 42.6 (NH3), 59.7 (MeNH2), 96.7 (H2O), and 108.3 
(MeOH) kcal/mol (present CAM-B3LYP/aug-cc-pVTZ results). 
These values compare favorably with the more accurate 
computational results for Be(NH3)4 and Be(H2O)4 of ref. 57 at the 
CCSD(T)/aug-cc-pVTZ level of theory (39.3 and 94.7 kcal/mol). 
In addition, according to ref. 57, the reaction for water is not only 
more exothermic, but it is also associated with a three times 
lower energy barrier (8.0 vs. 23.9 kcal/mol). The same barrier 
for the solvated (in ammonia) dielectrons85 has been calculated 
to be 33.4 kcal/mol,72 while it appears that the barrier and 
relative energetics can depend strongly on the central metal. 
For example, the H2 release reaction for Cr(NH3)6 is only slightly 
exothermic (by 1.8 kcal/mol) and has a barrier of 30.4 kcal/mol, 
whereas the same values for its second-row transition metal 
counterpart, Mo(NH3)6, are 25.9 and 25.8 kcal/mol.59 This 
explains the higher (kinetic) stability of metal ammonia liquid 
metals. Recently, Jungwirth and co-workers showed that a 
metal water metallic layer can be observed for several seconds 
when NaK droplets are exposed to water vapor of ~10−4 mbar 
pressure at room temperature.16 The continuous provision of 
electrons from the NaK droplet and water molecules from the 

vapor can sustain a quasi-steady-state metallic shell of 
hundreds of monolayers.

Computational challenges. From the technical point of view, a 
very valid question is what basis functions should be employed 
for the accurate description of the outer orbitals. For the 
pseudo-spherical Li(NH3)4 complex, the use hydrogen-like basis 
set with a series of diffuse functions located at the center of the 
complex, i.e. on the metal, is the most sensible choice. Such a 
basis set for Li is the aug-cc-pVXZ sequence (X = D, T, Q, 5),86 
which includes one diffuse function per angular momentum 
component. Since more of them may be necessary, we 
currently started from aug-cc-pVDZ (ADZ) and created the d-
aug-cc-pVDZ (DDZ), t-aug-cc-pVDZ (TDZ), and q-aug-cc-pVDZ 
(QDZ) sets by adding one more diffuse function every time. For 
each angular momentum, we added a Gaussian-type function 
with exponent equal to 1/3 of the existing smallest exponent, i.e. 
the exponents for the supplemented s, p, d basis functions of 
DDZ are 1/3 of those in the ADZ, and the same for DDZ→TDZ and 
TDZ→QDZ.

On the other hand, the outer electrons are closer to the 
terminal hydrogen atoms and thus diffuse functions around all 
H centers may be a better option. To monitor their effect, we 
used the existing ADZ and DDZ basis sets87-89 and made the TDZ 
as we did for Li but dividing by the ratio of the ADZ/DDZ 
exponents (even-tempered approach). The same approach 
(adding diffuse functions on terminal hydrogen atoms) has been 
found more efficient for the study of the molecular Rydberg 
excited states in difluoromethane.90

An important point here is that the used basis functions 
should not necessarily resemble the Rydberg orbitals of the 
metal, and further tuning of these exponents can improve the 
performance of the calculations. Any connection between these 
basis functions and the Rydberg states of the metal should be 
avoided or at least stated with extreme caution. In addition, the 
use of functions centered on the metal can be a poor choice 
when asymmetric metal complexes are studied, e.g. 
Li(NH3)4(NH3)2 [two ligands at one side of the second solvation 
shell]. The same holds true for the case where the diffuse 
electrons are away from the metal center, i.e. when two 
coordination spheres separate the metal from the diffuse 
electron.65

To assess the proper location of the diffuse functions, we 
made twenty different combinations of double-ζ quality basis 
sets with various augmentation schemes (see Table 2) for 
Li(NH3)4. The C2v symmetry elements were exploited. The 
notation Li-basis-set/H-basis-set is used from now on. The 
computational cost of the calculations didn’t allow the use of 
triple-ζ basis sets, but we find good agreement (within 0.1 eV 
for excitation energies) when comparing with d-aug-cc-pVTZ 
(DTZ) results from ref. 58 (see Table 2 and also ref. 65). The 
exponents of the diffuse functions in DTZ or quadruple-ζ basis 
are of the same order as DDZ.

We obtained the complete basis set (CBS) limit by 
extrapolating the calculated quantities at the CCSD(T) level 
towards both dimensions: “infinite” addition of diffuse 
functions on Li and “infinite” addition of diffuse functions on H. 
This is not a typical extrapolation of correlation consistent basis 
sets, since the cardinal number used for each basis set pertains 
to the degree of augmentation [1 (ADZ), 2 (DDZ), 3 (TDZ), 4 
(QDZ)] rather than the size of the valence functions. An 
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exponential decay was implemented for the various (zero or 
non-zero external fields) energies. The CBS limits for the 

Table 2. CCSD(T) electric properties Θzz and αzz (a.u.) and 
excitation energies ΔE for the 1s→1p and 1s→1d electronic 
transitions (eV) of Li(NH3)4 for various double-ζ quality Li (Li-bs) 
and H (H-bs) basis sets combinations.

Li-bs a H-bs a Θzz
b αzz

c ΔΕ(1p)d ΔΕ(1d) e

DZ DZ 26.39 0.400 5.220
ADZ 32.44 1030 0.814 1.837
DDZ 34.53 1314 0.734 1.480
TDZ 34.46 1273 0.734 1.479

ADZ DZ 38.62 1820 0.675 5.027
ADZ 35.33 1329 0.740 1.863
DDZ 34.48 1272 0.734 1.481
TDZ 34.43 1271 0.734 1.480

DDZ DZ 35.79 1618 0.668 1.763
ADZ 34.85 1367 0.719 1.800
DDZ 34.47 1130 0.734 1.480
TDZ 34.44 1324 0.734 1.479

TDZ DZ 36.04 1608 0.671 1.380
ADZ 35.03 1365 0.720 1.467
DDZ 34.47 1271 0.734 1.478
TDZ 34.43 1261 0.734 1.478

QDZ DZ 36.10 1602 0.672 1.381
ADZ 35.04 1362 0.721 1.467
DDZ 34.50 1271 0.734 1.478
TDZ 34.47 1275 0.734 1.478

CBS 34.52 1318 0.734 1.478
DTZ f 0.72 1.40

a DZ = cc-pVDZ; ADZ = aug-cc-pVDZ; DDZ = d-aug-cc-pVDZ; TDZ 
= t-aug-cc-pVDZ; QDZ = q-aug-cc-pVDZ; CBS = complete basis set 
limit extrapolating energies with an exponential expression; see 
text.
b Non-traceless quadrupole moment, calculated by applying 
finite electric field gradient along the z-axis; see text.
c Dipole polarizability, calculated by applying finite electric field 
along the z-axis; see text. The DZ/DZ calculation had 
convergence issues at the Hartree-Fock level. The CBS limit is 
the average of the two CBS approaches described in the text 
(1299 and 1336 a.u.).
d B1 component.
e A2 component.
f CASPT2,P3+/cc-pVTZ(Li,N),d-aug-cc-pVTZ(H).58

individual quantities are calculated based on these energy limits 
(see below).

We used two CBS extrapolation schemes depending on 
which dimension was extrapolated first. In the first scheme, the 
DDZ/XDZ, TDZ/XDZ, QDZ/XDZ (X = A, D, T) extrapolations 
performed first followed by extrapolating these three limits to 
CBS. In the second scheme, the same process started with 
XDZ/ADZ, XDZ/DDZ, XDZ/TDZ (X = D, T, Q) extrapolations 
followed by extrapolating these three limits to CBS. Both 
schemes gave the exact same values for the significant digits 
listed in Table 2, except for the dipole polarizability where the 
average is reported (see footnotes of Table 2).

The quantities we calculated are the first non-vanishing 
electric moment (quadrupole moment Θzz) and first non-
vanishing polarizability (dipole polarizability αzz). The former is 
the expectation value of z2 and not of the traceless Θzz 
corresponding to the z2 − 1/2 (x2 + y2) operator. An electric field 
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f and an electric field gradient g of 10−4 a.u. were applied (finite 
field approach), and the two quantities were estimated as:

Θzz = [E(+g) – E(–g)] / 2g
azz = [E(+f) + E(–f) – 2E(0)] / f2

where E denotes energy and ± indicates the direction of the 
field or field gradient (0 means no external perturbation is 
present). MOLPRO suite of codes was invoked for these 
calculations.91

Due to the high symmetry (Td point group) of the complex, 
Θzz and αzz (z being one of the principal molecular axes) are the 
only non-zero elements of the corresponding tensors and are 
equal to the xx and yy components. Both are extremely 
sensitive to the quality of the wavefunction. The obtained Θzz 
and αzz values are an order of magnitude larger than values of 
typical molecules.81 Our αzz values are 25% larger than the 986 
a.u. value reported earlier in the literature.46 We also report 
excitation energies from the 1s to the 1p and 1d outer orbitals.

Overall, the addition of diffuse functions on Li only is not 
sufficient and convergence to CBS is very slow and, in some 
cases, not obvious. For example, the results of the XDZ/DZ 
sequence for Θzz are 38.62, 35.79, 36.04, and 36.10 a.u. vs. the 
CBS limit of 34.52 a.u. Similar observations can be made for the 
other quantities. The addition of a series of diffuse functions on 
H centers (XDZ/ADZ) improves the values considerably, while a 
second set of diffuse functions (XDZ/DDZ) reaches the CBS limit, 
even for X = A. On the other hand, the addition of diffuse 
functions on H centers leads to CBS values even without the use 
of diffuse functions on Li, but two sets of diffuse functions are 
necessary (see DZ/DDZ). Overall, a DDZ set on H centers (with 
or without diffuse functions on Li) is necessary and sufficient for 
obtaining CBS-level results. In addition, the utilization of diffuse 
functions on H centers is a safer choice for no symmetric 
complexes or when the electrons are displaced far from the 
metal center.65

The metal ammonia species bear higher symmetry, and 
thus the corresponding peripheral orbitals resemble the 
hydrogenic orbitals closer. In cases of other ligands or when the 
solvation shells around the metals are not “isotropic”, the 
symmetry is lower and centric basis functions are not a good 
choice (see for example ref. 64).

However, the computational cost for adding diffuse 
functions on hydrogen centers increases rapidly, mostly 
because of the large number of terminal hydrogen atoms. 
Future studies could focus on two directions: Improved central 
basis functions can be generated, or new basis sets centered on 
dummy atoms away from the molecular complex and closer to 
the places where the peripheral electron density is maximum.

As far as the proper methodology is concerned, for species 
with no prior knowledge multi-reference techniques are initially 
suggested. Especially for systems with multiple diffuse electrons 
or systems bearing transition metals. Multi-reference methods 
are sine qua non for excited electronic states.92 For systems with 
confirmed single-reference character, like the single radical 
alkali metal or positively charged alkaline-earth metal ammonia 
complexes, electron propagator93 and coupled cluster 
methodologies are quite beneficial as they can cope with the 
fine dynamic electron correlation effects and large basis sets.53 
Regarding density functional theory, there is no systematic 
investigation on proper density functionals, but CAM-B3LYP 
seems to provide accurate geometries.65

Experimental studies. Different techniques, such as 
photoelectron, photodissociation, photoionization, electronic, 
vibrational, mass spectrometry and depletion spectroscopy 
have been employed to study lithium, sodium, magnesium, 
calcium, aluminum, vanadium, chromium, cobalt, nickel, 
copper, silver ammonia complexes.20, 32, 94-110

Regarding, alkali and alkaline earth metals, the binding 
energy (D0), electron affinity (EA), ionization energy (IE), and 
excitation energy (ΔE) from the ground to the first excited state 
have been measured. Specifically, D0[Li(NH3)4 → Li(NH3)3 + NH3] 
= 3750 ± 150 cm-1,100 EA(Li(NH3)4) ≈ 0.45 eV,20 EA(Na(NH3)4) ≈ 
0.5 eV,20 IE(Li(NH3)4) ≈ 3.025(1) eV,98 ΔE (Li(NH3)4) ≈ 0.8 eV,20 
0.75 eV,99 ΔE(Na(NH3)4) ≈ 0.7 eV,20 0.74 eV,95 and 
ΔE(Mg(NH3)4,5,6

+) ≈ 1.05, 0.99, 0.93 eV.97 In all cases ΔΕ pertains 
to the promotion of one electron from the outer 1s to 1p 
orbitals, or distorted valence s-to-p metallic orbitals (as 
mentioned in the literature). Theoretical calculations 
(CASPT2/d-aug-cc-pVTZ values) are in very good agreement: 
EA(Li(NH3)4) = EA(Na(NH3)4) = 0.45 eV, IE(Li(NH3)4) = 2.92 eV, ΔE 
(Li(NH3)4) = 0.72 eV, ΔE (Na(NH3)4) = 0.66 eV.58 Finally, the 
infrared (IR) spectra of neutral calcium-ammonia complexes for 
various sizes indicate that eight ammonia ligands can 
coordinate to calcium.94 A subsequent computational work 
showed that the formed Ca(NH3)8 complex hosts two peripheral 
electrons.52

The experimental efforts on transition metal ammonia 
complexes report primarily IR infrared spectra of mono-cationic 
species with focus on characterizing their first coordination 
shell. All of the employed transition metal complexes prefer a 
tetra-coordinated structure, as indicated by the observed shifts 
in the N−H stretching frequencies due to hydrogen bonding for 
larger complexes between first and second solvation shell 
ammonia molecules. The Co(NH3)4

+, Cu(NH3)4
+, and Ag(NH3)4

+ 
cations adopt a tetrahedral arrangement,101-103, 110 whereas 
V(NH3)4

+, Cr(NH3)4
+, and Ni(NH3)4

+ prefer a less symmetric 
(planar or seesaw) structure.59, 96, 101, 104 V(NH3)6

+ has been 
predicted computationally as stable structure, and it is possibly 
higher in energy than V(NH3)4(NH3)2

+.52 In addition, recent 
theoretical work on chromium and molybdenum ammonia 
complexes demonstrated that neutral species favor the 
coordination of more ammonia ligands to the metal and the 
presence of two peripheral electrons, as happens in calcium 
ammonia complexes.59 The same is true switching from first- to 
second-row transition metals. Future computational and 
experimental work is necessary to explore the electronic 
structure of the hitherto unstudied transition metal cationic 
complexes and their neutral counterparts.

Finally, only one p-block metal has been investigated so far, 
and specifically the Al(NH3)1−5

+ species.108 The first shell 
saturates with four ammonia ligands, while larger species 
activate one N−H bond of ammonia. 

3. From Solvated Electron Precursors to 
Crystalline Materials
As demonstrated above, SEPs share similar electronic structure 

with atoms, and especially the highly symmetric metal-ammonia 
complexes. Reasonable follow-up questions are: Can SEP monomers 
bind together with covalent bonds? Can two Li(NH3)4 radical 
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complexes form the analogue of H2? Can we make “molecules of 
molecules”? 

Although there is no direct experimental confirmation of dimer 
formations, it can be implied that Li(NH3)4 start forming dimers at 
intermediate concentrations in ammonia solutions, oligomers at 
higher concentrations, and finally a crystal of Li(NH3)4 complexes 
under saturation conditions (expanded metals). During the 
formation process (continuous dissolution of metal in ammonia) of 
expanded metals, hydrogen bonds between ammonia molecules are 
disrupted31 and solid expands to accommodate the “free” 
electrons.27 Theory suggests that lithium and magnesium are better 
electron donors than sodium and calcium.2 Experimentally, the 
formation process has been explored for both bulk and 
nanodroplets via photoelectron spectroscopy and nuclear 
magnetic resonance111-113 Computationally, the solvation 
process for Li and Li− in ammonia has been studied in the 
condensed phase and (gas-phase) micro-solvation 
environments.114, 115

It turns out that the H2-analogues (SEP contact dimers) are 
indeed formed. The optimal structure and binding energy for 
[Li(NH3)4]2 and [Na(NH3)4]2 have been investigated computationally. 
First, Zurek et al. explored various geometric arrangements for the 
former showing that the two electrons couple into a single bonding 
orbital (singlet spin state), and they estimated the binding energy 
equal to 7.2 kcal/mol.5 They also studied a tetramer, which has the 
same “normalized” binding energy (total binding energy divided by 
the number of SEP monomers). More recently, we found a more 
stable dimer structure of higher (pseudo-linear) symmetry with 
binding energy of 15.0 kcal/mol.58 The sodium species have very 
similar structure with a longer metal-metal distance and comparable 
binding energy. In this higher symmetry global minimum, three 
ammonia ligands of each SEP face each other and one hydrogen 

Figure 8. Upper: The combinations of the 1s orbitals of two 
interacting SEPs form σ (= 1sR + 1sL) and σ* (= 1sR − 1sL) combinations. 

Lower: Structure of [Li(NH3)4]2 and contour of the electronic density 
in the middle of the SEP dimer.
atom from each ammonia ligand points to the middle of the SEP 
dimer (see Figure 8). These H---H contacts have been mentioned in 
the literature before5 and they can be attributed to the attraction 
from the electronic density in the middle of the dimer as happens for 
the solvated electrons.24, 116 This picture resembles the first solvation 
shell of an anionic solute.117

The two 1s orbitals of each SEP monomer are combined to make 
the σ and σ* orbitals (see Figure 8).58 The ground state has a σ2 
configuration, while the σ1σ*1 excited triplet state is only slightly (less 
than 3 kcal/mol) bound with respect to the two SEP fragments,5, 58 
but certainly it is not repulsive unlike the triplet state of H2. The 
lowest triplet state for [Na(NH3)4]2 has actually a σ1π1 electronic 
configuration (lower by 2 kcal/mol and with a shorter metal-metal 
bond compared to σ1σ*1) originating from the combination of a 1s1-
state Na(NH3)4 and a 1p1-state Na(NH3)4. The same state for 
[Li(NH3)4]2 is practically degenerate with the σ1σ*1 state. Overall, two 
SEP monomers can bind together and create σ, σ*, π, and π* orbitals 
as exactly happens for typical diatomic molecules. Similar bonding 
has been reported between small metal suboxides (Rb9O2) which 
also host diffuse outer electrons.118

Moving to the condensed phase, the lithium-ammonia expanded 
or liquid metals can be seen as a three-dimensional grid of Li(NH3)4

+ 
centers surrounded by a “cloud” of electrons, a Li(NH3)4 polymer, a 
“superatom of molecular orbitals”,46 or even electrons provided 
from Li atoms to the conduction band of ammonia liquid.119 The 
latter picture was used to explain the effective electron tunneling in 
these materials.

These materials have been characterized as metals with the 
lowest melting point (89 K) known.120 Three different phases have 
been identified for the solid state and more recently have been 
studied in detail with inelastic neutron scattering experiments and 
computational methods.46, 120, 121 Edwards and co-workers found that 
the Li(NH3)4 building units adopt a C3v structure (instead of the gas-
phase Td one), where one lithium-ammonia bond distance is longer 
and the N-H bonds of this ammonia ligand turn to an eclipsed 
configuration with respect to the other Li−N bonds.46 This 
unexpected arrangement is possibly driven by H---H contacts (see 
above).46

Methylamine-based expanded metals have also attracted a fair 
amount of interest. As with ammonia, lithium makes tetracoordinate 
complexes with methylamine. The two kinds of liquid metals 
demonstrate quite different electric conductivity (methylamine 
considerably lower),29 magnetic properties,25, 26, 28, 30 and even 
melting points (89 K for ammonia vs. 155 K for methylamine).30 Their 
structure has been explored via neutron diffraction experiments,27, 

31 which show that although in ammonia the “free” electrons spread 
in channels,31 methylamine makes isolated void spaces.27 As a result, 
spin-pairing is less pronounced in methylamine.28 Interestingly, 
equimolar mixed ammonia/methylamine solutions have been 
studied recently yielding highly structured homogeneous species 
despite the diverse distribution patterns around individual Li+ ions: 
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40% Li(NH3)2(CH3NH2)2, 50% Li(NH3)1(CH3NH2)3 or Li(NH3)3(CH3NH2)1, 
and 10% Li(NH3)4 or Li(CH3NH2)4.29

Figure 9. Crystal structure of the recently proposed lithium linked-
SEPs. The blur spheres represent peripheral electrons.

In the above materials, there is a grid of disconnected positively 
charged metal complexes surrounded by weakly bound (“free”) 
electrons. A recently proposed system is offered through the use of 
diamines to link two SEP species together.47 From this, one can make 
MOF-type (MOF=metal-organic-framework) materials composed of 
metal centers with diffuse peripheral electrons. The first system of 
this type to be studied consists of lithium-diamine-lithium bridges in 
a diamond-like arrangement (see Figure 9).47 The electronic structure 
of these systems has been studied theoretically and shown that it 
depends on the length of the diamine linker. Short hydrocarbon 
backbones favor metallic behavior (similar to unbridged 
SEPs/expanded metals), while longer ones bear small band gaps 
pointing to semiconducting behavior.47

Going into more detail, a linked-SEP with two lithium centers, 
such as (NH3)3Li−NH2(CH2)nH2N−Li(NH3)3 with n=1−10,47 can also be 
viewed as two H atoms kept fixed at a specific distance defined by n. 
Therefore, the two remote electrons in the case of n=10 couple into 
degenerate triplet and singlet states. As n drops, the singlet-triplet 
gap increases since in the singlet state the two electrons form a σ 
bonding orbital as happens for [Li(NH3)4]2.47 The transition from the 
open-shell singlet (n=10) to the closed-shell singlet (n=1) is only 
described properly with multi-configurational wavefunctions, which 
poses doubts about the performance of density functional theory 
applied in the condensed phase calculations for intermediate n 
values.47 In addition to the pseudo-linear 
(NH3)3Li−NH2(CH2)nH2N−Li(NH3)3 structures, curved or “circular” 
structures were also identified, where the hydrocarbon chain bends 
to allow the direct contact of the two terminal electrons. The two 
kinds of structures are competitive within 5 kcal/mol. Similar 
electronic structure has been reported for the non-metallic species 
(NH3)(CH2)n(NH3), where the two terminal N atoms are positively 
charged and can host two diffuse electrons.122 The latter species can 
be seen as the “dimers” of NH4 radicals.123-125

Given that the metal-ammonia, metal-methylamine, or metal-
diamine bonds are weak (of the order of 10 kcal/mol), the thermal 
stability of the linked dimers or MOF-type materials is of concern as 
these bonds can dissociate at moderate temperature values. In 
addition, diamines can make chelate complexes.64 Future molecular 

dynamics simulations will provide more accurate answers, but the 
idea of replacing the metal-nitrogen coordinative bonds with metal-
carbon covalent bonds has appeared in the literature.126, 127 

Figure 10. Proposed linked-SEP structures for future studies: MOF-
type (a) and graphene-type (b) arrangements composed of 
polydentate s-, d- or f-block metal complexes. A transition metal 
center with its inner and outer electrons (c) and an alkali metal 
cryptand (d) are shown as representative units.

Specifically, we recently studied (NH3)3Be−CH2(CH2)nH2C−Be(NH3)3 
and(NH3)3B−CH2(CH2)nH2C−B(NH3)3 with one and two outer electrons 
per terminus, respectively.126, 127 Therefore, the former is still 
analogue of H2, but the latter is analogue of He2. The replacement of 
Li with Be is necessary, since one metallic electron is dedicated for 
the formation of the covalent bond with carbon. At the same time, 
the replacement of the NH bonds with CH isolates the diffuse 
electrons of the two termini by “pushing” them away from the inter-
SEP space. As a result the coupling of the two electrons in a closed-
shell singlet occurs only at very short hydrocarbon chains for Be (as 
evidenced by the abrupt change from n=2 to n=1 for Be-C and 
gradual change from n=4 to n=1 for Li-N combinations).47, 126

To sum up, starting from the metal ammonia building units, two 
different types of materials have been reported in the literature. The 
first is the experimentally characterized expanded or liquid metals 
are aggregates of SEP complexes. The second arises from tethering 
adjacent SEPs via via hydrocarbon chains leads to more structured 
materials with various possible topologies, such as diamond-like, 
graphene-like, or MOF-like. Decoration of linkers with polar or 
conjugated groups is expected to enhance the “communication” 
between electrons of neighboring SEPs, whereas non-polar bulky 
units will act as insulators for these electrons. Covalent bonds 
between the linkers and metals will add to the stability of these 
materials.

An important point of caution pertains to the computational 
challenges for these crystalline materials. It has been shown recently 
that the commonly used density functional theory calculations under 
periodic boundary conditions can severely fail in describing the spin 
coupling of neighboring diffuse electrons.47 Since multi-
configurational methods for periodically repeated systems 
(necessary in such cases) are not currently available or practical, 
density functional theory calculations should be used with caution.

 Since every such bond “consumes” one diffuse electron, SEPs 
with multiple diffuse electrons, such as Th(NH3)10, are to be used so 
that diffuse electrons are still have available after the formation of 
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the bonds. Alternatively, multi-dentate ligands, such as cryptands or 
aza-crowns, can be used to increase the thermal stability of the 
metal-ligand bonds.10 Figure 10 summarizes proposed future 

Figure 11. Proposed catalytic cycle for redox reactions using linked-
SEP materials (q can be larger than 1).

strategies to obtain stable materials with diffuse electrons and 
controlled properties/features.

For both linked-SEPs and expanded metals, a valid concern is 
the thermal instability, i.e. increased temperature can lead to the 
dissociation of the relatively weak metal-nitrogen bonds, and need 
special conditions to avoid reaction with air. For the first concern, the 
replacement of diamines with cryptands or poly-dentate amine 
ligands is necessary,11 while more studies focusing primarily on the 
reactivity of SEPs with N2 and O2 will be helpful. For applications, such 
as quantum computing (see below), these should not be a concern 
since they operate at cryogenic air-free environments.
Also, it will be interesting to mix SEPs of different metals for both 
linked-SEPs and expanded metals and see how this will affect the 
electronic features and chemical activity of these materials. Another 
possibility is the formation of SEP oligomers/nanoparticles similar to 
superatoms (see features and perspectives of such materials in ref. 
128).

Finally, an interesting aspect is the role of solvent molecules 
close to metal surfaces or electrodes which can serve as an electron 
source.129 Can metal-ammonia complexes from the solution borrow 
electrons at the metal-solvent interface? And what will this mean for 
the electron transport properties? What happens at liquid/liquid 
interfaces? The formation of a liquid metal layer between a 
conventional metal and a solution could offer a way to adjust 
reduction or oxidation potentials.

4. Possible applications
Redox catalysis. Solvated electrons in ammonia have long been used 
for reduction of aromatic rings (Birch reduction).130, 131 The reduction 
power of solvated electrons in either ammonia, water, or ethanol has 
been utilized for CO2, O2, N2, NO, N2O, NO3

−, CH3CN, and esters 
(Bouveault–Blanc reduction).132-141 Dissolving calcium as a 
source of solvated electrons in ammonia has been shown to have 
higher selectivity towards various organic compounds.142

It is rather straightforward that the diffuse electrons in 
expanded metals or peripheral electrons of linked-SEPs can be 
exploited for reduction reactions.48 Compared to solvated electrons, 
SEPs turn positively charged after offering an electron, which can in 

principle request the missing electron back. For example, the 
transfer of an electron to CO2 converts it to radical species which can 
react with possibly H2, H2C=CH2, or other substrates. The former 
make H2C(OH)2 [or H2C=O + H2O] and the latter initiates a radical 
polymerization mechanism.48 The return of an electron back to the 
positively charged SEP center can close the redox catalytic cycle (see 
Figure 11). Although theory provides a proof of principle for this 
redox catalysis reactivity,48 more work (both theoretical and 
experimental) to this direction is necessary for practical applications.

Another benefit of using SEPs instead of solvated electrons is 
that the in situ created positive charge facilitates the formation of 
genuinely unstable anions. For example, CO2 has negative electron 
affinity in the gas phase (CO2

− is unstable), but its interaction with the 
in situ produced Li(NH3)4

+ leads to products [Li(NH3)4
+ CO2

−] nearly 20 
kcal/mol lower in energy than the Li(NH3)4 + CO2 reactants; the 
activation barrier for this reaction is negligible.48 Therefore, the 
presented materials are expected to enable the reduction of species 
with highly unstable anions.

Furthermore, we can replace Li with alkaline earth, transition, 
or f-block metals, which can host more than one peripheral electron. 
As a result, this could enable two-, three-, or even four-electron 
reductions in a single step. This observation can open the avenue for 
addressing long-standing chemistry enigmas and revealing novel 
synthetic routes. 

Looking specifically at linked-SEPs, another interesting aspect is 
how the periodicity affects the chemical activity of these materials. 
Do the SEP centers act as independent and isolated systems or do 
the periodic conditions and correlation of electronic neighbors 
impose a kind of collective or long-range behavior? The isolated 
behavior is expected for linkers with long chains, but it is unclear how 
linked-SEPs with shorter chains will behave.  Future calculations are 
necessary for shedding light on this topic. The metal centers in MOFs 
act as isolated entities, but the diffuse nature of the electrons in 
linked-SPEs can change this. Finally, the pore size of these materials 
will be controlled by the length and identity of the linker chain. As 
such, tuning of pore size may offer selectivity to control the size and 
polarity of molecules able to diffuse within the material.   Concerning 
expanded metals, they are expected to act as a sort of electrodes, 
and it remains to see how many electrons can be provided to 
approaching substrates and if substrates can cross the low-density 
surface and “dive in the see of electrons”.

Electronic devices. As discussed above, the band structure of 
lithium-based linked-SEPs depends on the linker’s length (metal for 
short chains / semiconductor for longer chains). Facilitating or 
blocking the “communication” between electrons of adjacent SEPs 
(see above), the band gap can change considerably. Polar groups are 
expected to facilitate the delocalization of the electrons increasing 
the metallic character, while bulky hydrocarbon side chains will 
isolate the electrons further pushing the materials towards the 
insulators regime.

Employing transition metals instead of Li or other s-block 
metals, the discussion in the previous section suggests that there will 
be additional inner d-electrons well-separated from the outer diffuse 
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electrons (two per SEP center; see Figure 12). As a result, the 
electronic band structure pertaining to the diffuse electrons is 
expected to remain nearly unaffected: the 1s-band will be separated 

Figure 12. Left: Contours of the inner and outer electrons in a 
d-block expanded metal material. Right: Rough diagram of the 
expected band structure.

from the 1p-band. Somewhere, between them there will be a “thin” 
band corresponding to the inner d-electrons. The scheme for 
expected band structure is shown in Figure 12. The actual electronic 
band structure and the relative positions of the three involved bands 
can be provided by quantum mechanical calculations, and will define 
the electronic properties of these materials, which may depend on 
the metal identity.

Based on the structure and discussion of Section 3, the 
structure of d-metal SEPs will be different from the structure of 
the M(NH3)6X2 crystals [M = V, Cr, Mn, Fe, Co, Ni; X = Cl, Br, I]143 
in the sense that the orientation of the M(NH3)6

2+ prisms will be 
determined by the created H---H contacts.

Quantum computing, sensing, and optics. Quantum computing 
is based on the information that can be stored and processed by a 
molecular or atomic system in synergy with photons in the form of a 
qubit. Compared to conventional computing systems, quantum 
computers will be able to outperform in terms of data processing 
speed. In the simplest model a qubit is represented by a two-level 
system of nearly degenerate states and the information is encrypted 
within the wavefunction of the system, which is a superposition of 
two states. The spin of a single electron within some magnetic field 
can serve for this purpose.144-148For high-quality qubits, the 
coherence of the wavefunction over time is important and has to be 
persistent at least as long as the qubit is processed, for instance, 
while a quantum gate operates. Another aspect is the correlation of 
two or more neighboring qubits (quantum entanglement) and the 
degree this can be controlled. Quantum decoherence and controlled 
entanglement are two common concerns. In addition, the qubits 
should be easily set to an initial value and should be easily read. 
Although there is some success for small quantum systems,149 
scalability to larger systems is a major bottleneck.150

Ion traps and optical tweezers have been used to create arrays 
of charged and neutral atoms to be used as qubits. Ultra-cold 
conditions are necessary to avoid atoms escaping the trap and 
minimize the loss of information (noise) due to the thermal motion. 
A different arrangement of qubits can be realized with molecular 
complexes144, 151-153 and solid state materials, such as MOFs by 

selecting proper metal/linker combinations154,155 or two-dimensional 
polymer species.156 An unpaired electron at each metal center can be 
used as qubit, while quantum gates can be realized by involving a 
“third-party” spin.157 MOF-type species offer high tenability via 
structural and electronic structure modifications,158 but the 
proposed polymers have the benefit of avoiding d-electrons and 
spin-orbit effects, which interfere with the coherence of the spin 
qubits.156

Recently, the use of Rydberg atomic states as qubits has been 
considered advantageous.159-161 Fundamentally, the Rydberg states 
resemble a hydrogen atom and thus “physicists have a 
straightforward model to help guide intuition”.161 In addition, the 
diffuse nature of the electrons (large polarizabilities) enable strong 
long-range interactions with neighboring atoms (important for two-
qubit gate entanglement),159 Rydberg states have relatively large life 
times, can form easier large arrays of qubits (scalability), and can be 
tuned with multiple ways (static or optical electric fields). The major 
limitation of utilizing Rydberg states is their finite lifetime and off-
resonant excitations to unwanted Rydberg states.159, 162, 163

The linked-SEPs seem a promising material that combine the 
advantages of all above materials (molecular and Rydberg qubits) 
and can also bypass the lifetime limitations of Rydberg excited states 
as the diffuse 1s-type electron pertains to the ground state of the 
system. The electronic spectrum of SEPs resembles that of a typical 
hydrogenic model offering a priori fundamental understanding/ 
prediction of their properties. For example, the transition dipole 
moment between the ground state (1s) and first excited state (1p) is 
very large as happens to the atomic s→p transitions (see previous 
sections). The unpaired electron (exposed in a magnetic field) in the 
1s orbital can be used to create the two-state qubit. The 1s→1p 
transition can be used for initialization and measurement of the 
qubits. Entanglement with neighboring SEPs can be tuned by 
changing the length and type of the linker. For example, the singlet-
triplet splitting (used here to gauge this interaction) for two 
neighboring electrons ranges from 0 (long chains) to 800 cm−1 (short 
chains).47 A more ambitious application would be the design of a 
photo-sensitive linker that changes conformation upon receiving 
light similarly to MOF materials.164 This geometry change of the 
linker can potentially act as a quantum gate by switching on and off 
the interaction of qubits. Similar approaches are proposed for MOF-
type materials.165 Also, the qubits are physically tethered via 
molecular linkers and there is no need for optical or ion traps.

On a different note, the high polarizability of SEPs (see above 
and ref. 46) makes them very sensitive to the ambient electric fields, 
and thus excellent quantum sensors. The perturbation for the 1s 
orbital can be ideally measured via the 1s→1p excitation or the 
vibrational frequency of the N−H bonds. As an indication, the 
harmonic vibrational frequency of the N−H bonds drops by 75 cm−1 
going from Li(NH3)4

+ to Li(NH3)4, and by 17 cm−1 going from Li(NH3)4 
to Li(NH3)4

− (see SI of ref. 58). The same numbers for sodium-
ammonia analogue are 67 and 18 cm−1 showing a kind of universal 
behavior. Calculations of the 1s→1p excitation energies and the N−H 
frequencies for various electric fields will shed more light on this 
topic.
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Finally, due to their similarity to Rydberg atoms, SEP-based 
materials can be also used for non-linear quantum optics.163 Older 
studies in optical properties of lithium/sodium-ammonia solutions 
and calcium-ammonia solutions revealed considerably different 
dielectric constants for alkali and alkaline earth metals.166 This 
observation suggests that the study of optical properties for various 
types of metals is essential.

Based on the above discussions, the utilization of linked SEPs as 
quantum information systems is a new totally unexplored avenue. 
Synthesis of these materials will provide valuable input for the future 
of the present ideas. In the meantime, theoretical calculations should 
continue to shed light and try to identify ideal candidate structures. 
For the accurate description of the wavefunction for these open 
shell-systems bearing diffuse electrons, one is required to apply 
methods which include both static and dynamic electron correlation 
combined with large basis sets.167

5. Conclusions and Outlook
This perspective reviews the unique electronic structure 
features of metal ammonia complexes and their condensed 
phase analogues (expanded metals). For all types of metals in 
the periodic table, the ammonia complexes are shown to host 
peripheral electrons, which populate a hydrogenic shell model. 
The observed shell model is universal and resembles that of the 
Jellium model. In addition to the outer electrons, transition 
metals also bear inner d-electrons, while f-block metals can 
accommodate more diffuse electrons. These species mimic 
atoms and make chemical bonds to form aggregates. In a 
different direction, theory predicted that new materials, where 
metal ammonia complexes are tethered with hydrocarbon 
chains, make them promising candidates for reduction-
oxidation chemical reactions and quantum information 
technology. Experimental assessment of the theory findings is 
essential for future uses of the proposed materials from both 
the gas- and condensed-phase experiments.
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