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ENVIRONMENTAL IMPACT STATEMENT

This research demonstrates the combined importance of weather conditions, building 

characteristics, and contaminant fate and transport processes on vapor intrusion processes. Both 

modeled data and field measurements indicate that building air exchange rates (AERs) vary 

across seasons and may influence indoor air contaminant concentrations; however, when 

preferential pathways are present, variability in mass entry rates likely play an even more 

significant role by influencing contaminant indoor air concentration fluctuations at buildings 

impacted by vapor intrusion.  
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ABSTRACT

There is a lack of vapor intrusion (VI) models that reliably account for weather conditions 

and building characteristics, especially at sites where active alternative pathways, such as sewer 

connections and other preferential pathways, are present. Here, a method is presented to 

incorporate freely-available models, CONTAM, and CFD0, to estimate site-specific building air 

exchange rates (AERs) and indoor air contaminant concentrations by accounting for weather 

conditions and building characteristics at a well-known VI site with a land drain preferential 

pathway. To account for uncertainty in model input parameters that influence indoor air 

chlorinated volatile organic compound (CVOC) concentration variability, this research 
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incorporated Monte Carlo simulations and compared model results with retrospective field data 

collected over approximately 1.5 years from the study site. The results of this research show that 

mass entry rates for TCE are likely influenced by indoor air pressures that can be modeled as a 

function of weather conditions (over seasons) and building characteristics. In addition, the results 

suggest that temporal variability in indoor air TCE concentrations is greatest (modeled and 

measured) due to the existence of a land drain, which acts as a preferential pathway, from the 

subsurface to the granular fill beneath the floor slab. The field data and modeling results are in 

good agreement and provide a rare comparison of field data and modeling results for a VI site.  

The modeling approach presented here offers a useful tool for decision makers and VI practitioners 

as they assess these complex and variable processes that have not been incorporated within other 

VI models.
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INTRODUCTION

Hundreds of thousands of hazardous waste sites exist throughout many rural and urban 

communities in the United States. According to the National Research Council1, some of the most 

persistent and pervasive legacy contaminants at hazardous waste sites include chlorinated volatile 

organic compounds (CVOC). A challenge for those tasked with managing CVOC exposure risks 

in communities near hazardous waste sites is vapor intrusion—the transport of vapors from 

subsurface sources into indoor spaces. 

Characterizing the vapor intrusion (VI) pathway and related exposure risks at sites with 

CVOCs in soil and/or groundwater can be difficult because indoor air concentrations can vary 

temporally and spatially2-5. Some possible explanations for the observed variability in indoor 

concentrations are: (a) presence of alternative pathways for CVOCs to enter buildings at vapor 

intrusion sites 3, 6-8, and (b) a lack of understanding about how weather conditions and building 

characteristics influence VI exposure risk variability9-12. 

For many years, models have been used to assist decision makers in understanding 

exposure risks and to inform professional judgement 13, 14.  In addition, several three-dimensional 

models 9, 11, 15, 16 have been developed to inform the VI scientific community about fate and 

transport processes that govern exposure risks and drive risk management decisions. 

Song et al. 17 indicated that both contaminant soil gas entry rate and the building’s 

ventilation rate depend on weather conditions. In another study, Song et al.18 investigated the 

influence of building tightness and climate variability on indoor air quality and showed energy 

efficient houses, in which indoor air is less likely to be replaced by outdoor air, can have higher 

vapor intrusion exposure risks. Luo9 modified the model developed by Abreu and Johnson15 to 
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evaluate the effect of wind flow on contaminant indoor air concentration; however, wind and 

building characteristics effects on building AER was not directly assessed in this study.

Recently, Shirazi and Pennell11 developed a VI modeling approach in which building 

science simulation tools were applied to evaluate the influence of weather and building conditions 

on building AER and indoor air concentration. The results highlighted that similar and neighboring 

buildings with the same weather conditions can have different indoor air quality because of 

different indoor pressure and air exchange rates related to specific building characteristics. 

In the present study, we apply the modeling approach suggested by Shirazi and Pennell11 

and Shirazi et al.19 to model a house in which indoor air CVOC concentrations and AERs were 

measured over many months by Arizona State University2, 3, 20, 21. The model considers weather 

conditions, seasonal effects, and building characteristics to estimate building AERs and indoor air 

concentrations. In addition, this study incorporates Monte Carlo simulations to consider high 

uncertainty model input parameters.

Site Description

The site investigated in this study has been the focus of VI research since 2010 2, 3, 20, 21. 

The building, referred to as the “study house” (photograph included in Supporting Information, 

Figure S1), is located in Layton, Utah; and south of Hill Air Force Base Superfund site. The study 

house is a two-story residential building with approximately 2.5 m elevation drop from back yard 

to front yard. The building dimensions are 11.7 m × 8.7 m × 7.5 m which are length, width and 

height of building, respectively. Figure 1 shows a schematic of study house floor plan. A 

groundwater plume contaminated with 1,1-dichloroethene (1,1-DCE), 1,1,1-trichloroethane 

(1,1,1-TCA) and trichloroethylene (TCE) is within the vicinity of the study house. Holton et al.2 
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reported 10-50 μg/L average concentration of dissolved TCE in groundwater beneath the building. 

TCE concentrations detected in indoor air were associated with subsurface TCE vapor sources2, 3.

Figure 1: Schematic of study house floor plan showing first and second floor.

Modeling Approach

Figure 2 describes the modeling process, including required data input/output for the study 

house. This research incorporates a multizone indoor air quality computer program (CONTAM) 

coupled with computational fluid dynamics program (CFD0) which were developed by and are 

freely available through the Building and Fire Research Laboratory of the National Institute of 

Standards and Technology (NIST)22. These programs have been used previously by Shirazi and 

Pennell11 to investigate the influence of weather conditions and building characteristics on building 

AER and indoor air concentration. Herein, CFD0 is coupled with CONTAM to investigate the 

influence of weather conditions (wind and temperature) and building characteristics of the study 

house to estimate building AER and indoor air concentration and compare results with measured 

data in study house. CFD0 solves a turbulence model such as the Reynolds Averaged Navier-

Stokes equations to calculate the distribution of wind pressure on the building envelope. Wind 

pressure is then converted to pressure coefficient (Cp) values using Bernoulli’s equation. In 

CONTAM, flow path locations are determined and CFD0 is linked to CONTAM to get the Cp 
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values relevant to each pathway. Afterwards, CONTAM calculates indoor air pressure by solving 

mass balance equations for all the indoor zones. Theoretical methodology of CONTAM and CFD0 

and how these two models are connected is explained in Shirazi and Pennell11.  Shirazi and 

Pennell11 determined mass entry rate of contaminant through the foundation cracks using a CFD 

modeling approach for VI and used it as the input in CONTAM to estimate indoor air concentration 

based on weather and building conditions (See Figure 1 in Shirazi and Pennell11). Herein, the mass 

entry rate measured by Holton et al.20 is used to develop probability distribution functions and to 

model mass entry rate of contaminant as a random variable for Monte Carlo simulations as an 

input in CONTAM, as discussed below. 

Figure 2: Modeling process by coupled CFD0 and CONTAM for the study house 

Model input related to weather condition such as outdoor temperature, wind speed, and 

wind direction are collected from Ogden-Hinckley airport weather station and reported by previous 

studies.2, 20 Other inputs related to building characteristics such as rooms’ size, openings’ size and 
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location were collected by the authors. The list of inputs are shown in Table 1. Specific model 

input values are provided in Supporting Information (Table S1-S3 and Figure S2). 

Holton et al.2 reports windows and doors were kept closed during sampling activities, 

therefore windows and doors connected to outdoor areas are assumed to be closed in the model 

and the only pathway through the building is the leakage through windows, doors and external 

walls. Internal doors that connect different zones (rooms) to each other are observed and modeled 

as open. Open exterior doors and windows, as well as other occupant behaviors, can influence 

exposure risks;10, 23 and the modeling approach presented herein can account for these factors, as 

necessary. Effective leakage area is an input in CONTAM that estimates the leakage area for closed 

openings based on type and size of openings. The values of leakage areas used in this study are 

provided in Supporting Information Table S3. 
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Table 1: List of inputs related to study house used in CONTAM

Input Range Modeled values Determined by

Outdoor 
temperature -17 to 38 °C -13, 7, 22 and 37°C

Holton et al.20 and based on 
ASHRAE Handbook of 

Fundamentals24

Indoor temperature NR* 22°C
Measured by authors and 

based on ASHRAE 
Handbook of Fundamentals24

Wind speed 0-10 m/s 0, 1, 5 and 10 m/s Holton et al.2, 20

Wind direction 0-360° 0, 15, 30, …, 360° NR*

Floor height NR* 2.5 m Measured by authors

Building dimension NR* 11.7m× 8.7m×7.5 m Measured by authors

Room size NR*

See Table S1 and 
Figure S2 in 
supporting 
information

Measured by authors

Openings’ relative 
elevation NR*

See Table S2 and 
Figure S2 in 
supporting 
information

Measured by authors

Openings’ effective 
leakage area (ELA)

Varies based on 
opening type See Table S3 Suggested by ASHRAE 

Handbook of Fundamentals25

*NR- Not relevant.

We coupled CFD0 and CONTAM to consider both weather conditions and building 

characteristics effect on AER and indoor air concentration. Inputs in CFD0 (Figure 2) are related 

to overall building dimension such as width, length, total height of building including building’s 

roof (2m height of roof with 20° slope); and local terrain features. Soils that surround part of 

building’s walls from backyard to front yard are modeled which allows CFD0 to predict pressure 

coefficients (Cp) on building envelope properly. 
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In CFD0, atmospheric boundary layer thickness (δmet) and the exponent at meteorological 

station (αmet) are equal to 270m and 0.14, respectively which is in accordance with category of 

open terrain with scattered obstructions (see Table 1, Chapter 24 of ASHRAE24). The study house 

is located in a residential neighborhood with two-story detached buildings. Considering the study 

house site, it is assumed that the category terrain is an urban and suburban area with numerous 

closely spaced obstructions. Therefore the δ and α values are equal to 370 m and 0.22, respectively 

(More description related to δ and α values in Shirazi and Pennell11). Herein, CFD0 simulates 

different wind directions all around the building from 0° to 360° with 15° increments, considering 

relative north to be zero wind direction for the study house. 

Figure S3 in Supporting Information shows the air pressure profile around the study house 

modeled using CFD0. Pressure on the building envelop is then converted to pressure coefficient 

(Cp) relevant to each opening in CONTAM. As an example, Figure S4 in Supporting Information 

indicates the pressure coefficient (Cp) calculated by CFD0 for opening number 11 in second floor 

in CONTAM (Figure S2 and S4). 

Monte Carlo Simulations

To account for uncertainty of model input parameters, the modeling approach uses Monte 

Carlo simulations. Probability distribution functions account for uncertainty in input parameters 

and these inputs are assigned as random variables. Three different scenarios are considered based 

on different seasons including winter (December 21 to March 20), summer (June 21 to September 

20) and shoulder (fall (September 21 to December 20) and spring (March 21 to June 20)) seasons. 

In each scenario, four different inputs, including 1) outdoor temperature, 2) wind speed, 3) wind 
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direction; and 4) mass entry rate of contaminant, are modeled as random variables for Monte Carlo 

simulations. 

Retrospective field data collected at the study house was compared to the Monte Carlo 

results.  The study house provides a rare source of data. The availably of data in terms of frequency, 

duration, and parameters is truly unique. The purpose of this research is to use retrospective data 

that were collected under “natural vapor intrusion conditions” over multiple seasons. In general, 

the study house has been described as having two conditions: 1) “natural condition” in which the 

contaminant entered the study house by vapor intrusion driving forces via wind and stack effects; 

2) Controlled-Pressure Method (CPM) condition in which building was under-pressurized by 

blower fans for specific experimental purposes3, separate from this research.  This research 

incorporates data collected during condition 1 and focuses on multiple seasons to investigate 

weather conditions, which constrained this retrospective analysis to data where the preferential 

pathway at the study house was open. 

Probability distribution functions are assigned based on the histograms and the range of 

collected data (Table 2) and are used to generate random variables for wind direction using an up-

weighted uniform distribution; and random variables for outdoor temperature, wind speed and 

mass entry rate are generated using truncated normal distributions. The probability distribution 

functions used in Monte Carlo simulation are the functions that best match the data and histograms 

of measured data. Truncated distributions can be utilized to restrict the domain of probability. 

Considering the histograms of measured data for outdoor temperature, wind speed and mass entry 

rate, truncated normal distribution are assigned to outdoor temperature and truncated lognormal 

distribution is assigned to wind speed and mass entry rate to generate random variables. 
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11

An up-weighted uniform distribution is used for wind directions with a range of 0 to 360° 

with 15° increments around the building (Figure 4 and Table 2). Holton et al.2 reported that the 

dominant wind direction for the study house was southern. Considering southern wind direction 

to be 135° to 225° wind direction, random variables for wind direction are generated by an up-

weighted uniform distribution in which southern wind directions have double the chance of 

happening.

Weather related inputs, such as wind speed and outdoor temperature for each season, were 

obtained from Ogden-Hinckley airport weather station26 for corresponding sampling days (days in 

which AER and TCE indoor concentration were measured in study house under natural 

conditions). Mean, minimum, maximum and standard deviation values (Table 2) obtained from 

weather station are utilized to define the parameters of a truncated normal and truncated lognormal 

distribution for outdoor temperature and wind speed, respectively. 

TCE mass entry rate measured in the study house under “natural conditions” is used as 

variable input. The TCE mass entry rate shows temporal variation based on different seasons, with 

the greatest values in the winter and lowest in the summer (Figure 3).  This variation is likely 

influenced by the “preferential pathway”, which includes a land drain built to drain the foundation 

of the study house and is connected to the storm sewer6.  It was previously determined that this 

land drain served as a preferential pathway for TCE to enter the building3, 6. Mean, minimum, 

maximum and standard deviation values for mass entry rate of contaminant (Table 2) are obtained 

from the data collected by Holton et al.20 under natural condition. These values are used to calculate 

the parameters of a truncated lognormal distribution for mass entry rate of contaminant for Monte 

Carlo simulations. 
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Figure 3: Temporal variations in TCE mass entry rate 

Table 2 provides the random variables used in Monte Carlo simulation. Histograms of 

random draws for four random variables (outdoor temperature, wind speed, wind direction and 

mass entry rate of contaminant) used in Monte Carlo simulation in this study are shown in Figure 

S5 in supporting information.

To perform Monte Carlo simulations, the workflow was automated through integration of 

Monte Carlo’s random variables and CONTAM (version 3.2) using an in-house script written in 

Python 3.6 by the authors. To automate CONTAM, authors modified CONTAM.PRJ file with 

assistance of CONTAM developers at NIST22. The Python 3.6 script was used to provide 

CONTAMX with Monte Carlo’s random variables through command line and to collect 

CONTAMX’s outputs upon simulation complement.
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Table 2: Input parameters for Monte Carlo simulation

Seasons Input parameter Mean Standard 
deviation Min Max

Type of distribution 
used in Monte Carlo 

simulation

Outdoor 
temperature (℃) 0.79 6.2 -17 19 Truncated normal 

distribution

Wind Speed (m/s) 5 4.8 0 23.7 Truncated lognormal 
distribution

Wind direction 
(degree) - - 0 360 Up-weighted 

uniform distribution

Winter (21 
December to 
March 20)

Mass entry rate of 
contaminant (g/d) 7.87×10-3 2.78×10-2 1.26×10-5 3.20×10-1 Truncated lognormal 

distribution

Outdoor 
temperature (℃) 10.35 8.7 -11 36 Truncated normal 

distribution

Wind Speed (m/s) 5.5 5.1 0 26.8 Truncated lognormal 
distribution

Wind direction 
(degree) - - 0 360 Up-weighted 

uniform distribution

Shoulder 
seasons: 
Spring 

(March 21 
to June 20) 

and Fall 
(September 

21 to 
December 

20) 
Mass entry rate of 
contaminant (g/d) 1.11×10-3 2.15×10-3 1.15×10-5 1.51×10-2 Truncated lognormal 

distribution

Outdoor 
temperature (℃) 24.79 6.6 10 38 Truncated normal 

distribution

Wind Speed (m/s) 5.7 5.1 0 24.6 Truncated lognormal 
distribution

Wind direction 
(degree) - - 0 360 Up-weighted 

uniform distribution

Summer 
(June 21 to 
September 

20)

Mass entry rate of 
contaminant (g/d) 1.74×10-4 2.20×10-4 6.52×10-6 1.32×10-3 Truncated lognormal 

distribution
Note: Daily mean, minimum and maximum values for outdoor temperature and wind speed were adopted 

from Ogden-Hinckley airport weather station for duration of sample collection under natural condition. Mean, 
maximum, and minimum values for mass entry rate were obtained from mass entry rate values measured at the study 
house. Standard deviation for outdoor temperature, wind speed and mass entry rate of contaminant is calculated based 
on data collected at Ogden-Hinckley airport weather station and study house. For outdoor temperature, wind speed 
and mass entry rate of contaminant, the values for min, max, mean, and standard deviation were used to define the 
parameters of a truncated normal/lognormal distribution. Since dominant wind direction was reported to be southern 
wind direction, an up-weighted uniform distribution is considered for wind direction to address the higher chance of 
dominant wind direction. 
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RESULTS AND DISCUSSION

Study house AER: Weather condition and Building Characteristic Effects  

To demonstrate the influence of weather conditions and building characteristics, the whole-

house AER was estimated using the list of inputs in Table 1 (without random variables in Table 

2). Figure 4 shows the variability in the modeled AER values, with the greatest values occurring 

when wind is the southern direction (135°-225°). The purpose of this figure is to show the 

contextual understanding of AER and weather/building characteristics in the study house. The 

leaky side of the building is to the south, where the garage door is located.  Based on previous 

research at the study house, the southern direction is the dominant wind direction2 with most 

leakage areas. The lowest AERs (for each wind speed) occur when the wind blows on the tight 

sides of the building (90 and 270). Figure 4 also indicates that for each specific wind speed and 

most wind directions, winter results in higher AER values, which is due to higher temperature 

differentials (indoor compared to outdoor) and summer results in lower AER due to lower 

temperature differentials. 

Straight lines in Figure 4 indicate the outdoor air temperature effect with no wind flow 

(stack effect only) on AER. The blue straight line represents winter with largest AER value 

compared to other seasons which is due to higher temperature difference between indoors and 

outdoors. Other straight lines represent summer (37℃ outdoor temperature) and shoulder season 

(with 7℃ outdoor temperature) under stack effect only condition. These two straight lines are 

almost identical because of the same absolute temperature differential between indoor and outdoor 

(Shoulder: |7-22| =15℃ and |37-22|=15℃). The lowest AER estimated by the model (<0.5 d-1) 

corresponds to a weather condition with no temperature difference between indoor and outdoor 

(shoulder season with 22℃ outdoor temperature with wind speed less than or equal to 1 m/s), 
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which is a rare, nearly impossible, condition to sustain for any length of time. Because these 

conditions are unlikely to be observed in field settings, the scenario is not plotted in Figure 4 for 

simplification purposes. 

The southern wind direction is the 
dominant wind direction Ogden-
Hinkley Airport. Wind direction 
from 135° to 225° is considered 
as southern wind direction for this 
study.

Figure 4: Modeled air exchange rates under different wind speeds, wind directions and outdoor air 
temperatures

AERs relevant to summer and shoulder seasons (e.g. fall and spring) are lower than the 

AERs calculated for winter due to lower temperature difference between indoor and outdoor in 

summer and shoulder seasons. Wind direction and building characteristics (such as opening 

location and or being leaky or tight) are important factors that control building’s AER. Figure 4 

shows that when 5 or 10 m/s wind blows on tight side of building (90° and 270°) AER drops to 
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values even lower than the values calculated for no wind flow scenario (stack effect). These 

observations indicate that wind direction and building openings can impact the AER. The 

importance of wind direction and building characteristics highlights the fact that similar buildings 

at the same neighborhood can have different building AER and indoor air quality. 

Monte Carlo Simulation Results vs. Measured Values 

AER Values: 

Because of uncertainty in weather conditions and mass entry rates, Monte Carlo 

simulations were incorporated into this study to compare model results with measured values. AER 

field measurements were conducted by others2 using SF6 (sulfur hexafluoride) tracer gas method 

in the lower level of the study house. Figure 5a indicates measured AER values for winter, shoulder 

and summer seasons. As shown in Figure 5a, winter and shoulder seasons indicate larger AER 

values compared to summer. Model results estimate “whole-house” AER values (Figure 5b) and 

indicate a wider range of AER for winter and summer compared to corresponding measured 

values. 

The model estimated and measured values are different for several possible reasons 

including: 1) weather data used to generate random variables were from Ogden-Hinckley weather 

station which was the nearest weather station to Layton, UT, while the weather condition at the 

study site may have been different; 2) effective leakage area values considered in this study are 

based on suggested values in ASHRAE Handbook of Fundamentals because site specific 

measurements are not available 3) correlation between weather related inputs such as wind speed 

and outdoor temperature were not addressed in this retrospective analysis because detailed data 

related to occupant behavior (windows/doors open-closed and HVAC operation) and on-site 

weather condition measurements were not available.
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Figure 5: Box and whiskers plot of (a) Measured AER and (b) Modeled (Monte Carlo 
simulation) AER 

 Study house TCE indoor air concentration: 

Figure 6 shows the measured indoor air TCE concentrations (Figure 6a) compared with 

modeled indoor air TCE concentrations (Figure 6b). The dashed horizontal line shown in Figure 

6a at 0.008 ppbv is the detection limit for TCE concentration2. The model predictions that are 

lower than the measured detection limits are not illustrated for comparison between measured data 

and model results (Figure 6b). 

Comparing Figure 6a and 6b, the greatest indoor air TCE concentrations and variations 

corresponded to the winter season in model estimated concentrations, as well as field measured 

values. The lowest indoor air TCE concentrations and variations (modeled and measured) were 

detected in the summer. Additionally, the model estimated TCE concentrations follow the same 

seasonal variability as the field measurements. The greatest TCE concentration is predicted for 

winter, then shoulder seasons, with the lowest TCE concentration for the summer season. This 

trend is similar to the TCE mass entry rate temporal variation shown in Figure 3. Indicating that 
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TCE indoor air concentration is influenced by the TCE mass entry rate.  For this study house the 

mass entry rate was greatly influenced by the presence of a land drain preferential pathway, which 

caused a large variation in TCE mass entry rates3. Strom et al.27 statistically analyzed field data 

measured at the study house and noted similar observations between mass entry rate, indoor air 

concentrations and the presence of the preferential pathway. 

Figure 6: Box and whiskers plot of (a) Measured TCE concentration; (b) Modeled (Monte Carlo 
simulation) TCE Concentration excluding predicted values lower than detection limit 

Note 1: The dashed horizontal line shown in Figures 6a, 6b at 0.008 ppbv is the detection limit for TCE concentration.2
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Indoor pressure variations

Seasonal variability of indoor pressure can influence temporal variability of TCE mass 

entry rate which can consequently influence TCE indoor air concentrations. Although the driving 

force for mass entry rate is actually the pressure differential (i.e. the difference between indoor and 

outdoor pressure), Shirazi and Pennell11 discuss that typically mass entry rate is conversely related 

to indoor pressure. The pressure on the building envelope varies at different points of a building. 

Therefore, there is not a specific indoor-outdoor pressure differential when wind speed is larger 

than zero, which negates the idea of a single pressure differential in conventional vapor intrusion 

studies. 

Figure 7 compares the measured pressure differential for different seasons with the 

calculated indoor pressure. Although Figure 7a and 7b show two different parameters, they both 

follow the same trend. Figure 7a shows the 24-hour pressure differential between indoor and 

outdoor during sampling time. The indoor differential pressure reference location was co-located 

with the indoor air sampling location2 and the outdoor differential pressure reference location was 

on the southeast corner of the house and underneath a slight overhang (Figure S6). Figure 7b shows 

the indoor pressure calculated by model in lower level of the study house (zones 1 and 2 in Figure 

S6) wherein TCE samples were collected. The study house is more under pressurized in winter 

then in shoulder seasons and summer, respectively. Figure 7 suggests that higher mass entry rates 

(Figure 3) may occur in the winter compared to summer and shoulder seasons because of lower 

indoor pressure. 

CONTAM coupled with CFD0 calculates the indoor pressure in each level and zone of a 

building by solving a mass balance equation (See section Modeling Approach, and Shirazi and 

Pennell11). Both calculated indoor pressure (in this study) and measured pressure differential (in 
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Holton et al.2) are a function of wind speed, wind direction and temperature difference between 

indoors/outdoors and vary seasonally. Indoor pressures from the model ranged from -8.5 to +5.1 

Pa in the study house (Figure 7b) and measured pressure differential ranged from -3.2 to +4.8 Pa 

(Figure 7a). These results suggest by considering calculated variation in indoor pressure of lower 

level of study house, decision makers can have a better judgment of mass entry rate and indoor air 

concentration variability.

Figure 7: Box and whiskers plot of (a) Measured 24-hr pressure differential between indoor and outdoor 
and (b) Modeled (Monte Carlo simulation) indoor pressure variation caused by different weather 

conditions in study house

CONCLUSIONS

The research presented here is the first to demonstrate using both modeled data and field 

measurements how weather conditions, building characteristics, and contaminant fate and 

transport processes can be used to inform VI site assessments. To date, few, if any, VI models have 

attempted to compare indoor air concentration measurements with modeled indoor air concentration 
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estimates (see Figure 6). The data shown in Figure 6 is in good agreement, especially given the 

uncertainty in the input parameters.

This research shows that variability in AER can be an important driver for indoor air 

contaminant concentration variability (temporally and spatially) (Figures 4 and 5); however, when 

preferential pathways are present, they may cause higher variability in indoor air concentrations due 

to large variations (over 4-orders in magnitude) in mass entry rates (Figure 3). There are other factors 

that have been investigated at this study house related to mass entry rate variablity (e.g. Guo et al. 

3, and Holton et al.20 and Guo 28).  One factor that has the potential to influence variations in mass 

entry rates relates to the connection of the study house to the land drain preferential pathway3. 

Preferential pathways that serve as a source for vapor intrusion exposure risks may experience 

large contaminant concentration and flux variations within the pathways themselves, as reported 

by Roghani et al.8  and Guo et al. 29.

Implications for Decision Makers

To predict indoor air concentration, the modeling approach used in this research requires 

the mass entry rate of contaminant to be input into the model (see Figure 2). Mass entry rate can 

be obtained by several methods30-32. Shirazi and Pennell11 used a finite element model, which 

considered weather conditions and building characteristics in the mass entry rate calculation, but 

their approach is computationally expensive and likely too complicated to be widely used routinely 

at vapor intrusion sites. They indicated that mass entry rate of contaminant is linearly related to 

building indoor pressure. Another method that is more accessible to practitioners is the 2004 EPA 

version of the Johnson and Ettinger (J&E) model33, 34. The J&E model does not account for the 

effect of weather conditions when estimating indoor air concentration, and, consequently, mass 

entry rate of contaminant. For this research, when the alternative pathway was not active, the J&E 
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model appeared to approximate the mass entry. However, when the alternative pathway is active, 

considerable temporal variability in mass entry rates occurred; and, higher mass entry rates were 

required for the model to agree with the measurements3.  

 “Measured” mass entry rates can be obtained indirectly using indoor air contaminant 

concentrations and air exchange rates. These values were used herein. We input mass entry rates 

into the model that ranged from 0.32 g/d and 6.52x10-6 g/d (Table 2), which represent the range of 

mass entry rates measured at the study house20. The highest mass entry rates under natural 

conditions for the study house occurred during the winter20 (Figure 3). The lowest and least 

temporally variable mass entry rates were observed when the alternative pathway was closed20. 

The mass entry rate reported for this period is comparable to the mass entry rate predicted by the 

2004 EPA J&E spreadsheet. 

For VI sites where temporal variability in indoor air concentrations has been observed and 

a range of indoor air concentrations have been recorded, a similar approach could be used. 

Decision makers who use Petroleum Vapor Intrusion Screening Model incorporates uncertain 

analysis using Monte Carlo analysis35. However, it should be noted that the field measurement 

data used herein was high-resolution and availability of this type of data would be rare for a typical 

site.  Nonetheless, practitioners are challenged every day to make decisions in real-world settings 

with limited data.  Incorporating the models used in this research along with the typical data 

available for a site could provide new insight for understanding exposure risks.  

Mass entry rate (range), can be obtained from indoor air VOC concentration measurements 

within a building.

𝑀𝐸𝑅 = 𝐶𝑖𝑛𝑑𝑜𝑜𝑟 𝑎𝑖𝑟 (𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑) × 𝐴𝐸𝑅(𝐶𝑂𝑁𝑇𝐴𝑀) × 𝑉𝐵 Eq. 1

Page 23 of 29 Environmental Science: Processes & Impacts

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



23

Where,

 is the mass entry rate of contaminant (g/d), Cindoor air (measured) is the indoor air 𝑀𝐸𝑅

concentration of contaminant that has been measured during different sampling events (g/m3), 

AER(CONTAM) is the range of AER calculated by CONTAM considering weather condition and 

building characteristics (d-1) and VB is the volume of building. As shown on Figure 2, AER can be 

calculated by CONTAM independently of the indoor air concentration. Figure 4 demonstrates, 

using the study house as an example, that AER is a function of wind direction, wind speed and 

building characteristics. Practitioners could determine a range of mass entry rates and model 

variability in indoor air concentrations using CONTAM and obtain output similar to that shown in 

Figure 6.

At sites where obtaining mass entry rates using existing indoor air VOC concentrations is 

not possible, the 2004 EPA spreadsheet version of the J&E model31, 32 is another option for 

estimating mass entry rates, but this approach would assume that an alternative pathway does not 

exist. Mass entry rate of contaminant can be calculated using Equation 2. 

𝑀𝐸𝑅 = 𝐶𝐽&𝐸 × 𝐴𝐸𝑅(𝐶𝑂𝑁𝑇𝐴𝑀) × 𝑉𝐵 Eq. 2

Where,

 is the mass entry rate of contaminant (g/d), CJ&E is the indoor air concentration of 𝑀𝐸𝑅

contaminant calculated by EPA spreadsheet when there is no alternative pathway (g/m3), 

AER(CONTAM) is the range of AER calculated by CONTAM considering weather condition and 

building characteristics (d-1) and VB is the volume of building. 
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Once mass entry rates are obtained, the approach used for modeling the study house in this 

research would allow practitioners to cost-effectively evaluate variability in exposure risks (e.g. 

indoor air concentrations) based on weather conditions and building characteristics.  
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