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1 Introduction

Extending quantum coherence lifetimes in
nonadiabatic dissipative molecular systems with
chirped pulsesy

Robert Strich, 2 Shirin Faraji‘® and Elisa Palacino-Gonzalez 2 *

Quantum coherences play a central role in a broad range of fields, including functional energy materials,
biological systems, and molecular quantum information science. Coherences encode critical information
about the phase and dynamics of a system, and their interaction with its environment. Particularly, the
ultrafast charge transfer process between electron donor and acceptor species in functional energy
materials is influenced by vibronic coherences. A key limitation arises from the dephasing of coherences
due to dissipation, causing loss of information and limiting applications of molecular systems. Extending
and controlling coherence lifetimes would enable the rational design of smarter materials with
optimised properties. Here we introduce a novel idea using chirped excitations as a pathway to extend
quantum coherence lifetimes, enhancing their robustness against dissipation. A detailed analysis of the
light-induced molecular quantum dynamics and wave packet evolution from first-principles models
constructed at the donor—acceptor heterojunction of an organic photovoltaic blend is discussed. We
demonstrate that tuning the chirp of the excitation pulse, vibronic coherence lifetimes can be extended
up to the picosecond timescale. Chirped excitations also enable tunable spatial localisation of the
induced wave packet, with localisation controlled by the chirp intensity. These effects are observed con-
sistently across different donor—acceptor adducts selected from the molecular dynamics structure of
the blend. Our results introduce a new degree of freedom for coherent control in molecular systems,
offering a promising pathway toward the development of advanced functional energy materials and
applications in molecular quantum information science.

transport. A persistent challenge in exploiting quantum coher-
ences lies precisely on a property inherent to coherences, namely,

Quantum (electronic, vibrational and vibronic) coherences in
molecular systems play a crucial role in many ultrafast physical,
chemical, and biological processes.*®*>*° The preservation of
phase relationships between quantum states, a property inherent
to coherences, is key to mechanisms such as ultrafast charge and
energy transfer in functional molecular materials,***® efficient
light harvesting in photosynthetic complexes,* and the develop-
ment of quantum information technologies using molecular
platforms.*”*® This associated phase to any superposition state
in quantum mechanics can be viewed as information between the
excitation and the two states resonant to it. Hence having the
possibility to manipulate these coherences could unlock new
possibilities for advancing molecular-scale electronics, engineer-
ing precise light-matter interactions or enhancing energy
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dephasing. In molecular physics, the interaction with a dissipative
environment, such as solvent fluctuations or phonon coupling,
lead to rapid dephasing, thereby destroying the phase information
previously encoded in the system.

Achieving precise control over quantum processes in mole-
cules remains a central barrier. Molecular systems feature fast,
coupled electronic and nuclear motion that is highly sensitive to
the environment. Designing laser pulses that can steer such
dynamics with fidelity is non-trivial, especially when decoher-
ence and dissipation play a role. Additionally, translating theo-
retical control schemes into experimentally feasible protocols
often faces limitations in pulse shaping and system character-
ization. As a result, considerable effort has been devoted to
developing approaches for coherent control of molecular sys-
tems Wlth eXternal pulses.S,7,8,11,22,25,29,42,44,51,59,62—64,66,67 In thlS
context, ultrafast shaped laser pulses are tailored in amplitude,
phase, or polarization to drive specific quantum pathways. Pulse
shaping has proven to be a versatile tool for tailoring excitation
conditions to extend coherence lifetimes and steer molecular

Phys. Chem. Chem. Phys.


https://orcid.org/0009-0006-4244-9115
https://orcid.org/0000-0002-6421-4599
https://orcid.org/0000-0003-2764-1409
http://crossmark.crossref.org/dialog/?doi=10.1039/d5cp01684c&domain=pdf&date_stamp=2025-08-18
https://rsc.li/pccp
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp01684c
https://pubs.rsc.org/en/journals/journal/CP

Open Access Article. Published on 19 2025. Downloaded on 22.08.2025 4:06:42.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

1*” and theore-

dynamics with high precision. Early experimenta
tical studies®” on control with tailored femtosecond pulses laid
the groundwork for this field, revealing the potential of shaped
femtosecond pulses to selectively control vibrational excitation
and molecular dissociation pathways. Later theoretical
studies'**° have significantly advanced the theoretical framework
of this field, demonstrating how shaped pulses can be used to
manipulate nonadiabatic transitions, entangle electronic and
vibrational degrees of freedom, and explore the coherent control
of photo-induced processes in molecular systems. Their work
emphasizes the sensitivity of vibronic coherence evolution to both
the spectral content and phase structure of excitation pulses,
underscoring the need for fine pulse design in coherent control
protocols. Among pulse shaping techniques, linearly chirped
pulses have attracted particular interest over the past decades.
Several theoretical and experimental studies have shown that
chirped excitations provide an additional degree of freedom to
control the temporal ordering of excitation pathways and the
population of vibronic states.>*13243173438,3355 por example,
they can effectively enhance coherence excitations and be used
to manipulate vibronic populations and coherence dynamics in
molecular systems, revealing their potential to uncover rich
dynamical information from complex molecular systems.
Building on prior work by some of the present authors,”® on
a minimal model with charge-transfer signatures to investigate
the effect of chirped excitation on double-pump femtosecond
fluorescence spectroscopic signals, here an advancement is pre-
sented. This prior work revealed that chirped pulses can reduce
long-term charge-transfer population and enable selective tuning
of short-time dynamics via modulation of wavepacket motion.
Built on this, double-pump fluorescence signals revealed that
chirped excitation enhanced vibrational signatures in fluores-
cence spectra, offering better interpretability under low-signal-to-
noise ratio. Tested on a physical model, these findings lay the
foundation for the work introduced here, where the model is
improved to include a first-principles description of a charge-
transfer dimer from a prototypical organic photovoltaic blend.
Besides, a detailed analysis of quantum coherences lifetime, in
the presence of dissipation, is described alongside its connection
with the properties of the chirped excitation. A first-principles
Hamiltonian is constructed using time-dependent density func-
tional theory (TDDFT) calculations in combination with molecular
dynamics (MD) simulations for describing the intermolecular
charge-transfer process in a prototypical organic photovoltaic
blend. A detailed analysis of the role of chirped excitations
for manipulating the system quantum dynamics is presented.
Particularly, we demonstrate that the lifetime of quantum coher-
ences can be significantly extended by using chirped excitations.
Our results indicate that chirped excitation induces a vibronic
wave packet with a substantially longer coherence lifetime com-
pared to that generated by a transform-limited (TL) pulse. Impor-
tantly, this extension is tunable, with longer lifetimes observed at
higher chirp rates. In addition, chirped pulses lead to greater
localization of the wave packet, enhancing the vibronic character
of the system. These insights not only advance our understanding
of quantum coherence evolution under shaped laser fields but
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also suggest promising strategies for designing coherence-
preserving quantum control protocols in dissipative environ-
ments, with potential applications in quantum information
science®*”®* and advanced functional energy materials.'®

The remainder of this paper is organized as follows. Section
2 outlines the theoretical methodology employed throughout
this work. We begin by presenting the formalism used to
describe the system and its interaction with a dissipative
environment, focusing on ultrafast intermolecular charge
transfer in a prototypical organic photovoltaic (OPV) blend,
the poly(3-hexylthiophene):phenyl-C61-butyric acid methyl
ester (P3HT:PCBM),!17:20,21,23,26,36,43,52,56,58,65 ye detail the
first-principles approach developed to model the dimer adduct
at the heterojunction, followed by a discussion of the dissipa-
tive environment arising from the blend. Subsequently, we
introduce the concept of linearly chirped pulses and describe
the system-field Hamiltonian utilized in our simulations. The
section concludes with a presentation of the quantum master
equation governing the time evolution of the system in the
presence of the dissipative environment. Section 3 presents the
results, including an analysis of the population dynamics and
wave packet evolution (Section 3.1), Wigner function represen-
tations and quantum coherences (Section 3.2), and additional
results for an alternative model system based on a different
dimer configuration within the blend (Section 3.3). Finally,
Section 4 provides concluding remarks and perspectives for
future work. The SI is provided in a separate file and contains a
detailed account of the numerical methods employed, includ-
ing TDDFT and MD simulations, molecular orbital analyses,
and additional data from the quantum dynamical simulations.

2 Theoretical methodology

2.1 Reduced density matrix formalism and overall
Hamiltonian

To investigate the influence of femtosecond optical chirped pulses
on the charge-transfer process within the dissipative environment
of the organic photovoltaic blend, we adopt a reduce density
matrix formalism where the overall Hamiltonian is given by

H = Hg + Hg + Hgp. (®)

Here, Hg denotes the Hamiltonian of the system of interest,
Hp the bath Hamiltonian, and Hgp their interaction. The system
dynamical information is contained in the reduced density
matrix p(¢), defined by taking the trace of the overall system
Prot(t) over the bath degrees of freedom.

To show the purpose of the present work on the effect of a
chirped excitation on extending the lifetime of vibronic coher-
ences, we focus on a well-known photophysical process, i.e. the
ultrafast intramolecular charge-transfer. In this work we focus
on the P3HT:PCBM organic photovoltaic blend. Upon photo-
excitation, an exciton delocalization is created along the polymer
chain (the local excitation), and within a sub-100 fs timescale, a
electron-transfer process takes place to a charge-transfer state,
leaving a charge-separation between the P3HT (donor) and the
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PCBM (acceptor). An illustration of the blend is shown in Fig. 2,
with a close-up of the dimer adduct at the heterojunction.

Hj represents a PBHT:PCBM dimer adduct from the blend, such
as the highlighted in the close-up on Fig. 1. A detailed description
of how Hg has been modelled as first principles calculations is
contained in Section 2.1.1. The bath Hamiltonian Hy describing the
collective effect of the blend environment surrounding a specific
dimer adduct, and the system-bath interaction Hsg Hamiltonian
are further discussed in the following Section 2.1.2.

2.1.1 First-principles model of the system Hamiltonian. A
linear vibronic coupling model®” with a constant coupling was
used to describe the dimer adduct Hamiltonian Hg. Here, the
system Hamiltonian Hg is defined in the electronic space by a
ground and a excited state Hamiltonians,

Hgs = Hy + H,, (2)

where H, represents an ensemble of two coupled electronic
states. Making use of the diabatic representation of the electro-
nic states (|g), |e)) the two contributions can be written as

Hg = |9)hg(gl, (3)
He = le)(he + E){el + Y Veole)(e| 4)

e#e!

for e and ¢’ running from 1 to 2. Here, h, and k. represent the
vibrational Hamiltonians for the different electronic states, and
E. and V, are the diabatic electronic excitation energies (to the
energy minima of the excited states) and the electronic cou-
pling, respectively. The highest electronic excited state e = 2
represents the locally excited |LE) state, and the lowest-lying
electronic excited state is the charge-transfer |CT) state. For a
single system coordinate Qg (dimensionless), the vibrational
Hamiltonian in the harmonic approximation for the ground
and excited electronic states is given by

Q
hg = E(Psys2 + stsz)v (5)
79 2 2\ _
he = (Psys + sts ) QAerym (6)

2

View Article Online

Paper

where Py and Q are the momentum and the vibrational
frequency of the coordinate system, respectively. 4, is the
displacement of the two excited states. The system Hamiltonian
introduced above represents the minimal model to describe
charge-transfer processes following the photoexcitation.

Here, the |LE) state is optically bright, whereas the lower-
lying |CT) state is optically dark. Hence, the raising and low-
ering components of the transition dipole moment operator are
defined as

X = &fig 15| G)(LE|, X" = &1 1x|LE)(G|. (7)

In eqn (7), € denotes the unit vector of the polarization of the
pulse, and pg 15 the electronic transition dipole vector, pigr =
|g15]s flg1r = Mg Lp/Mg e In this study, we set for convenience
éi‘g,XT =1

A parametrization of the P3HT:PCBM heterojunction fol-
lowed TDDFT calculations using the computational software
Q-Chem 6.2'° on dimer structures obtained from a MD trajec-
tory on the P3HT:PCBM blend from previous work by some of
the present authors.*" The MD simulation was simulated for a
total duration of 100 ns at a reference temperature of 298.15 K.
Additional details of the simulation and trajectory parameters
are provided in the SI. To represent the realistic conditions of the
blend, the following protocol was adopted: several P3BHT:PCBM
dimer adduct structures were sampled from different regions of
the blend. To reflect the configurational heterogeneity within the
MD blend, we focused on a single MD snapshot containing
dimers with markedly different relative orientations and inter-
molecular distances. The relative orientation between the two
species and the intermolecular distance was different for the
dimers sampled. Only dimers with intermolecular distance
between 3-5 A were considered. The model parameters obtained
from the TDDFT calculations include adiabatic excitation ener-
gies for the locally-excited and charge-transfer states, frequencies
of the system vibrational modes, dimensionless displacements
4. and value of the electronic coupling. Single-point TDDFT
calculations were performed on the selected geometry of the

Fig. 1 Thin-film representation of the PZHT:PCBM blend with a close-up at the dimer heterojunction.
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dimer adduct using the CAMB3LYP functional and 6-31+G* basis
set, yielding the adiabatic excitation energies. The reason of
performing the single-point excited state calculations on the
geometries directly obtained from the blend, without performing
a prior geometry optimization is the following: such an optimi-
zation would yield a geometry that deviates significantly from
the true structure of the blend system. Which would lose the
essential blend configurational information that we address in
this study. It should be noted that the vibrational mode
accounted for in the quantum dynamical simulations is a
relatively high-frequency mode, corresponding to a stretching
mode of the C—C bond in the P3HT backbone, therefore, its
frequency is not expected to change significantly upon geometry
optimization. The selection of the functional was made after
carefully benchmarking several functionals including B3LYP and
®B97X-D. B3LYP, although widely used, is well known to under-
estimate excitation energies and fail to correctly describe CT
states due to the lack of long-range correction. In our tests,
®B97X-D produced CT states with inconsistent orbital character
(non-physical charge-transfer from the PCBM to the P3HT),
complicating the reliable assignment of excitonic and CT transi-
tions. In contrast, CAM-B3LYP yielded orbital characters and
excitation energies in line with the expected physics of our
system, offering a consistent and minimal long-range correction
necessary for the accurate description of CT states. Following the
orbital character and excited states analysis, described in the SI,
CAM-B3LYP was chosen as the most appropriate functional for
this system. To reduce the computational times, the hexyl groups
of the P3HT have been substituted by methyl groups. This
approach has been previously adopted in on theoretical studies
on modelling the excitonic delocalization of P3HT>**>*" and it is
shown that it does not affect the electronic and optical properties
of the P3HT and similar conjugated polymers. Following
a detailed analysis of the molecular orbitals for the first 20
electronic states in the dimer, the characterization of the excited
states reveals the presence of a strong optically “bright” electro-
nic state with locally-excited character on the P3HT (Erg =
3.0402 eV). The lower-lying electronic states have a very low
transition dipole, and can be viewed as optically “dark” states.
Particularly, only one of them is associated with a charge-
transfer character from the P3HT (donor) to the PCBM (accep-
tor), being the HOMO orbital in the P3HT and the LUMO orbital
in the PCBM. Besides, these orbitals are also shared with the LE
state, suggesting a strong charge-transfer coupling between
both. The rest of electronic states below the locally excited state
reveal a character of local-excitation on the PCBM unit. In a
subsequent step, vibrational frequency and gradient and electro-
nic coupling calculations associated to the LE and CT electronic
states were performed on the selected dimer adduct. All the
(mass weighted) normal modes of the system on the ground
electronic state were calculated from TDDFT, and rescaled by
v/Q; to make them dimensionless. The excited-state potential
energy surfaces are modeled as harmonic, with the same vibra-
tional frequencies as the ground state. The displacements along
the normal modes were reconstructed using excited-state gradi-
ent calculations at the MD snapshot geometry. To achieve this,
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the gradient obtained from TDDFT was transformed from
Cartesian coordinates into dimensionless normal mode coordi-
nates. The displacement for each mode was then determined by
taking the ratio of the transformed gradient to the corres-
ponding mode frequency. In this way, the gradient provides a
direct estimate of the normal mode displacements upon
excitation.'® The diabatic electronic coupling was evaluated
using the Boys diabatization method,”* which has been pre-
viously demonstrated to be a good method for calculating
intermolecular charge-transfer couplings. Further computa-
tional details of the TDDFT calculations can be found in the SI.

Out of the sample of dimers, two structures (dimers A and B)
differing in intermolecular distance and relative orientation
were selected to illustrate the message on this paper on the
effect of chirped excitations. Table 1 summarises the system
parameters in the diabatic representation for a one-
dimensional model constructed on dimer A.

Table 1 highlights the vibrational frequency selected to model
the vibronic dynamics of the system Hamiltonian Hg. This mode
is the vibration with the largest displacement in the charge-
transfer state and is the reaction mode that couples to the bath.
The mode corresponds to a C—C stretch of the P3HT backbone.

Fig. 2 shows a sketch of the harmonic potential energy func-
tions in the diabatic representation for the ground, first, and
second electronic states. The validity of the displaced harmonic
oscillator model for this type of systems has been previously
validated in extensive theoretical studies by Burghardt et al.>’

The model parameters of dimer B and additional dimers
analysed from the blend are contained in the SI.

2.1.2 Hamiltonian of the dissipative environment. To
model the dynamical effect of the environment on the intermo-
lecular charge-transfer process, we consider the blend as a collec-
tion of infinite harmonic oscillators that are weakly coupled to the
dimer system under study. Here the system-bath interaction is
described using second-order linear response function, adopting
the multilevel Redfield theory.'>***® This serves as a reasonable
approximation for capturing the dynamical fluctuations of the
blend. As shown in previous work by Palacino-Gonzélez et al.*" on
the same blend, first-principles TDDFT/MD simulations revealed
that the thin-film morphology induces slow fluctuations in the
system’s electronic properties, resulting in long dephasing times
extracted from the simulated 2D UV spectra. This observation
supports the use of the Markovian approximation in our model,
where the environment is assumed to evolve on a much slower
timescale than the internal dynamics of the system. Hy and Hgp
Hamiltonians from eqn (1) are described by

Hy = Z%(sz +495), (8)
k

Table1l Model parameters in the diabatic representation derived from the
TDDFT calculations on the dimer adduct

ecr [eV]

2.684

ee [eV]  der[adim.]  Apg [adim.]  Q[ev]  V]eV]

2.822 0.538 0.0037 0.190 —0.012

This journal is © the Owner Societies 2025


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp01684c

Open Access Article. Published on 19 2025. Downloaded on 22.08.2025 4:06:42.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

PCCP

View Article Online

Paper

—[GS) (GS|
—|CT)(CT|
ILE) (LE]

-4 38 0 B

0 1 2 3 4

Q [adim]

Fig. 2 Sketch of the parametrized diabatic potential energy functions for the dimer adduct investigated. Blue, black and green colours refer to the
electronic ground, charge-transfer and locally-excited states, respectively. The lowest-lying vibrational states in the diabatic picture are shown. The
crossing point between the two coupled excited states is indicated with a yellow circle. The energy region of the TL and chirped pulses used along this

study is highlighted as a yellow shadowed area.

Hsp = Qs > gkl )
*

where p; and g, are the dimensionless coordinate and momen-
tum operators from the bath, respectively, and g; represents the
system-bath coupling strength. The bath is characterized by the
spectral density

J(w) = gz 220(w — ). (10)
k

which for the purpose of the present work it has been modelled
phenomenologically.>**! Here we adopt an Ohmic function of
the form

J(w) = {wexp{—w/w.} (11)

where o, is the bath “cut-off” frequency, which here equals the
frequency of the system coordinate. Within the Redfield formalism,
which offers a perturbative description of system-environment
interaction, the dimensionless parameter {, characterizing the
system-bath coupling strength, was set to 0.02 to ensure operation
within the weak coupling regime.

2.2 Optical coupling to a linearly-chirped pulse

To investigate the influence of optical shaped pulses on the
charge-transfer dynamics, a semi-classical description of system
interacting with a oscillating laser field is adopted, with the total
time-dependent Hamiltonian given by

Hioi(t) = H — Hy(2), (12)

This journal is © the Owner Societies 2025

with Hg(t) representing the interaction of the system with the
external laser field.

In the dipole approximation and the rotating-wave approxi-
mation (RWA), the Hamiltonian describing the system-field
interaction Hg(?) is given by

HF(t) = *.“g,LE'E(t]’ (13)

with ugrr denoting the transition dipole from eqn (7) and E(z)
the temporal evolution of a general shaped pulse. For a
Gaussian pulse, the latter can be written as

2

E(r) = lEO exp (2—T02 (14)

3 ) exp(imopt)e; + c.c.,

with Ey, T, and w, being the pulse amplitude, duration and
carrier frequency.

In the present work we leverage the potential behind the
properties of a linearly chirped pulse. The particularity of
chirped pulses, which set them apart from their TL analogous
is, that the carrier frequency evolves linearly in time. This
results in a systematic temporal separation of frequency com-
ponents, either increasing (negative chirp) or decreasing (posi-
tive chirp) across the pulse duration. As a consequence, the
temporal evolution of the phase of a chirped pulse becomes
quadratic, in contrast with the linear temporal evolution of a TL
pulse phase. Despite this, chirping a TL pulse does not alter the
energy information of the pulse, that is, the Fourier transform
of the pulse temporal evolution does not change when chirping
it. Here, we highlight that these properties within a chirped
pulse can be seen as an additional tool to steer the dynamical
evolution of a molecular system.
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The temporal evolution of a linearly chirped Gaussian pulse
is described by

01, 1) = S B (0 F (1, 1) exp(i (1, 1)) + ..

5 (15)

with ¢(n,t) representing the instantaneous phase given by

P, 1) = wot — P

2T*(1+#42) (16)

with n being the spectral chirp, also here referred to as the chirp
parameter.

The temporal envelope of a chirped pulse, the maximum
pulse amplitude and the effective pulse duration are described,
respectively, by

)

F(n, 1) = exp (WZV) (17)

Enan() = —2— (18)
(1+n2)3

T(n) = Tov/1+#? (19)

Fig. 3 shows a sketch of a positively linearly chirped pulse
(blue) and its TL analogous (black). Following the equations
above, the sketch shows that when chirping a 15 fs TL pulse
centred at ¢ = 0 fs, the pulse amplitude becomes smaller at the
centre of the pulse while its duration extends over a longer time
(here ~ 400 fs). As previously discussed, both the TL and
chirped pulse configurations contain the same total energy.
The fundamental distinction lies in the temporal behaviour of
their spectral components: in a TL pulse, all frequency compo-
nents arrive simultaneously, whereas in a chirped pulse, the
carrier frequencies, defined by the pulse’s spectral resolution,
arrive in a time-ordered sequence. This temporal evolution of
the frequency within a chirped pulse is governed by the chirp
parameter 7.

For the simulations contained in Section 3, a base TL pulse
of 15 fs pulse duration, carrier frequency wo, = 3.00 eV and
amplitude E, = 0.001 eV was used. Different chirped pulses were
modelled for various values of |5|. The excitation energy region
of the TL pulse and from its chirped versions is shadowed in
yellow in Fig. 2.

%107
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2.3 Redfield quantum master equation

The dynamical evolution of the reduced density matrix p(t)
from Section 2.1.1 is described by quantum master equation

9 0(t) = ~1tts + He (0, p(0] + (R 4+ Dp(0),

(20)
where R and D denote the Redfield and dephasing superopera-
tors, respectively. The former accounts for both electronic and
vibrational population relaxation, as well as electronic and vibra-
tional dephasing, while the latter gives a phenomenological
description solely of electronic dephasing.> Eqn (20) allows to
treat explicitly the light-driven dynamics of the system in a
nonperturbative manner. R denotes the Redfield relaxation
(super) operator, which describes population relaxation and elec-
tronic dephasing due to the interaction with the dissipative bath.
Its dependence on the external fields can be neglected in the weak-
field coupling regime.

As introduced above, the Redfield superoperator is modelled
here from Ohmic general spectral density functions. The
dephasing superoperator D, however, is modelled from pre-
vious work by some of the authors of the current paper, where a
TDDFT/MD approach was developed to model electronic
dephasing rates on the P3HT:PCBM blend.*! This worked
revealed typical electronic dephasing times of ~100 fs induced
by the environment of P3HT and PCBM molecules in a thin-
film structure.

The (super) operator D accounts for pure electronic dephas-
ing and is given by

Dp(1) = =L(|G)(LE[(Gp(1)|LE) + |G)(CT|(G|p(1)|CT)) + H.c.
(21)
where, { represents the phenomenological dephasing rate
which, for simplicity, is taken the same for all electronic states.

Before the arrival of the laser pulse, the system is in thermal
equilibrium in the electronic ground state

p(=) = ps|G)(G]. (22)

Here

pp = Zy le T/ keT) (23)

is a vibrational Boltzmann distribution (kg is the Boltzmann
constant, Zg is the partition function, and T'is the temperature).

O

-5k

Pulse (1)

—n>0

Intensity [arb. units]
o

-300 -200 -100

0 100
t [fs]

200 300

Fig. 3 Sketch of the TL pulse used (black) and its chirped analogous (blue) with n = 5.
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To show the action of the Redfield operator R on the system
dynamics explicitly, we write the eigenvalue solution of the
system Hamiltonian Hg

Hs|p) = E,|w)

from which the action of the Redfield operator R in eqn (20) is
given by

(24)

[RO'(Z)LW = Z R,uwdah‘/l(t)7

KA

(25)

with ¢,,(t) = (x|o(t)|2) denoting the matrix elements of the
system density matrix in the eigenstate representation. R,
represents the Redfield tensor,"*° and is commonly written as

RHVM = F/t/;uc + F;z/uxél’;~ Z F::wx - 5#“\’ Z F;ococu' (26)
o o

The elements of the Redfield tensor can be written as

e = IO WO | deF e ™t @)
0
i = (10 (11010 | de(F@)e ™ (28
where
F(r) = %dew](w)[&n(w) + 1) cos(wt) — isin(wt)]  (29)

denotes the correlation function of the bath, introduced in
Section 2.1.2 and n(w) = (e”’*” — 2)7* is the Bose distribution
function. The propagation of eqn (20) is performed via convert-
ing the master equation into matrix form by an expansion in
terms of the numerically computed eigenstates of the system
Hamiltonian Hg and solved via the fourth-order Runge-Kutta
integrator with stepsize 0.25 fs.

3 Results and discussion
3.1 Electronic population dynamics and wave packet analysis

Quantum dynamical simulations were performed model con-
structed on the P3HT:PCBM adduct. The evolution of the
population probability in the three electronic states over time
was simulated as

P =Tr{|e){e|p(®)},

where p.(t) is the temporal evolution of the population
dynamics of an electronic state |e), following the master
equation eqn (20).

Fig. 4 illustrates the population probabilities of the (a)
optically bright |LE) state and (b) and (c) dark |CT) state
following excitation with a single pulse. Panel (b) shows the
data for different positive chirps scenarios, while the lower
panel displays data for negative values of the chirp intensity #.
Before the arrival of the pulse, the system is in a thermal
equilibrium, following a Boltzmann distribution in the ground
electronic state. Upon the pulse arrival, centred at ¢ = 0, |LE)
gets slowly populated. Panel (a) shows that for a chirp intensity

(30)
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of n =5, chirping the excitation (blue, red) results in a threefold
increase in the population of |LE) at long times, once the pulse
has gone, in contrast to the excitation with a TL case (black
line). Besides, due to the effectively longer duration of a chirped
pulse, the excitation of the ground electronic state happens
earlier than for the TL, approximately by 150 fs. As a conse-
quence of the longer pulse duration, the population of |LE)
extends over a longer period, proportional to the pulse dura-
tion. Particularly, for the case of negative chirp, periodic beat-
ings are observed to be more pronounced, reflecting a stronger
coherent superposition of the different vibrational states
excited. An interpretation for this is that chirping the excitation
allows the pulse frequency to match the resonance condition
with the vibrational energy levels of the system, promoting the
creation of constructive interferences, which enhances popula-
tion transfer to |LE). In contrast, a TL pulse lacks this time-
dependent resonance, leading to less efficient excitation and a
reduced population in |LE). As a consequence of the favoured
excitation with a chirped pulse, the population of the dark
charge-transfer state also increases when the excitation is
chirped, as can depicted in panels (b) and (c), in contrast to
the unchirped excitation case (black line). The simulations reveal
two key phenomena. First, due to the effectively longer duration
of a chirped pulse, with a phase evolving quadratically with time,
the sign of the chirp can delay (positive chirp) or advance
(negative chirp) the population of |CT). Our simulations show
that increasing the intensity of the chirp parameter enhances
this effect. This provides a potential method for indirectly
controlling the population of an optically dark state over time.
Second, the periodic oscillations of ~90 fs period observed in
panels (b) and (c), reflects that the vibronic structure of the
system are enhanced when chirping the excitation. An interest-
ing effect observed is the phase-shift of the population dynamics
when increasing the intensity of the chirp.

The effect of chirping the excitation can be seen by exploring
the photoinduced wave packet under different pulse excitation
conditions. The vibrational density of an electronic state, given
by the electronic state density matrix in the space representa-
tion defined by the reaction coordinate in the system, Q, can
give information about the wave packet. Fig. 5 depicts the time
evolution of the wave packet in the dark electronic state, for
different pulse excitation conditions. The simulations with a TL
pulse excitation (a) reveal a delocalized wave packet along the
coordinate space Q, that slowly relaxes due to the effect of the
dissipative environment after an almost instantaneous creation
with the pulse. The wavepacket is quasi-instantaneously created
at Q = 0, revealing the transfer to the dark electronic |CT) state
from the bright electronic |LE) state, is almost immediate after
excitation. Panel (a) shows the motion of the wavepacket along
the |CT) potential, displaying the vibronic beatings as a conse-
quence of the electronic coupling between the two electronic
states. The wave packet oscillates along the potential displaying
a localized behaviour around Q ~ 1.5, and broadening along the
rest of the coordinate space. A node is observed at Q ~ 0.5 in the
wavepacket evolution before dissipation takes place at long
times. This feature originates from the interference phenomena
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Fig. 4 Population probability of the (a) |LE) and (b) and (c) |CT) states over time for various pulse excitation conditions. Color legend: black — TL pulse,

blue — positive chirp, red — negative chirp.

originated during the formation of the wave packet, and it is
determined by the system-pulse interaction. Along time, the
wave packet slowly dissipates to the minima of the |CT) state at
Q =0.5. When the excitation is chirped, two key things happen to
the wave packet, which manifest differently depending on the
sign of the chirp parameter, #. First is a localization of the wave
packet along the potential. Panels (c), (e), (g) and (d), (f), (h) show
that the chirped excitation localizes the wave packet along the
potential, in contrast to the unchirped excitation case displayed
in (a). In particular, the beatings appears to be more localized in
two return points at the dark-state potential, reflecting a more
localized scenario, revealing enhanced vibrational quantum
coherence signatures. This occurs independently on the sign of
the chirp parameter, however, for the negative chirp case,
vibrational features are even more enhanced with the chirp.
Second, when increasing the value of the chirp, the final creation
time of the wave packet is shifted along time, and increases with
the intensity of the chirp. For a positive chirp (c), (e) and (g), the
wave packet is delayed in time, whereas for the case of a negative

Phys. Chem. Chem. Phys.

chirp (d), (f) and (h), a similar effect is observed, where the wave
packet appears to be more localized along the potential and the
vibrational quantum coherence features are enhanced. A signifi-
cative difference with respect to the positive chirp scenario
depicted is, that the creation of the wave packet is shifted to
earlier times when increasing the value of the chirp. This time
shift in wave packet creation (whether to earlier or later times)
arises from the temporal evolution of the pulse’s carrier fre-
quency. In the case of a positive chirp, the higher vibrational
levels of the bright state are initially excited, followed by the
excitation of lower-lying vibrational states as the frequency
decreases over time. Conversely, for a negative chirp, the excita-
tion process occurs in the opposite order, with lower vibrational
levels being excited first and higher levels excited later. These
different excitation pathways leads to distinct interference pat-
terns, resulting in a delayed wave packet formation for the
positive chirp case and an earlier wave packet for the negative
one. The nodal signature at Q ~ 0.5 is still observed when the
pulse is chirped. An important aspect to consider is, that the
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Fig. 5 Time evolution of wave packets in the |CT]) state for different pulse excitation conditions. (a) TL pulse; 200 fs (b) long TL pulse; (c) positive chirp
with n = 2, (e) n = 5, (g) n = 10; (c) negative chirp with n = -2, (€) n = =5, (g) n = —10.

observed effects are not a mere consequence of a longer inter-
action with the pulse. To check the effect of the pulse interaction
time one the shift experienced on the wave packet, an interaction
with a TL pulse of similar effective duration to the one in panels
(c) and (d), ~200 fs is simulated, shown in panel (b). We observe
that even though the interaction with the pulse is present for a
longer time, the creation time of the wave packet is not shifted
from the central arrival time of the pulse (¢ = 0 fs). This indicates
that the shift described on the creation time of the wave packet in
the dark state potential is not due to the longer interaction time,
but to the phase interference between the oscillatory phase of the
chirp and the one associated to the originating wave packet.

3.2 Wigner functions and quantum coherences analysis

The effect of the chirp on the vibrational quantum coherences
is further investigated by analysing the Wigner distribution
functions (WDF) after excitation with a single TL pulse (a), and
a positively (b) and negatively (c) chirped pulses. The WDF is a
real object that describes the quasi-probability distribution
function of a quantum state in the phase space representation,
given by

O ins
wie.r)= | (e+jhlo-5)e ™ s Gy

The analysis of the WDF provides information about the
quantum phenomena in a system, such as the the presence of
quantum coherence and interference effects. Fig. 6 shows the
WDF for the vibrational density in the |CT) state. The vertical
axis is the vibrational coordinate Q in the system and the
horizontal axis represents the momentum P. Exciting the
system with a pulse of constant carrier frequency leads to a
wave packet that oscillates harmonically along the potential
defined by Q. The negative region present in the WDF, that
reflect the quantum coherence character of the wave packet,
originates with the arrival of the pulse at ~20 fs. These

This journal is © the Owner Societies 2025

vibrational coherences survive up to ~ 500 fs, slowly dissipating
due to the weak interaction with the bath. As previously
describes in the population dynamics and wave packet analysis
section, chirping the excitation introduces key differences in
the photoinduced dynamics. This is reflected in the WDF as
two main signatures. First, the maxima intensity of the WDF is
shifted in time with respect to the central arrival time of the
pulse, at ¢ = 0 fs, depending on the direction of the chirp, in
consonance with the wave packet simulations. Second, the
quantum coherence signatures (blue features) survive for a
longer time when the pulse is chirped (b) and (c). An interesting
effect observed is the revival of the negative features in the
positive chirped WDF for >340 fs, for the pulse conditions
used. This hints to a weak reversibility of the wave packet
within the dissipative bath, which brings back the non-
classical behaviour of a dissipating wave packet.

The appearance of negative values in the WDF is a crucial
hallmark of quantum phenomena, being an indicator of non-
classicality. This offers a powerful tool for quantifying quantum
coherence and revealing non-classical effects such as super-
position and entanglement. A convenient measure of this has
been previously introduced as defined by the negative volume
fraction,'® given by

5. (o) Lanal i) = W)
o J[dpdgW (p, q; 1) ’

(32)

and plotted in Fig. 7(a) and (b) for two different values of . The
information contained in the Wigner functions is confirmed by
the data presented here. For |5| = 5, the duration of §_(¢) ranges
from approximately 500 fs in an unchirped excitation scheme
to 650 fs with positive chirp and 800 fs with negative chirp. This
indicates that introducing chirp extends the lifetime of vibra-
tional quantum coherences by several hundred femtoseconds.
To determine whether this effect is specific to a particular 5
value or remains consistent across different # values, o_ is

Phys. Chem. Chem. Phys.


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp01684c

Open Access Article. Published on 19 2025. Downloaded on 22.08.2025 4:06:42.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

View Article Online

PCCP
()
-80 fs =20 fs 0fs 50 fs B
0 Q ﬂ o
0
p |260fs  [340fs 490 fs 550 fs
—4 0 1 0
(b) o
-80 fs -20 fs 0fs 50 fs (c) | -80fs -20 fs 0fs 50 fs
260 fs 340 fs 490 fs 550 fs 260 fs 340 fs 490 fs 550 fs
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measured for a larger chirp parameter, n = 10 (panel (b)). The
results show that increasing the chirp further enhances the
lifetime of quantum coherences even more significantly than
for smaller chirp values. Starting from an initial coherence
lifetime of 500 fs with a TL pulse, the use of a positively chirped
pulse extends this lifetime to nearly 1 ps. For comparison,
panel (b) also displays 6_(¢) for excitation with a long TL pulse,
which generates only a minimal superposition of vibrational
states in the system, resulting in an almost negligible ¢_(¢).

3.3 Alternative model parameters and chirp effect

In this subsection, we present an alternative set of model
parameters corresponding to dimer B to demonstrate that the

0.4 T T T T T T T T

—n <0
—n=0

chirp effect extends beyond the previously studied system. These
parameters were derived from first-principles calculations on a
P3HT:PCBM dimer, employing the same TDDFI/MD formalism
detailed in Section 2.1. The optimized geometry of the dimer
adduct, the TDDFT-parametrized model data, and a schematic
representation of the parametrized potentials are provided in the
SL This specific adduct was chosen because it exhibits two key
differences from the previously analysed model. First, the cross-
ing point between the two nonadiabatically coupled electronic
excited states occurs at a higher mode displacement. Under
identical excitation conditions, this positioning causes the
photoinduced wave packet to originate from a lower-energy
point on the bright-state potential relative to the crossing point.
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Fig. 7 Graph of the negative volume fraction associated to the WDF of the charge-transfer state for different chirp values of the excitation pulse. (a) || =
5, (b) || = 10. Below each panel, a representation of the lifetime of quantum coherences in the system is depicted.
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This shift is expected to significantly influence the wave packet’s
transfer dynamics to the dark-state potential and, consequently,
its lifetime. Second, the electronic coupling between the |LE)
and |CT) states is substantially weaker in this model, with V =
0.0002 eV. Fig. 8 illustrates the data corresponding to this case.
As observed in the original system, chirping the excitation shifts the
population transfer to the charge-transfer state relative to the
unchirped scenario. A positive chirp delays the initial transfer to
the dark state, whereas a negative chirp advances it (see panel (a)).
Additionally, increasing the chirp value enhances the vibrational
features compared to the unchirped case. Analysis of the simulated
wave packet in the charge-transfer state (panels (b)-(d)) under
different chirp conditions supports our interpretation of this phe-
nomenon. Similar to the original model, chirping extends the
duration over which the wave packet is generated in the charge-
transfer state. A positive chirp results in delayed wave packet
formation, whereas a negative chirp advances it. A significant
distinction between the two models emerges in terms of wave
packet localization. While chirping consistently leads to a more
localized wave packet, in this case, localization predominantly occurs
on one side of the potential, around Q ~ 1. This behaviour can be
understood by examining the potential energy surfaces of each
model. When the crossing point is positioned at a higher displace-
ment Q (see Fig. S5 in the SI), the coupled excited states maintain
closer energy values over a broader range of Q, leading to a more
delocalized wave packet on the dark electronic state. This contrasts
with the previously analysed model, where the crossing point occurs
at a smaller Q, resulting in a stronger wave packet localisation.
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This theoretical observation offers a potential approach for
estimating the position of a crossing between coupled states,
which can be of experimental relevance. The comparison
between the two models indicates that achieving wave packet
localization via interaction with chirped pulses requires the
excitation energy to be above the crossing point. This situation
can be achieved by setting a detuning between the TL pulse
central frequency and the system resonance energy, where the
pulse energy is higher.

Last, the 0_(t) was calculated for the WDF of the charge-
transfer electronic state, along the propagation time, and it is
shown in panel (e) of Fig. 8. The simulations reveal that the
coherences lifetime extends from 40 fs to 500 fs and 900 fs
when using a negative and positive chirped pulses, respectively.
This suggests that the enhanced robustness of coherences due
to chirping is an intrinsic property of a chirped pulse. The
interference between the oscillatory phase of the chirp and that
of the originating wave packet sustains these coherences for an
extended duration, counteracting the effects of dissipation.

4 Conclusions

This study provides an in-depth analysis of how a chirped
excitation influences electronic population dynamics, wave
packet formation, and coherences lifetime in a electron
donor-acceptor dimer system from the P3HT:PCBM blend. A
first-principles-based model was parametrised from several
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Fig. 8 Data for the additional dimer model analysed. Panel (a) shows the population probability of the charge-transfer state over time, for different pulse
excitation conditions (upper panel: || = 5, lower panel: || = 10). Panels (b)-(d) show the wave packet evolution over time following a (b) TL, (c) positive
chirp, and (d) negative chirp excitation. Panel (e) displays the negative volume fraction of the WDF in the charge-transfer state for the unchirped (black),

positively (blue) and negatively (red) chirped excitation cases (|| = 5).
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dimer structures taken from the blend, and the effect of both
positive and negative chirps in the excitation was explored.
Using a linear vibronic coupling model and three electronic
states (the ground state and two excited electronic states) with a
dominant vibrational mode, we built two different models
based on two different dimer structures in the MD blend.

The simulations show that chirping the excitation pulse
significantly enhances the transfer of population to optically
dark states and the vibronic features, in comparison to an
excitation with a TL pulse. The analysis of the wave packets in
the charge-transfer state for different chirp conditions shows
that it is possible to exert some control on the formation time of
the wave packet, advancing or delaying it over the TL excitation
case. Besides, the chirp can serve as a tool to localise the wave
packet in the charge-transfer state, affecting its overall lifetime
before irreversible relaxation due to the interaction with the
bath. The extent of the localization of the wave packet in the
dark state is also sensitive to the relative displacements of
the potentials. For crossing points located at small displace-
ments at the excited states, the localization of the wave packet
is strong, when using a chirped excitation. For higher crossings
at higher energies, creating such localized wave packet requires
a chirped excitation with a higher detuning of the pulse central
frequency, being the resonance condition the energy difference
between the minima of the ground state and the minima of the
bright electronic state. A key observation, reported in this work,
is the substantial impact of the chirp on the wave packet
evolution, where the chirped pulse significantly extends the
lifetime of vibrational coherences, supported by analysis of
WDF for different excitonic conditions. This underscores the
non-trivial interplay between the phase evolution of the excita-
tion pulse and the intrinsic system dynamics. This insight is
crucial for understanding how the temporal control in the
excitation can determine the robustness of quantum systems
over extended timescales.

The analysis presented in this work was extended to differ-
ent sets of system parameters, derived from first-principles
parametrisation of various dimer adducts within the blend. It
was observed that these chirp-induced effects are generally
present across adducts located in different regions of the
P3HT:PCBM blend, indicating a broader behaviour character-
istic of this type of donor-acceptor system. The two models
used to illustrate this effect differed significantly in the dis-
placements of the potential energy functions characterising the
local excitation and charge transfer states, as well as in the
strength of the electronic coupling. It was shown that the
relative position of the crossing between the coupled electronic
states plays a crucial role in determining the influence of the
chirp on wave packet localisation and on extending the lifetime
of light-induced vibronic coherences. In addition, it was
demonstrated that by tuning the properties of the chirped
pulse, such as the chirp intensity, the evolution of the field-
induced dynamics can be substantially manipulated to achieve
a desired target. These results provide evidence for a potential
experimental route to indirectly estimate the position of cross-
ings between coupled electronic states. At the same time, they
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highlight the role of chirped pulses in enhancing the properties
of light-induced systems, establishing the chirp as a promising
tool to extend quantum coherence lifetimes. This holds rele-
vance for the development of more efficient functional energy
materials and for applications in the growing field of molecular
quantum information science.

Overall, this work demonstrates the ability of chirped pulses
to control both electronic and nuclear degrees of freedom in
nonadiabatic systems modelled from first-principles, offering a
promising strategy for the manipulation of quantum dynamics.
Ongoing work is focused on extending these findings by
modelling spectral bath densities from TDDFI/MD data,
including a characterization of the dependence of the charge-
transfer coupling along the fluctuating MD trajectory.
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