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Introduction

Label-free cell classification in holographic flow
cytometry through an unbiased learning strategy

Gioele Ciaparrone,® Daniele Pirone,® Pierpaolo Fiore, @2 Lu Xin,© Wen Xiao,©
Xiaoping Li,% Francesco Bardozzo,® Vittorio Bianco, @° Lisa Miccio,®

Feng Pan, ©*° Pasquale Memmolo, @ *°

Roberto Tagliaferri*®® and Pietro Ferraro (D}

Nowadays, label-free imaging flow cytometry at the single-cell level is considered the stepforward lab-on-
a-chip technology to address challenges in clinical diagnostics, biology, life sciences and healthcare. In this
framework, digital holography in microscopy promises to be a powerful imaging modality thanks to its
multi-refocusing and label-free quantitative phase imaging capabilities, along with the encoding of the
highest information content within the imaged samples. Moreover, the recent achievements of new data
analysis tools for cell classification based on deep/machine learning, combined with holographic imaging,
are urging these systems toward the effective implementation of point of care devices. However, the
generalization capabilities of learning-based models may be limited from biases caused by data obtained
from other holographic imaging settings and/or different processing approaches. In this paper, we propose
a combination of a Mask R-CNN to detect the cells, a convolutional auto-encoder, used to the image
feature extraction and operating on unlabelled data, thus overcoming the bias due to data coming from
different experimental settings, and a feedforward neural network for single cell classification, that operates
on the above extracted features. We demonstrate the proposed approach in the challenging classification
task related to the identification of drug-resistant endometrial cancer cells.

entity. Therefore, a technological effort is underway aimed at
the miniaturization of the IFCs towards on-chip systems,

Imaging flow cytometry (IFC) is the current state of the art
technology for single-cell analysis," exploited for powerful
clinical applications, both diagnostic** and therapeutical.**
In IFC systems, thousands of cells are individually analysed
in very short times as they are illuminated by a light source
while they are flowing in a microfluidic channel.® The high-
throughput property allows collecting large amounts of data,
thus providing a multi-scale characterization of a
heterogenous cell line.” In fact, average parameters can be
measured, but, at the same time, the intra-species variability
is not lost since each single cell is regarded as a separate
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cheap and simple to fabricate.® The conventional IFC benefits
from the use of fluorescent dyes with the aim of staining in
different ways the several subcellular structures, thus making
an intra-cellular analysis possible. However, the same
exogenous markers play a destructive role, since they interfere
with the cell (photodamaging) and alter the imaging
(photobleaching), with the risk of recording an untrue signal.
Besides, staining protocols can be expensive and time-
consuming, and they often require trained operators. More
importantly, in addition to the 2D morphological
information, no quantitative measurement can be extracted
from the recorded images about the cell biophysical
properties. These drawbacks reduce the IFC potential in
understanding more complex phenomena and point out the
need to integrate into IFCs a label-free and quantitative
imaging module. Among several technologies, digital
holography (DH) in microscopy is a remarkable candidate as
it exploits the light interference principle to image a
biological specimen, thus allowing quantitative phase-
contrast information without using exogenous agents.”'® The
simpler and cheaper sample preparation, along with the
unique capability of numerical refocusing, makes the

This journal is © The Royal Society of Chemistry 2024
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combination of DH imaging to conventional IFC systems a
natural evolution,"'* further exploitable for on-chip
implementations."*'* By using an appropriate numerical
processing, the reconstruction of a quantitative phase map
(QPM) from the recorded digital hologram can be obtained.™
Unlike fluorescence imaging, in a QPM the cell biophysical
information is recorded, as the cell refractive index (RI) is
coupled to the cell morphology in the form of a 2D image,
thus explaining the increasing applications of quantitative
phase imaging (QPI) in biomedicine.'® The most fascinating
evolution of QPI is phase-contrast tomography (PCT), which
consists in mapping the 3D RI spatial distribution at the
single-cell level,"” and which has been also reproduced under
flow cytometry conditions.'®'? Therefore, the capability of a
Holographic-IFC (HIFC) to provide a quantitative biophysical
cell fingerprint suggests the enormous potential in combining
this technology with artificial intelligence (AI) for label-free
single-cell phenotyping. While in the 3D PCT case, the use of
machine learning®®?' and deep learning® is starting to be
tested, in the 2D QPI case the learning approaches have been
widely investigated,®?” also in a flow cytometry
environment.”® > The standard workflow consists of creating
a training dataset, usually obtained by acquiring digital
holograms of single cells in the HIFC system under
investigation. Then, QPMs are retrieved and used to train
classifiers exploiting the paradigms of feature selection or
convolutional neural networks. The assessment of the learned
classification model is made by using testing datasets with
additional QPMs obtained by using the same acquisition
setting and processing pipeline. However, it is demonstrated
that this protocol suffers from generalization robustness with
respect to data coming from other imaging systems or
processed in a different way,*® i.e., the training stage can be
consider biased by the employed recording and processing
settings. In addition, heavy and long computations to process
a digital hologram to recover the corresponding QPM may
represent a further bottleneck for on-chip applications.’” In
this paper, we propose a strategy to overcome unwanted
biases mainly related to the intrinsic and unpredictable
chances within the experimental protocol, e.g., sample
preparation by different users, recording in different days,
imaging system calibration, etc. We design a learning scheme
based on the combination of a convolutional neural network
for single cell hologram detection, followed by a
convolutional autoencoder operating on unlabelled data and
a shallow neural network for cell -classification. We
demonstrate that the adopted solution is robust with respect
to different HIFC acquisition biases, mainly related to the
recorded image brightness changes, different levels of speckle
noise and fringe orientation variations, thanks to the use of
the wunsupervised autoencoder for the image feature
extraction. It overcomes possible biases caused by different
holographic reconstruction methodologies since the learning
model is trained with unprocessed digital holograms. In fact,
a digital hologram encodes compact and dense information
about the light-cell interaction in the form of a 2D intensity
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map, hence including the phase delay retrieved in the
corresponding QPM. Actually, learning approaches fed by the
raw holographic diffraction patterns are expected to provide
even better results in terms of using QPMs, as recently
demonstrated.*®*’

Here we employ the proposed methodology in detecting
drug resistant and non-drug resistant cells within the same
Endometrial Cancer (EC) cell line, recorded in a HIFC system.
EC is the sixth most diagnosed cancer in women
worldwide*>*' and the incidence of EC has increased in
many countries.*” To date, the best therapeutical approach is
chemotherapy, which mainly exploits platinum-based drugs.
Among them, cisplatin is believed to effectively affect EC
proliferation and apoptosis.** Unfortunately, the recurrent or
advanced disease that develops in a minority of patients
reduces  the  therapeutical efficacy = because  of
chemoresistance.***> Hence, in such cases an accurate
evaluation of the drug sensitivity of the patient can allow
planning a more effective individualized chemotherapy. A
promising solution to this challenging clinical issue can be
found in the well assessed discovery about distinctive
morphological changes in drug resistant cancer cells.**™°
Then, single-cell analysis becomes the key-technique to fully
exploit this property. In summary, the results reported in this
paper demonstrate that the combination among raw
hologram inference, the high-throughput and single-cell
analysis provided by HIFC, and the fast, automatic and
accurate results obtained by the proposed unbiased learning
approach pushes towards the realization of lab-on-chip
devices for aiding medical decision making.”’ Then, the

label-free and non-destructive DH properties become
fundamental to allow downstream more in-depth studies on
drug resistant cells after a real-time Al-based cell
identification.>>™*

Materials and methods

Sample preparation

Two kinds of human EC cells, namely ISK cells and ISK-CisR
cells, were considered in this study. ISK is a well-
differentiated adenocarcinoma, oestrogen receptor o (ERa)
(+), ERB(+), and progesterone receptor (PR)(+) cell line derived
from the American Type Culture Collection and stored in the
Obstetrics and Gyneacology Laboratory of Peking University
People's Hospital. The drug-resistant characteristics of ISK-
CisR cells were induced by exposing ISK cells to cisplatin for
10 months. Both cell types were cultured and grown in
DMEM/F12 (Dulbecco's Modified Eagle's Medium/Ham's F-12
50/50 Mix, CORNING, USA) supplemented with r-glutamine,
15 mM HEPES and 10% fetal bovine serum (Gibco 10099-
141, Australia). Then, cells were seeded onto a 100 mm glass
Willeo dish at a density of 13.7 x 10° cells for 24 hours with
5% CO, and 37 °C. Finally, the cells were collected from wells
using trypsin digestion, washed in phosphate-buffered saline
(PBS) to dilute to half the concentration (about 5 x 10°), and
then suspended in 500 pL of 1x binding buffer (10 mM
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HEPES, 140 mM NacCl, 2.5 mM CaCl,, pH 7.4) with 10 pL of
annexin conjugate and PI.

HIFC system design and implementation

We built up a HIFC system to acquire holographic images of
flowing cells, as shown in Fig. 1A. The recording system is
equipped with a Mach-Zehnder imaging interferometer in
off-axis configuration. A 100 mW coherent laser at 532 nm is
used as the light source employing a single-mode fiber. The
plane wave is produced by a collimating lens (L) and split
into the object beam and the reference beam by a polarizing
beam splitter (PBS). In the object arm we used a 20x
microscope objective (MO) with a numerical aperture of 0.50
and a tube lens (TL) to amplify the object and output plane
wave. Such an object wave is then combined with the
reference one in a beam splitter (BS) at a small angle and the
digital holograms of the object are recorded by a 1024 x 1024
CCD camera having 5.5 x 5.5 um? pixel sizes (PointGrey,
Canada) operating at 20 fps. The cell solution is flowing in a
microfluidic PMMA channel with 100 pm in width and depth
58.5 mm in length (microfluidic-chipshop, Fluidic 144,
Germany) driven by a syringe pump system with an injection
rate of 5 pl min~".

Dataset construction

In order to create the dataset for solving the above-mentioned
drug-resistant classification problem, 9 holographic video
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Fig. 1 Opto-fluidic recording system. A) Sketch of the DH flow
cytometer. L - lens; M - mirror;, HWP - half-wave plate; PBS -
polarizing beam splitter; MO - microscope objective; TL - tube lens;
BS - beam splitter; CCD - camera. B and C) report 1024 x 1024 DH
frames with flowing ISK and ISK-CisR cells, respectively, with
highlighted in red the 1024 x 625 cut performed for feeding the Mask
R-CNN. The scale bar is 20 um.
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sequences per class were recorded, corresponding to 9316 and
8789 holographic frames containing respectively the ISK and
ISK-CisR cells flowing in the microfluidic channel, as shown in
Fig. 1B and C. Among them, we randomly select 8 videos (4 for
ISK and 4 for ISK-CisR) to be used for validating and testing the
performance of the entire classification scheme. In this way, it
can be ensured that the learning system is not influenced by
the bias induced in the Mask R-CNN and concurrently in the
classification learning system. Two possible strategies were
tested, with the aim of understanding how the holographic
diffraction pattern biases can influence the classifier's
performances. The first one consists in taking all the diffraction
information by selecting a bounding box around the unfocused
cell. The second one is based on the segmentation of the cell
with respect to its background by means of a binary mask, thus
reducing the diffraction content. In order to perform a fast and
automatic selection of the region of interests (ROIs) containing
the single cells used for feeding the classifier, a Mask R-CNN>’
with ResNet-101 (ref. 56) backbone was trained to extract both
bounding boxes and cell masks from each holographic frame.
The detection network was trained on a subset of 4 videos (2
per class), while 2 videos (1 per class) were used as a validation
set for hyperparameter tuning. Other 4 videos (2 per class) were
instead used as an independent test set. More precisely, the
Computer Vision Annotation Tool (CVAT)>” was used to label 2
different datasets made of the same 120 x 120 ROIs, iLe. a
bounding box (bbox) dataset and a mask dataset. In this way, a
total of 71528 cells were labelled, i.e., 44 456 cells belonging to
the ISK class and 27 072 cells belonging to the ISK-CisR class. In
addition, 14890 dubious objects were identified. They were
considered false positives during the training step and manually
removed because we wanted the model to extract only real cells,
while they were disregarded at evaluation time for computing
the Average Precision (AP). AP is used to evaluate the precision
(the ratio of correctly identified positives to the total identified
positives) across varying thresholds of recall (the ratio of
correctly identified positives to the total actual positives). AP is
essentially an average measure of precision at different levels of
recall, providing an overall performance metric for the
precision-recall curve. We used transfer learning by initializing
the convolutional neural network (CNN) with weights trained
on the COCO object detection dataset.”® Frames were cropped
to 1024 x 625 by removing the channel's borders, as displayed
in Fig. 1B and C. The Mask R-CNN was trained for 25 epochs
using Stochastic Gradient Descent with momentum, with a
learning rate of 10°, a momentum of 0.9, and 4 images per
batch. We chose the best epoch using the standard AP metric
computed at Intersection over Union IoU = 0.5 on the validation
set. Finally, two different test analyses are needed to ultimately
evaluate both learning systems. The output of the Mask R-CNN
is reported in Fig. 2A and C, along with some bounding boxes
and cell masks displayed as examples in Fig. 2B and D about
the ISK and ISK-CisR cells, respectively. Then, for the cell
classification experiments, we created

¢ a training set made of the 10 videos (5 per class) used to
train, validate, and test the cell detector;

This journal is © The Royal Society of Chemistry 2024
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Fig. 2 Mask R-CNN detection of (A and B) ISK and (C and D) ISK-CisR flowing cells inside the recorded holograms. (A and C) Digital holograms
given in input to the detection CNN, with highlighted in orange the predicted ROIs. (B and D) Bounding boxes (up) and cell masks (down) selected
by the detection CNN and used as input of the classification CNN. The ROI's side is 27.6 um.

e a validation set and a test set each made of 4 videos (2
per class) not used to train, validate, and test the cell
detector.

The training set included 17236 cells (10 881 ISK and 6355
ISK-CisR), the validation set included 8842 cells (5843 ISK
and 2999 ISK-CisR), while the test set included 9126 cells
(6171 ISK and 2955 ISK-CisR). Notice that the validation and
test sets are created from the 8 videos set aside previously
and never seen by the network during the training stage.

CNN classification

The CNN model used to discriminate ISK and ISK-CisR cells
is made of two main sections, as sketched in Fig. 3. The
former, which includes the convolution and pooling layers,
extracts features from the images, while the latter (ie., the

Inputimage | | 3x3conv. |l 2x2max | » 3x3conv. | > 2x2max
120x120 32 filters pooling 64 filters pooling
2x2 max le— 3x3conv. l€— 2x2 max le— 3x3conv.
pooling 128 filters pooling 128 filters
=
= X /) 1-d Dense
= o \__/ (sigmoid)
S =
2
@

Fig. 3 CNN classifier. Sketch of the CNN used to classify ISK and ISK-
CisR cells.

This journal is © The Royal Society of Chemistry 2024

fully-connected head) classifies them. The input layer takes
120 x 120 images normalized in the [0, 1] interval. It is
followed by 4 blocks, each made of a 3 x 3 convolution layer
with different number of filters (32, 64, 128, and 128) and a
max pooling layer with 2 x 2 size, in order to reduce the
number of parameters (i.e., the computational complexity)
and to prevent over-fitting. All convolutional layers use
Rectified Linear Unit (ReLu) as activation function. The
classifier head has two fully-connected (dense) layers (512-d
and 1-d) and a dropout layer again to prevent over-fitting.

In particular, the final 1-d fully connected layer predicts
the probability that a cell belongs to one of the two classes by
using a sigmoid activation function. We trained the network
using a binary cross-entropy loss, the RMSprop optimization
algorithm®® with the learning rate set to 10™*, and a batch
size of 32. We used an early stopping strategy in order to stop
the training process when no improvement on the validation
loss was obtained for at least 5 consecutive epochs.

Results

We firstly evaluate the performance of the Mask-RCNN by
using 4 test videos. The network obtained 95.9%, 95.7%,
97.8%, and 94.4% AP in the bounding box detection task,
with a corresponding miss rate between 5.6% and 2.1%, and
96.0%, 95.7%, 97.9%, and 94.4% AP in the cell mask
prediction task with a corresponding miss rate between 5.6%
and 2.2%. The abovementioned miss rate refers to the
proportion of actual positive cases (cells, in this context) that
the system fails to detect. It is equivalent to the false negative
rate, or 1 — recall. The first two scores refer to the 2 ISK
videos, while the last two scores refer to the 2 ISK-CisR

Lab Chip, 2024, 24, 924-932 | 927
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videos. The same CNN classification architecture and
training procedure were used for identifying ISK and ISK-
CisR cells in both the mask and bbox datasets, and 99.93%
and 100% accuracies were reached, respectively. Notice that
the presence of the diffraction content included in the bbox
case seems to push up the -classification performance.
Moreover, the almost equal accuracies can be explained by
referring to Fig. 2, in the case of cells recorded very close to
their focus plane, since their sharpness appears very low as
in the numerical refocusing. However, high classification
performances with simple CNN architectures, as in our case,
are typically achieved when the classification problem is
relatively easy to address. Definitely, by considering that the
bbox  strategy does any
performance's gain, it is more effective to consider the mask
detection method only for evaluating the overall performance
of the proposed unbiased learning strategy due to its ability

not introduce significant

to extract only the smallest region containing the cell, thus
reducing the number of informative pixels and becoming
more suitable for the subsequent steps. As claimed in the
introduction, the aim of this study is to test an unbiased
learning strategy to identify drug-resistant EC cells, namely
ISK-CisR, with respect to the background cell line, i.e., ISK.
Essentially, the identification problem can be seen as a
phenotyping of a cell sub-class within the same cell line, that
is usually a hard issue. Therefore, one can expect that the
CNN has learned intrinsic biases of the training dataset.

The main causes of biases in HIFC data are related to
different recording and processing settings. To avoid the
latter, we implement a classifier that works on raw hologram
images, thus completely skipping the processing step.
Instead, there are several intrinsic recorded video properties
that could be sources of bias and their removal can be a hard
procedure. For example, the holographic sequences used for
creating the training sets were recorded in different days,
showing variation in frame brightness. In this case, the
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brightness may be removed by rescaling the intensity of all
the holographic videos to the same average value. In
addition, although training sets contain only suitable cells,
the network classifies also non-cell objects as belonging to
one of the two possible classes. Thus, the network may be
using more than just intrinsic cell properties to classify input
images. In order to extract actual cell features less likely to be
biased by intrinsic video properties, we employed the
convolutional autoencoder®®®> sketched in Fig. 4A. The
autoencoder is a type of encoder/decoder neural network that
allows for the extraction of a compact representation capable
of providing a reasonably accurate reconstruction of the
input, while eliminating various types of noise and
perturbations at multiple levels of abstraction, such as in
microscopy®® or, for example, in smoke removal from soft
tissues in surgical videos,** etc. We trained the network using
the Adam optimizer®® with a learning rate of 0.01, a batch
size of 32 images, and the mean squared error as loss
function. We used the same training, validation, and test sets
as the classification experiment. We only performed the
experiments on the mask dataset, in order to remove any
information outside the cell boundaries that could induce a
further bias. We used an early stopping strategy to stop
training when the validation loss did not decrease by at least
1077 for 30 consecutive epochs. A 512-d bottleneck produced
a suitable cell reconstruction, shown as an example in
Fig. 4B. It is clear that the network is able to preserve the
main informative content at low-frequency, while the fine
details at high-frequency are instead mostly lost. We thus
expect that this approach should discard the residual
experimental bias due to its unsupervised nature. Therefore,
we trained a shallow fully-connected neural network with 2
hidden layers with 32 neurons each to perform the
classification task according to the 512 features extracted by
the CNN autoencoder. We used binary cross-entropy loss,
Adam optimizer with 0.01 learning rate, and early stopping

Fig. 4 Feature extraction by means of a convolutional autoencoder. A) Architecture of the convolutional autoencoder. B) 9 EC cells (on the left)

along with the corresponding autoencoder reconstructions (on the right).
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with patience of 30 epochs, and we obtained a test set
accuracy of 92.26 + 0.67% computed by averaging the results
obtained by repeating 10 times the training of the shallow
network, in order to take into account the random weight
initialization. Of course, while always remaining high, the
performances of the unsupervised approach are lower than
the supervised one, but with the advantage of having
removed possible biases due to the experiment that could
reduce the classification robustness.

By using tSNE,*® we projected the 512 unsupervised
features of the training, validation, and test sets, as well as
those of the entire dataset, in order to produce the human-
readable 2D plots reported in Fig. 5A-D, respectively. As
further confirmation of the advantages in exploiting the
holographic diffraction patterns for solving classification
problems, it is evident that the two classes are well separated
even by using the autoencoder features.

However, a major overlap area can be observed, as
highlighted in red in Fig. 5D. As visible in Fig. 5E and F,
manual inspection showed that points in this area
correspond to a high number of non-cell objects, resulting
from detection errors of the Mask R-CNN. Therefore, we
filtered the dataset by removing this cluster, thus obtaining a

Q : Classes
e ISK
ISK-CisR

Classes
ISK
ISK-CisR

View Article Online

Paper

cleaner dataset including 17 064 cells in the training set (10
709 ISK, 6355 ISK-CisR), 7779 cells in the validation set (4894
ISK, 2885 ISK-CisR), and 8046 cells in the test set (5411 ISK,
2635 ISK-CisR). Then, we trained the shallow network using
the 512-d autoencoder features of the new clean dataset. As
reported by the confusion matrix in Table 1, the accuracy on
the test set rose to 96.68 + 0.61%. In order to assess the
robustness of the CNN model with respect to the brightness
changes, we both decreased or increased the image pixel
values of the test set by 50%. In the first case, the network
obtained 99.65% and 99.41% accuracies on the mask and
bbox test sets, respectively, while in the second case it
obtained 99.44% and 100% accuracy on the mask and bbox
test sets, respectively. The almost unchanged performances
point out that the network is able to generalize with respect
to the brightness of the DH experiment.

CNN validation in the presence of biases never seen by the
trained model

In order to evaluate the effectiveness and the robustness of
the proposed method with respect to further sources of
biases never seen by the trained CNN model, two test sets

Classes Classes
. ISK i . ISK

ISK-CisR

e .
ISK-CisR

Fig. 5 tSNE applied to the 512 features computed by the convolutional autoencoder. A-C) 2D projections of the training set, validation set, and
test set features about the ISK cells (violet) and the ISK-CisR cells (yellow). D) 2D projection of the whole dataset, with highlighted in red the
overlap region between the ISK and ISK-CisR cells. E and F) Non-cell objects detected by the Mask R-CNN from the ISK and ISK-CisR holographic

videos, respectively, randomly selected from the overlap region in D.

This journal is © The Royal Society of Chemistry 2024
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Table 1 Confusion matrix related to the prediction of ISK and ISK-CisR
classes by a shallow network trained through the clean dataset

Predicted
ISK ISK-CisR
7 ISK 96.76 + 0.84% 3.24 + 0.84%
ISK-CisR 3.49 £ 0.99% 96.51 + 0.99%

have been created numerically for simulating the presence of
higher image noise level and interference fringe variation. In
general, the noise level of the holographic images as well as
the direction, orientation and frequency of the interference
fringe patterns can remarkably change when the digital
hologram recording is made by different imaging systems. In
addition, noise increasing and/or fringe pattern variation can
be observed on the same optical setup if, for example,
unwanted misalignment occurs. To test and validate the
proposed unbiased learning method in the above cases, we
randomly selected 1000 images per class from the test set
used in the previous section and we simulated the biases on
them. In Table 2 the resulting subset of 2000 images is
named “Originally Recorded”. In particular, we create three
new test sets by adding speckle noise numerically with three
different standard deviations of noise, namely ¢ = {0.01, 0.03,
0.05}. Moreover, we simulate the fringe orientation variation
in the ranges [-3, +3], [-6, +6], [-10, +10] around the recorded
fringe direction. In this way, we create 6 new datasets and
used them for testing the performance of the proposed CNN
model.

Fig. 6 reports an example of an ISK cell (Fig. 6A) and the
related simulated biases, i.e., the image with increased noise
level obtained by adding the speckle noise with ¢ = 0.05
(Fig. 6B) and a fringe rotation of 10 degrees (Fig. 6C). The
evaluation of the performance of the CNN model is made by
calculating the average accuracy in classification, as reported
in Table 2.

As expected, the convolutional autoencoder is highly
robust with respect to the increased noise level. In fact, even
with more noisy images, the classification performance
remains almost the same. Instead, the fringe variation can
cause a remarkable image distortion if compared to the
originally recorded one (as shown in Fig. 6A and C) but the
proposed CNN model still provides a very good average

Table 2 Average accuracy in predicting the ISK and ISK-CisR classes for
the simulated test sets

Dataset Accuracy (%)
Originally recorded 99.70
Speckle noise with ¢ = 0.01 99.60
Speckle noise with ¢ = 0.03 99.75
Speckle noise with ¢ = 0.05 99.70
Fringe rotation in the range [-3, +3] 99.15
Fringe rotation in the range [-6, +6] 98.40
Fringe rotation in the range [-10, +10] 94.35
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Holographic image

Noisy image (o =0.05)  Fringe variation(8 = 10 deg)

Fig. 6 Simulation of experimental biases. A) Originally recorded ISK
cell. In B a speckle noise is added to the image in A. In C a rotation of
the fringe pattern is simulated on the image in A.

accuracy. This result confirms that the convolutional
autoencoder is capable of strongly mitigating different types
of “noise” (i.e., biases) under specific conditions and with
several experimental configurations. Finally, we consider the
merged dataset obtained from the cases “Speckle noise with
¢ = 0.05” and “Fringe rotation in the range [-10, +10]”, to
simulate multiple biases simultaneously, achieving an
average accuracy of 92.84%.

Conclusions

Currently, deep learning for image classification from flow
cytometry data is one of the most interesting strategies for
cell phenotyping. The possibility to perform cell
identification in label-free modality has been established by
using a HIFC system. However, the numerical processing
needed to recover quantitative phase images from recorded
holograms, to be further used to train and infer the deep
CNN, is often cumbersome due to the computation cost.
Here we investigate the possibility of using raw holographic
images as input of a CNN, thus completely skipping the
processing step. Although this solution was already
demonstrated in previous papers, the generalization
capabilities of such models may be limited by intrinsic biases
within the recording stage, thus limiting their exploitation
only for data coming from the same imaging system and
acquired exactly with the same setting. In this paper, we
propose a learning pipeline able to counteract experimental
and numerical processing biases, thus making the CNN
inference robust and independent from the origin of
datasets. In particular, we used a convolutional autoencoder,
whose aim is to remove noise, and mitigate the biases effect,
assuming them as a generic “noise”. The reported results
show that the proposed solution is able to effectively
overcome the effect of different experimental biases, related
to image brightness, noise level and fringe orientation. We
successfully apply the proposed methodology for the
identification of drug resistant and non-drug resistant cells
within the same EC cell line, thus demonstrating the
effectiveness of the unbiased learning strategy. Of course, a
generalized unbiased classification framework needs to be
further investigated to include other sources of biases, also
considering data collected with other HIFC systems and/or
data recording settings. This would be obtained only by

This journal is © The Royal Society of Chemistry 2024
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remarkably increasing the training set by adding data from
different recording systems. Therefore, based on the achieved
proof-of-concept results, this strategy is found to be
promising and encouraging for further investigations in
other applications of cytopathology studies. We anticipate
that a fully automatic pipeline is one of the main goals to be
aimed at. In fact, the miss rate of the Mask R-CNN needs to
be pushed down, also avoiding the necessity of manually
removing false positive predictions. Finally, further types of
bias need to be considered and, in case of low performance
of the current CNN model, other more complex models and
strategies might be used.
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