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Disappearance of electric double layer effects on
electrochemical reactions: the case of a
chemisorbed small species on a metal surface at
the electrode/electrolyte–solution interface†

Kenji Iida, * So Kato and Jun-ya Hasegawa

The electric double layer (EDL) consisting of a charged electrode and an electrolyte solution hosts

numerous electrochemical reactions. In this study, the oxygen reduction reaction (ORR) at the interface

between a Pt electrode and a HClO4 aqueous solution was investigated using a hybrid method combining

density functional theory and a statistical mechanical theory for molecular liquids, the three-dimensional

reference interaction site model (3D-RISM) theory. This method can reveal the EDL structure at the atomic

scale by explicitly considering the EDL charging owing to the electrode potential variation. Our calculation

clarified that the solvation effect changes the ORR energy profile because of the local interaction between

the adsorbate and the electrolyte solution. The charge distribution and solvation structure remarkably

change depending on the electrode potential owing to the EDL formation; nevertheless, the energy profile

of the dissociative mechanism is unaffected by the EDL formation. To elucidate the disappearance of the

EDL effect on the energy profile, we analyzed the electrostatic potential change by the EDL formation and

found that the O and OH adsorbates merge with the charged electrode surface. Therefore, the EDL does

not affect the stability of the adsorbates. Detailed analysis further indicates that the EDL effect on

electrochemical reactions will depend on the adsorption structure and size of adsorbates on the electrode

surface. This study affords atomic-scale insights into the relationship between the EDL structure and

electrochemical reactions.

1 Introduction

The electric double layer (EDL) consisting of a charged
electrode and an electrolyte solution hosts various
electrochemical reactions.1,2 The interaction between an
electrode and an electrolyte solution has been a central topic in
numerous electrochemical studies for a long time.3–10 The
competitive adsorption of anions in the electrolyte solution on
an electrode has been regarded as a main factor controlling
electrode catalysis, where the initial step, more specifically, the
adsorption of a reactant on the electrode is inhibited by the
adsorbed anion.4 However, recent experimental studies

indicated other roles of electrolyte solutions.11–15 For example,
experimental studies reported that the ORR activity increases
as the cation size increases. The findings from the studies also
indicate that the electrolyte solution affects not only the initial
O2 adsorption step but also the stability of intermediates.11,12

Despite these extensive investigations, the role of the electrolyte
solution remains unclear because of the complexity of
electrochemical interfaces.13

The EDL consists of not only an electrolyte solution but also
a charged electrode. Indeed, another subject for
electrochemical reactions is the charging of an electrode and
reactants owing to the electrode potential variation. The role of
the charging in the electrode catalysis has only recently
attracted considerable attention. For example, the charging of a
molecule adsorbed on a single-atom catalyst affects the
reaction energy profile,16,17 and that of a semiconductor
electrode crucially changes its catalysis of the oxygen evolution
reaction.18,19 However, these studies did not merely discuss the
role of the electrolyte solution in the electrochemical reaction.
In this context, it is necessary to gain a deeper insight into the
interactions induced by the charged electrode, electrolyte
solution, and reactant molecules.
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Theoretical and computational methods are widely used
to investigate chemical reactions.20–25 However, applying
these methods to electrochemical systems remains difficult
because calculations at a constant chemical potential of
electrons (μ) are required.26–32 The finite-temperature density
functional theory (FT-DFT), a generalized formula of DFT for
the grand canonical ensemble of electrons, is a representative
theoretical formula for the constant-μ calculation.33 FT-DFT
has been applied to electrochemical systems.34–43 An
additional difficulty in using FT-DFT is in the modeling of a
charged material under the periodic boundary conditions
due to the divergence of the electrostatic potential. Therefore,
theoretical methods have been proposed to calculate a
charged slab.35,39,44

In addition to the above mentioned difficulties, it is
further required to appropriately evaluate the solvation
effect by the electrolyte solution on the electrochemical
reaction. To accurately represent the dilute electrolyte
solutions commonly used in real experimental systems, the
interface between the electrode and electrolyte solution
should contain a large number of solvent molecules, in
addition to electrolyte ions. The solvation effect has been
widely investigated using the dielectric continuum
model.45,46 However, this model approximates the electrolyte
solution as a continuum medium using the dielectric
permittivity which is predetermined by input parameters.
The reference interaction site model (RISM) theory is a
statistical mechanical formula for molecular liquids,47–49

and is useful for the calculation of dilute solutions at a
reasonable computational cost.50,51 Three-dimensional-
RISM-self-consistent field (3D-RISM-SCF) is a hybrid
approach combining quantum mechanics and 3D-RISM
theory for investigating 3D solvation structures.49,51–53 3D-
RISM-SCF has been extended to address the problem of
divergence in the calculation of charged materials.51,54–56

Further, the grand canonical ensembles of electrons and
molecular liquids can be treated using FT-DFT and the
RISM theory, respectively. 3D-RISM-SCF that consists of the
two theories can give the ensemble average of the EDL
structure by explicitly considering the EDL charging at a
certain electrode potential. Therefore, 3D-RISM-SCF is
suitable for investigating electrochemical reaction
mechanisms governed by the EDL structure.

We proposed a theoretical and computational method
based on 3D-RISM-SCF for modeling large electrochemical
interfaces.56 In our method, an analytical formula is used to
evaluate the contribution of the diverging electrostatic
potential to the solvation structure. Because of using this
analytical formula, the 3D-RISM theory is readily combined
with FT-DFT to construct the 3D-RISM-SCF framework.
Furthermore, calculations are performed using the SALMON
software, which is suitable for investigating large materials
owing to its high parallel efficiency.57 Therefore, complex
interfaces consisting of a large charged-materials and an
electrolyte solution can be calculated in almost the same
manner as the 3D-RISM-SCF calculation for charge-neutral

materials. Using our method, the EDL structure can be
obtained without predetermined input parameters with
respect to, for example, the Debye length. Furthermore, the
molecular-level interactions such as the hydrogen bonding
between an electrolyte solution and a molecule adsorbed on
an electrode are explicitly considered. This enables the
detailed, atomic-scale understanding of the EDL structure.

In this study, the ORR at the interface between a Pt
electrode and a HClO4 aqueous solution was investigated
using our method. We particularly focused on the stability of
the intermediates and analyzed the charge distribution,
solvation structure, and electrostatic potential profile of the
EDL; thereby, we elucidated why the energy profile is
unaffected by the EDL formation.

2 Computational models and details

The main part of our method has been presented in a
previous study,56 and further details are provided in section
S1 of the ESI.† In this study, we further extended our method
to calculate the free energy of a charged material using the
theoretical formula proposed by Lozovoi et al.35

Fig. 1 shows the computational model, which consists of a
Pt slab, 1.0 M HClO4 aqueous solution, and reactant
molecule. The length of the supercell along the z-axis was set
to 144 Å, and the surface area to 11.18 Å × 9.69 Å along the x
and y directions, respectively. The Pt electrode was modeled
using a tri-layer (light gray balls), to which a classical force-
field layer consisting of 12 Pt atomic layers (dark gray small
balls) was added. Owing to the presence of this classical
region, the EDL was generated only on the right-hand side of
the Pt slab, on which reactants (i.e., O or OH) were adsorbed.
The total charge of the electrolyte solution at the left-hand
side of the Pt slab is negligibly small (−0.02e) compared with
the total EDL charge (−0.69e). Because the energy
monotonically depends on the EDL charge, the small residual
charge does not affect the discussion in this study.

The distribution function of the homogeneous 1.0 M
HClO4 aqueous solution was calculated using the
dielectrically consistent reference interaction site model
(DRISM) implemented in the AMBER program.50,58 DRISM
yields better results, particularly for electrolyte solutions,

Fig. 1 (a) Side and (b) top views of the computational model used in
this study. The red, light gray, white, and dark gray balls represent O,
Pt, and H atoms in the quantum mechanical region, and Pt atoms in
the classical region, respectively.
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than the standard RISM theory. The Lennard-Jones
parameters for the 3D-RISM calculations were obtained from
the literature and are summarized in Table 1. An extended
simple point charge (SPC/E)-like water model was
employed,59 and the parameters for ClO4

−, Pt, H2O, and H3O
+

were taken from the literature.59–61 The same force field as
that in our study for water and Pt was used in a previous 3D-
RISM study wherein the hydration structure at the Pt(111)/
water interface was well reproduced.62 It should be noted that
the specific adsorption or chemisorption of ClO4

− on the Pt
electrode is considered to be absent,63–65 demonstrating the
validity of the present hybrid model based on the 3D-RISM-
SCF theory.

Although the 3D-RISM-SCF results depend on the force
fields,67,68 it is difficult to improve the force fields because
they (e.g., the SPE/E model) have been already carefully
determined by referring to experimental and computational
data. Reliance on the results of theoretical calculations such
as AIMD is often useful for the design of force fields.
However, DFT calculations include errors due to the
functional approximation. For example, the water
distribution differs between the PBE (GGA level) and SCAN
(meta-GGA level) results.69 Further detailed consideration of
the force field is beyond the scope of this study. The
numerical error of the RISM calculation also depends on
the closure;70,71 thus, the development of the closure has
been performed.71

Geometry optimization of the vacuum system (i.e., without
the electrolyte solution) was performed using the standard
DFT method with the dispersion-corrected PBE functional
(PBE-D3)72–75 implemented in the Quantum Espresso
package.76 The supercell length along the direction
perpendicular to the interface was set to 30 Å, which is
shorter than that used in the 3D-RISM-SCF calculations (144
Å). The cutoff energy for geometry optimization was set to 80
Ry, and the number of k-points was 2 × 2 × 1. The bottom Pt
layer was fixed to the bulk Pt metal structure. The closed-
shell DFT method was adopted except for an oxygen molecule
in the gas phase because the energy difference of the others
using spin-polarized calculation is only ∼1 × 10−4 eV
compared with the closed-shell calculation.

Using the optimized geometry, the 3D-RISM-SCF
calculation based on FT-DFT were performed with the PBE
functional. To do so, we used the SALMON program to which
the 3D-RISM-SCF method was implemented. The grid widths
were set to 0.112 Å for the x- and z-axes and 0.101 Å for the
y-axis in accordance with the cell size, and the number of
k-points was 2 × 2 × 1. The temperature (T) for the FT-DFT
and 3D-RISM calculations was set to 298.15 K.
Thermodynamic corrections were not performed in this
study. Evaluating the translational and rotational entropy in
the solution phase is still a difficult problem, and theoretical
methods for this evaluation are still under development.77

The effective core potentials were obtained using the
Troullier–Martins scheme implemented in the fhi98PP
program.78,79 Visualization was performed using the VESTA
program package.80 Bader charge analysis was conducted to
determine the atomic charges.81–84

Our method explicitly considers the electrode potential
and EDL formation based on the grand canonical ensemble
framework. The electrode potential was given as the
difference between the Fermi level and the computational
value of the standard hydrogen electrode potential (SHE),
whereas some theoretical studies used the experimental SHE
value.15,85 Computational details of determining the electrode
potential are provided in sections S2 and S3.†

3 Results and discussion
3.1 Free energy profiles

Fig. 2 shows the free energy profiles of the ORR relative to
the final state via the dissociative mechanism, which has
been widely investigated as one of the main ORR
mechanisms in previous theoretical studies31 The reaction
steps are

Table 1 Lennard-Jones parameters. The subscripts “w”, “c”, and “a”
denote water, cation, and anion, respectively, and “(on Pt)” denotes the
adsorbates O and OH on the Pt surface. The charge densities of Pt, O (on
Pt), and H (on Pt) were determined by the quantum mechanical
framework using our 3D-RISM-SCF method

Charge/e σ/Å ε/kcal mol−1

Pt (ref. 60) — 2.5340 7.8000
O (on Pt)59 — 3.1660 0.1554
H (on Pt)59 — 1.0000 0.0460
Ow (ref. 59) −0.8476 3.1660 0.1554
Hw (ref. 59) +0.4238 1.0000 0.0460
Oc (ref. 66) −0.5000 3.1640 0.1550
Hc (ref. 66) +0.5000 0.4000 0.0460
Cla (ref. 61) +1.1760 3.5000 0.1180
Oa (ref. 61) −0.5440 2.9000 0.2100

Fig. 2 Free energy profiles of the ORR in a vacuum using the CHE
model at 0 V (black dash) and 0.53 V (aqua dash), at the potential of
zero charge (pzc) of Ptnoad (blue), and at 0.90 V vs. SHE (red).
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PtδQ1
noad aqð Þ þ 1

2
O2 gasð Þ þ 2H3Oþ aqð Þ þ 2þ δQ1ð Þe−; (1)

→ Pt–OδQ2
ad aqð Þ þ 2H3Oþ aqð Þ þ 2þ δQ2ð Þe−; (2)

→ Pt–OHδQ3
ad aqð Þ þH2O aqð Þ þH3Oþ aqð Þ þ 1þ δQ3ð Þe−; (3)

→ PtδQ1
noad aqð Þ þ 3H2O aqð Þ þ δQ1e

− (4)

Here, Ptnoad, Pt–Oad, and Pt–OHad denote the Pt surface with
no adsorbate, with O adsorbate, and with OH adsorbate,
respectively. The energies of Ptnoad(aq), Pt–Oad(aq), and Pt–
OHad(aq) were given by the grand potential Ω. The free
energies of H3O

+(aq) and H2O(aq), which are present in the
homogeneous 1.0 M HClO4 solution, were obtained through
standard 3D-RISM-SCF calculations, and the energy of
O2(gas) was determined using standard DFT calculations.
Subsequently, the energy differences of (1), (2), and (3)
relative to (4) were evaluated to obtain the energy profile
shown in Fig. 2. The charges δQi (i ∈ 1, 2, 3) on Ptnoad(aq),
Pt–Oad(aq), and Pt–OHad(aq) were determined using the
constant-μ calculation based on FT-DFT. The chemical
potential of electrons, μ, corresponds to the electrode
potential in electrochemistry. In the following, the states of
(1), (2), and (3) were denoted as the Ptnoad, Pt–Oad, and Pt–
OHad states, respectively. This study primarily focuses on the
stabilities of Pt–Oad and Pt–OHad because recent
experimental studies indicated that the stabilities of the O
and OH intermediates vary depending on the electrolyte
solution, although the mechanism remains unclear.11,12,14

The black dashed line in Fig. 2 represents the free energy
profile in the gas phase (i.e., without the electrolyte solution)
obtained using the computational standard hydrogen
electrode (CHE) model at 0 V relative to the SHE.31 In the
following, the electrode potential is given as the relative value
to the SHE. In the CHE model, the energies of H2 and H2O in
the gas phase are used instead of those of H3O

+ and H2O in
the HClO4 solution to evaluate the reaction energy at a
certain electrode potential. The surface charge is not
considered in the CHE model (i.e., δQi is set to 0); thus, the
surface charge at 0 V of the CHE model is different from that
at 0 V of the real system. However, avoiding explicit treatment
of solvation and electrode charging, the conventional DFT
approach can be readily used to investigate electrochemical
reactions. Using the CHE model, the energies of the Pt–Oad

state (2) and Pt–OHad state (3) relative to the final state (4)
are 1.21 and 0.76 eV, respectively, whereas the results of a
previous study are 1.53 and 0.78 eV.31 The numerical
difference between the present and previous studies would
be attributed to differences in the computational details and
model such as the number of the Pt atom layers and the
surface area.31,86,87 It is also noted that the molecular
adsorption energies are slightly overestimated in this study
because of neglecting the zero-point and free-energy
corrections, which are ∼0.39 and ∼0.23 eV for the O and OH
adsorptions, respectively.31

The free energy profile in the HClO4 solution at the
potential of zero charge (pzc) of Ptnoad is represented by the
blue line in Fig. 2. In this study, the calculated pzc of Ptnoad
was 0.53 V. Accordingly, the result of the CHE model at 0.53
V is also shown in Fig. 2. The calculated pzc is in qualitative
agreement with previous experimental and theoretical values
ranging from 0.23 to 0.56 V.88–94 Details of the calculation of
the electrode potential relative to the SHE are provided in
sections S2 and S3.† In the classical electrochemistry and the
CHE model, the dependence of the redox reaction on the
electrode potential is simply estimated as ΔQtot·Upot, where
ΔQtot is the variation in the total charge owing to the redox
reaction (see the number of electrons in eqn (1)–(4)), and Upot

is the electrode potential. The free energy of the Ptnoad state
is almost equal to the CHE model result at 0.53 V (aqua
dash). The subtle difference by 0.05 eV is due to the reactant
molecules computed (H2 in the CHE model and H3O

+ in our
method). The energies of the Pt–Oad and Pt–OHad states are
higher than the CHE model results by 0.24 eV and 0.26 eV,
respectively. This indicates that the Pt–OHad state was faintly
destabilized owing to the solvation effect compared with the
Pt–Oad state by ∼0.02 eV. A previous study using 3D-RISM-
SCF also showed that the Pt–OHad state is more destabilized
compared with the Pt–Oad state.68

The increase in energy by the solvation effect on the Pt–
Oad and Pt–OHad states was larger by ∼0.1 eV as compared to
a previous study;68 this is attributed to the use of the gas-
phase geometry in this study. This small difference is
presumably because the adsorption structure is mainly
governed by the strong chemical bond and less affected by
the solvation.

The free energy profile at 0.90 V (the red line) is shown in
Fig. 2. The ORR at 0.90 V has been widely investigated to
determine its standard activity.95–97 The free energies
decrease as the electrode potential increases from 0.53 V (the
pzc of Ptnoad) to 0.90 V. The Ptnoad, Pt–Oad, and Pt–OHad

states are stabilized by 0.73 eV, 0.71 eV, and 0.39 eV,
respectively. These energy changes (represented by the blue-
red arrows in Fig. 2) are in good agreement with the simple
estimation of the electrode potential dependence (i.e.,
2·(0.90–0.53) and 1·(0.90–0.53) eV). Thus, the energy
difference between our method and the CHE model at 0.90 V
is almost the same as the difference at the pzc, although the
EDL is generated at 0.90 V. In our calculation, the electrode
charging and the solvation structure are explicitly considered
and both of them remarkably change via the EDL formation
by increasing the electrode potential as discussed below.
Nevertheless, the resultant energy dependence on the
electrode potential is in agreement with the simple
estimation wherein the EDL is neglected. Indeed, the
electrode potential dependence of the energy profile using a
0.2 M HClO4 solution is also in good agreement with the
simple estimation (section S4†). Therefore, we further
analyzed the electrode potential dependence to elucidate the
negligible effect of the EDL on the energetics of the present
electrochemical system.
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3.2 Charge analysis

Table 2 lists the result of the Bader charge analysis. The total
charge per unit cell is decomposed into the contribution
from the Pt slab and adsorbates O and OH. The adsorbate
and Pt surface are negatively and positively charged,
respectively, indicating the charge transfer from Pt to O or
OH. When the electrode potential increases from 0.53 V (the
pzc of Ptnoad) to 0.90 V, the charge on the three models
(Ptnoad, Pt–Oad, and Pt–OHad) increases by +0.69e. The
double-layer capacitances using 1.0 M and 0.2 M HClO4

solutions were calculated to be 28 μF cm−2 and 26 μF cm−2

on average from the pzc potential to 0.90 V, respectively. A
previous theoretical study also showed that the capacitance
becomes large as the concentration increases.68 Further, our
results are qualitatively in agreement with the experimental
result of 20 μF cm−2 using a 0.1 M HClO4 solution.

89 We used
the DRISM theory which affords better results for electrolyte
solutions compared with the standard RISM theory. The
electrode potential variation causes the charging of the Pt
atoms of Pt–Oad and Pt–OHad by +0.67e, whereas the
adsorbates remain negatively charged at 0.90 V (−0.77e and
−0.32e for Pt–Oad and Pt–OHad, respectively). The charge
variations in the O and OH moieties are approximately +0.02e
which are small but not negligible compared with the average
variation per surface Pt atom (+0.04e).

To elucidate the charging mechanism, we determined the
change in the electron density distribution on the Pt–Oad

surface owing to the electrode potential change from 0.53 V
(the pzc of Ptnoad) to 0.90 V. The results are shown in Fig. 3.
Only the surface Pt and O atoms are shown for the visibility
of the distribution in Fig. 3(a). Enlarged cross sections of the
electron density around the Pt and O atoms are shown in
Fig. 3(b) and (c), respectively. The electron density mainly
decreases in the upper side of the Pt atom (Fig. 3(b)) whereas
the decreases are observed in the lower side of the adsorbed
O atom near the Pt surface (Fig. 3(c)). These distributions
indicate that the charging mechanism around the O atoms is
different from that around the surface Pt atoms because of
the solvation effect as further discussed below.

3.3 Solvation structure

Fig. 4 shows the average density distribution of the 1.0 M
HClO4 solution along the z-axis perpendicular to the Pt

surface, g zð Þ ¼ 1
S

ð
g rð Þdxdy, where z is the average distance

from the surface Pt atoms, S is the surface area, and g
denotes the density distribution. The definition of g is given

in section S1.† The distributions of the Cl site of ClO4
− (Cla)

and O site of H3O
+ (Oc) are shown in the figure, those of the

other sites are shown in section S5,† and the results of 0.2 M
HClO4 solution are shown in section S6.† Fig. 4(a) shows the
distributions at 0.53 V (the pzc of Ptnoad). In this study, the
water coverage with respect to the surface Pt atoms of Ptnoad
was 0.76, which is in good agreement with the AIMD result
of 0.68.98 A similar value has previously been reported in an
experimental study; two-thirds water coverage has been
observed for a water monolayer formed in an ultrahigh
vacuum.99 In AIMD calculation, the double peaks were
observed at 2.1 Å and 3.0 Å, and their heights were 2.9 and
3.6, respectively.98 When the peak heights and positions are
averaged, the resultant averaged values are close to our
results (peak position and height of 2.8 Å and 4.5,
respectively). The double peak structure itself cannot be
reproduced by our method, as our method does not account
for the chemisorption of water molecules on the electrode
surface. The Cla and Oc distributions have the first peak at

Table 2 Total charge and its decomposed values/e. “Sum of Pt” denotes the sum of charges on the Pt atoms

Ptnoad Pt–Oad Pt–OHad

Gas & pzc 0.90 V Gas pzc 0.90 V Gas pzc 0.90 V

Total 0.00 +0.69 0.00 −0.10 +0.59 0.00 +0.05 +0.74
Sum of Pt 0.00 +0.69 +0.76 +0.69 +1.36 +0.36 +0.39 +1.06
O or OH — — −0.76 −0.79 −0.77 −0.36 −0.35 −0.32

Fig. 3 (a) Change in electron density distribution induced by the
electrode potential variation from 0.53 V to 0.90 V and enlarged cross
sections of the density distribution around selected (b) Pt and (c) O
atoms. The yellow and light blue colors in (a) indicates that the
electron density decreases and increases, respectively. The positions of
the atom center are indicated by the corresponding labels Pt and O in
(b). The threshold for (a) is 0.0001 and the step size of the contour
lines in (b) and (c) is 0.0005.
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∼4 Å, which is caused by the ions directly attached to the Pt
surface. When the adsorbate (O or OH) is present, the
distribution of Cla decreases because of repulsion between
the negatively charged adsorbate (Table 2) and ClO4

−.
Fig. 4(b) shows the distributions at 0.90 V. The first peak of

Cla increases whereas that of Oc decreases compared with the
result at 0.53 V. The variations in the peak heights indicate that
ClO4

− accumulates near the Pt surface whereas H3O
+ moves

away from the surface as the electrode potential increases.
Therefore, these distributions at 0.90 V are attributed to the
generation of the EDL that mainly consists of a positively
charged Pt surface and ClO4

− in the electrolyte solution.
Fig. 5 shows the 3D density distributions g(r) of the

electrolyte ions around the adsorbate O or OH at 0.53 V (the
pzc of Ptnoad). The results of water are given in section S5.†
The left and right panels of Fig. 5 show the results for Pt–Oad

and Pt–OHad, respectively. The Cla site is mainly distributed
above the Pt surface, compared with the area around the O
and OH owing to the electrostatic repulsion between ClO4

−

and the negatively charged adsorbates. In Fig. 5(c) and (d),
the Oc site in H3O

+ is distributed around the adsorbates, in
particular around O. It is due to the attractive interaction
between H3O

+ and the negatively charged O moiety.
Therefore, the peak height of the Oc distribution in Fig. 4 is
almost unchanged for Pt–Oad compared with that for Ptnoad
despite the steric hindrance due to the O adsorbate.

These 3D solvation structures explain the solvation
mechanism of the O and OH adsorbates. Their adsorption
on the Pt surface causes destabilization because of the
removal of solution from the Pt surface, followed by the
stabilization that is mainly caused by the electrostatic
interaction. The O adsorbate has a larger negative charge
than the OH adsorbate and is stabilized by interaction with
positively charged sites (H of H2O and H3O

+). In the case of
the OH adsorbate, its O moiety locally interacts with
positively charged sites (H of H2O and H3O

+), and the H
moiety interacts with negatively charged sites (O of H2O and
ClO4

−). The resultant energy change by the solvation effect
on the Pt–OHad state then becomes similar to that on the
Pt–Oad state, as shown by Fig. 2.

Fig. 6 shows the 3D density distributions g(r) at 0.90 V.
The results using different threshold values are shown in
section S5.† The Cla distribution is qualitatively unchanged
compared with the result at 0.53 V, which is consistent with
the moderate increase of the peak height associated with the
electrode potential increase (Fig. 4). However, the Oc

distribution decreases and is found only around the
adsorbate, which is also consistent with the peak height
decrease. An experimental study has demonstrated that the
ORR activity increases as the cation size becomes large.11

According to our result, it is expected that the interaction

Fig. 4 Density distributions of the HClO4 aqueous solution

perpendicular to the Pt surface, g zð Þ ¼ 1

S

ð
g rð Þdxdy, near Ptnoad (black),

Pt–Oad (blue), and Pt–OHad (red) at (a) 0.53 V (the pzc potential of

Ptnoad) and (b) 0.90 V.

Fig. 5 3D density distributions g(r) at 0.53 V of Cla at g(r) > 7 for
(a) Pt–Oad and (b) Pt–OHad and Oc at g(r) > 4 for (c) Pt–Oad and
(d) Pt–OHad.
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strength between the adsorbate and the cation becomes weak
as the cation size increases. Consequently, the destabilization
of Pt–Oad would promote the formation of the product H2O.

The charge distribution shown in Fig. 3 can be well
rationalized from the solvation structure shown in Fig. 6. The
anion distributions above the adsorbates are small and do
not induce the positive charging of the adsorbates. It is in
contrast to the surface Pt atoms on which a large anion
distribution is observed. Therefore, the positive charge is
distributed on the lower side around the adsorbed O but on
the upper side of the surface Pt atoms owing to the Pt–ClO4

−

electrostatic interaction.
Fig. 5 and 6 show that ClO4

− accumulates near the Pt
surface whereas the H3O

+ moves away from the surface as the
electrode potential increases. Therefore, the electrostatic
interaction between the negatively charged adsorbate and the
electrolyte solution becomes repulsive in total as the electrode
potential increases. As a result, the free energies of the Pt–Oad

and Pt–OHad states are expected to destabilize relative to that
of the Ptnoad state due to the repulsive interaction if their
stabilities are solely determined by the electrostatic interaction
between the adsorbate and electrolyte solution. However, this
expectation about the stability contradicts our result. The free
energy profile (Fig. 2) is independent of the EDL formation
even though the electron density and solvation structure
crucially change. Therefore, the dependence of the energy
profile on the electrode potential cannot be rationalized only
from the solvation effect.

3.4 Electrostatic potential profiles

The charge density and solvation structure remarkably
changed by the EDL formation depending on the electrode
potential as aforementioned. Nevertheless, these changes
have a negligible effect on the energy profile. To elucidate the
negligible effect of the EDL on energetics, in Fig. 7, we show
the cross-section of the change in the electrostatic potential,
Vps(r) + Vh(r) + Vsol(r) (see section S1† for the definition), due

to the increase from 0.53 V (the pzc of Ptnoad) to 0.90 V. The
electrode potential increases by 0.37 V; thus, we visualized
the electrostatic potential change, ΔVpot, from −0.37 V to 0.37
V. The EDL is almost absent at the pzc but is present at 0.90
V. Therefore, Fig. 7 can be regarded as the electrostatic
potential profile of the EDL at 0.90 V. The cross section is
obtained by cutting through the position of the adsorbate (O
or OH). In Fig. 7(a) for Ptnoad, the negative (blue) distribution
above the Pt surface is generated by the electrolyte solution,
and the positive (red) distribution in the Pt electrode is due
to its positive charging by the electrode potential increase. In
Fig. 7(b) and (c), the position of the adsorbed O atom is
marked with “+”. The negative distribution becomes smaller
above the adsorbate because the anion distribution is smaller
than that on the Pt surface. The positive ΔVpot is distributed
uniformly and covers the adsorbates and Pt electrode.

The above results elucidate the dependence of the ORR
energy profile on the electrode potential. The electrostatic
interaction energy is given as the product of the electrostatic
potential Vpot and the charge Q, Vpot·Q. The change in Q, ΔQ,
caused by the electrode potential variation is small for the
adsorbates compared with the original value of Q, as shown in
Table 2. Further, ΔQs of Ptnoad, Pt–Oad, and Pt–OHad are almost
the same. Thus, ΔVpot·Q determines the variation in Vpot·Q
depending on the electrode potential. The negatively charged
adsorbate is stabilized by the positive ΔVpot that covers the
adsorbates (the red distributions in Fig. 7(b) and (c)), while the
surface Pt atoms are positively charged and thus destabilized
by the positive ΔVpot. The total potential Vpot is different in
space; however, the potential difference, ΔVpot, is uniform in
space as seen from Fig. 7. Thus, the stabilization of the
adsorbate induced by the EDL formation is offset by the
corresponding destabilization of the surface Pt atoms.
Therefore, the electrostatic potential change by the EDL
formation does not affect the reaction energy profile.

Fig. 8(a) illustrates the EDL structure revealed by the
present study. The electrolyte solution generates the negative
ΔVpot in area I, which is above the positively charged Pt
surface (area II). The adsorbate is negatively charged
independent of the electrode potential. However, as the
electrode potential increases to 0.9 V, the magnitude of this

Fig. 6 3D density distributions g(r) at 0.90 V of Cla at g(r) > 7 for
(a) Pt–Oad and (b) Pt–OHad and Oc at g(r) > 4 for (c) Pt–Oad and
(d) Pt–OHad.

Fig. 7 (a)–(c) Cross sections of the change in the electrostatic
potential due to the 0.37 V increase relative to the potential of zero
charge (pzc) for Ptnoad, Pt–Oad, and Pt–OHad, respectively. The color
gradation maps from −0.15 V to 0.15 V are shown in section S7.†
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negative charge decreases, indicating a relative increase in
positive character of the adsorbate (area III) as illustrated in
Fig. 8(a). Thus, the adsorbate merges with area II. The EDL
consists of areas I and II. In area IV above the adsorbate,
cations and anions could coexist. Therefore, the negative
potential above the adsorbate is small. Cations in area IV
would affect the reaction activity depending on the cation
size and the electrolyte concentration as discussed in
previous experimental studies.11,14

The present EDL structure is remarkably different from
the standard picture shown in Fig. 8(b). The adsorbate was
assumed to be between the electrode and electrolyte solution.
Therefore, the effect of the EDL has often been evaluated, for
example, by adding an external electric field that is assumed
to be generated between the electrode and electrolyte
solution.100–102 However, our result shows that the adsorbates
merge with the electrode surface (Fig. 8(a)); therefore, the
EDL does not affect the stability of the adsorbates.

Our study indicates that the electrostatic potential
distribution and accordingly the effect of the EDL formation
on the reactivity will depend on the size of the adsorbate and
the adsorption structure on the electrode. For example, as
the adsorbate is away from the electrode surface, the
standard EDL picture becomes appropriate as compared to
the present EDL scenario because the adsorbate does not
merge with the electrode. Indeed, the adsorption strength of
physisorbed ions on an electrode depends on the electrode
potential.65,103,104 Additionally, as the size of the adsorbate
increases, it may longer merge with the electrode surface. In
the case of the ORR, the OOH adsorbate in the associative
mechanism would be influenced by the EDL because it is
separated from the electrode surface compared with the O
and OH adsorbates. Therefore, the energy profiles of
electrochemical reactions are likely to depend on the atomic-
scale details of the EDL structure.

Conclusions

This study investigated the ORR at the interface between a Pt
electrode and a HClO4 aqueous solution. To elucidate the
relationship between the EDL and the reaction energy profile,
theoretical calculations were performed using our 3D-RISM-
SCF method. Because of the grand canonical ensemble
formulation, this method can give the ensemble average of
the EDL structure at the atomic scale by explicitly considering
the EDL charging depending on the electrode potential.

Our calculation revealed that the solvation affects the
reaction energy profile, whereas the electrode potential
dependence of the dissociative mechanism was well
reproduced with the simple estimation based on the classical
electrochemistry. The charge analysis showed that the Pt
electrode is positively charged whereas the O adsorbate
remains negatively charged at the positive electrode potential.
Accordingly, H3O

+ locally distributes around the negatively
charged adsorbates. The local solvation around the adsorbate
could affect the dependence of the ORR activity on the cation
size and on the electrolyte concentration, as reported in
experimental studies. We further found that the charge
distribution and solvation structure remarkably change
depending on the electrode potential; nevertheless, these
changes do not affect the energetics. Thus, we analyzed the
electrostatic potential change owing to the EDL formation and
revealed that the complex EDL structure results in the uniform
electrostatic potential change that covers the adsorbate and Pt
electrode. Therefore, the EDL has a negligible effect on the
reaction energy profile.

The EDL investigated in this study has a complex
structure, in which all the charged electrode, adsorbate,
cations, anions, and solvent are indispensable as
constituents. Previous studies showed that the EDL often
governs the activity of electrochemical reactions. These
studies suggest that the EDL has various influences on
electrochemical reactions depending on the atomic-scale
details of the EDL structure. Indeed, our detailed analysis
also indicates that the atomic scale details of the adsorption
structure on the electrode surface, e.g., the adsorbate–surface
distance and the adsorbate size, will affect the dependence of
electrochemical reactions on the electrode potential. This
study provides a novel perspective on the EDL and its effect
on electrochemical reactions.
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Fig. 8 (a) EDL structure revealed in this study and (b) its standard
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