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We compare the recently introduced multi-state mapping approach to surface hopping (MASH) with the
Foérster and Redfield theories of excitation energy transfer. Whereas Férster theory relies on weak coupling
between chromophores, and Redfield theory assumes the electronic excitations to be weakly coupled to fast
chromophore vibrations, MASH is free from any perturbative or Markovian approximations. We illustrate this
with an example application to the rate of energy transfer in a Frenkel-exciton dimer, showing that MASH
interpolates correctly between the opposing regimes in which the Férster and Redfield results are reliable. We
then compare the three methods for a realistic model of the Fenna—Matthews—Olson complex with a struc-
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tured vibrational spectral density and static disorder in the excitation energies. In this case there are no exact
results for comparison so we use MASH to assess the validity of Forster and Redfield theories. We find that
Forster theory is the more accurate of the two on the picosecond timescale, as has been shown previously
for a simpler model of this particular light-harvesting complex. We also explore various ways to sample the
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|. Introduction

Revealing the mechanisms of excitation energy transfer is funda-
mental to the study of biological photosynthetic systems and has
motivated methodological development for several decades."”
Excitonic systems typically consist of an assembly of chromophores
(sites) embedded in a protein or solvent environment. Traditionally,
excitation energy transfer has been divided into two regimes,
depending on the relative magnitudes of the vibrational relaxation
time and the inverse of the inter-site coupling strength.>* For
chromophores that are weakly coupled to each other (but have
rapid vibrational relaxation, which usually means strong coupling
to the environment) the transfer is referred to as ‘incoherent’ and
proceeds via hopping between sites. This regime can be well
described by Forster theory. In the opposite limit of slow vibrational
relaxation (or strong coupling between the chromophores), the
transfer is referred to as ‘coherent’ and proceeds between deloca-
lized exciton states. This regime can be described by a perturbative
master equation such as Redfield theory. We emphasize that in
either regime, the transfer of population is often well described by a
kinetic rate equation, and that the electronic coherences are both
small and short-lived in an appropriate electronic basis.>®
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initial electronic state in MASH and find that they all give very similar results for exciton dynamics.

The main challenge is that many systems of interest tend to
appear in the intermediate regime where the two timescales are
comparable.””® For simple system-bath models one can solve the
dynamics non-perturbatively using fully quantum methods such
as the hierarchical equations of motion (HEOM).® Such a study of
a two-site model has shown that exciton transfer is fastest in the
intermediate regime, where the rate is not adequately captured by
either of the perturbative theories mentioned above.'® However,
fully quantum methods like HEOM and quasi-adiabatic path
integrals'""? are only practical for harmonic models and they
can be hard to converge for strong system-environment cou-
plings. It is therefore important to develop accurate methods that
can describe nonadiabatic transitions more generally, including
in systems with anharmonic atomistic potentials.

So far, the most successful strategy to model nonadiabatic
transitions has been Tully’s fewest switches surface hopping
(FSSH)." Since it was first proposed in 1990, this stochastic
algorithm has become immensely popular in photochemistry
and is widely implemented in open software. However, it
continues to suffer from long-standing issues often referred
to as ‘overcoherence’, despite much effort on the development
of more or less ad hoc ‘decoherence corrections’.'

Recently, Mannouch and Richardson have proposed a dif-
ferent strategy based on a phase-space mapping of two-state
systems onto a spin degree of freedom."® This so-called ‘map-
ping approach to surface hopping’ (MASH) uses a deterministic
algorithm that, in contrast to FSSH, hops to the adiabatic surface
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with the largest instantaneous population. This strategy has many
appealing features. Firstly, it removes all ambiguity about the
need for velocity rescaling/reversal for successful/unsuccessful
hops. Secondly, it replaces ad hoc decoherence corrections with
a rigorous ‘quantum jump’ procedure, even without which it has
been found to be more accurate than FSSH in a range of bench-
mark applications.”® Thirdly, unlike FSSH, it can correctly
describe the transition between adiabatic and non-adiabatic rates
in the spin-boson model and it recovers Marcus theory in the limit
of a perturbative inter-state coupling.'® Finally, MASH has been
proven to relax to the correct quantum-classical equilibrium
distribution for ergodic systems, a feature that is not shared by
any other nonadiabatic trajectory method."”

In its original formulation, MASH was limited to systems
with two electronic states, but an adaptation to multiple states
has recently been proposed.'® Compared to the original
approach, the multi-state formulation differs in the way it
calculates electronic observables. The multi-state estimators
are constructed to be equivariant under unitary basis transfor-
mations, meaning that populations and coherences are treated
on the same footing and observables can be directly evaluated
in any basis. With these estimators, multi-state MASH provably
relaxes to the correct quantum-classical equilibrium for a
general N-state system, in any basis."®

Unfortunately, the equivariant multi-state formulation of
MASH"® does not reduce to the original formulation' in the
two-state case. The two methods have nevertheless been shown to
be of comparable accuracy for a wide variety of two-state systems."®
A noteworthy exception was found for a spin-boson model in the
Marcus inverted regime, for which the original formulation was
more accurate than the multi-state formulation.”® However, we
shall show below that this conclusion does not hold generally, and
that for a two-site exciton transfer model the two formulations lead
to essentially the same rates, even in the inverted regime.

In this article, we apply multi-state MASH to a more challen-
ging set of exciton systems than previously considered. In
particular, we investigate the transition between the regimes of
‘coherent’ and ‘incoherent’ rate theories and compare with fully
quantum benchmark results. We then go on to investigate exciton
transfer in the Fenna-Matthews-Olson (FMO) complex, using an
experimentally measured spectral density to account for coupling
to vibrations, and including static disorder in the site energies.
Comparison to simple rate theories indicates that FMO is better
described by Forster theory than by Redfield theory, despite the
popularity of the latter in the exciton literature.

We also analyse in detail the choice of initial conditions in
multi-state MASH. The choice used in ref. 18 is not unique and,
more importantly, not basis-equivariant, in contrast to the
treatment of electronic observables. We exemplify why this
could become a problem for a system with three states, and
consider alternative sets of initial conditions. In particular, we
present an approach that overcomes the objection for three
states and restores the equivariance of the initial distribution.
Upon comparison for exciton transfer in the dimer and FMO
models, however, we find that the initial distribution has little
practical influence on the dynamics. Based on these results, we
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conclude that using the simplest set of initial conditions is well-
justified for the kind of system we consider here.

Il. Perturbative rate theories

As a prototypical model for exciton energy transfer, we consider
the Frenkel-exciton Hamiltonian,

H = Hg + Hg + Hgp. (1)

The first term is the system Hamiltonian in the basis of
localized pigment (‘site’) excitations

N

Hs = aln)nl+ Y Jun(ln){m| +|m)(n), — (2)
n=1 n>m

where {¢,} and {J,,,,} are the site energies and the inter-site

couplings, respectively. To model interaction with vibrational

and solvent degrees of freedom, the on-diagonal site energies

are linearly coupled to a harmonic bath,

N f pj,nz 1 ) )
Hy =Y >t i ) (3)
1

n=1 j=

/

N
Hsg =) > Kigaln)(nl. (4)
n=1

J=1

Here, p;, and g;,, are mass-scaled (m;, = 1) momentum and
coordinate variables for the vibrational modes. The bath fre-
quencies and vibrational couplings are specified through the
spectral density

T K'2
1) =55 (0= ). g

and all sites are assumed to be coupled to identical and
independent baths. As a measure of the overall system-bath
coupling strength, we define the bath reorganization energy

I J(w) K7

The system-bath interaction involves the bath operator
B, =Y Kjq;n, which is the energy gap between a localized
J

excitation on site n and the ground state. In the following, we
drop the index n since the baths are identical. To characterize
the dynamics of the bath, it is useful to define the autocorrela-
tion function of the bath operator,

C(t) = Tre[e ""B(0)B(¢)], )

where § = 1/(kgT) and the time-dependence refers to dynamics
under Hg. Using known expressions for the thermal correlation
functions of a harmonic oscillator, one can show that

C(1) = lrcdw.](w) {coth (ﬁTw) cos @t + isin wt} (8)

TJo

= %J:Odw J() [(1 +n(w))e™ + n(w)ef’v"”] 9)
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where n(w) = 1/(e’” — 1) is the Bose-Einstein distribution and
throughout we use units where 7 = 1.

A. Redfield theory

In the limit of weak system-bath coupling, the effect of the bath on
the excitonic system can be described by a second-order perturbative
master equation. The perturbation expansion is usually truncated in
the eigenbasis of Hs, which is called the exciton basis. Diagonalizing
the system Hamiltonian gives Hg

E Uwfl |r)
n

We also assume that C(t) decays faster than the timescale of the
system dynamics. Under these two assumptions (a weak and fast
bath), a standard textbook derivation® leads to a Markovian master
equation for the reduced density matrix of the system,

9]
EP;W(I) = t) + Z R;w,u’l/’p‘u’;/’(t)v
W'

= > wu|u){u|, where w, is an
I

eigenenergy and |u) = =" Uyn) is an exciton state.
n

- iw/“/puu ( (10)

where w,,, = w, — , is the energy gap between the corresponding
eigenstates of Hg. The second term involves the Redfield tensor

Rp_l/'u/l/ = FI//I//ULI + Fy gz
(11)
— 0 Y Ty — Oy Z |
K
which is expressed in terms of the damping tensor
Lo =Y uln) (nlv) (' [m) ] ) C (0,0 (12)

n

Here, C(w) is the Fourier-Laplace transform of the bath correlation
function,

Clw) = Joodt (). (13)
0
Inserting the expression for C(¢) from eqn (8) gives
Re C(w) = J(@)(1 + n()) +J(—w)n(-w) (14)
ImC(w) = %pro d 'Rwec_(w), (15)

where P denotes principal value and, with the notation used in this
paper, Jlw < 0) = 0, so only one term on the right-hand side of
eqn (14) is non-zero. Finally, if the diagonal elements of p (the
exciton populations) are only weakly influenced by the off-diagonal
elements (the exciton coherences), one can replace eqn (10) by a
kinetic rate equation for the populations (the secular approximation),

0
apyu(t) = g (ku—mpm/ - k,u—wpﬂﬂ) (16)
U#v
with the Redfield rate constants
Ky =2) {uln) (nl) (vln) (n| ) ReC (). (17)
n

B. Forster theory

In the opposite limit of strong system-bath coupling, one may
instead pick the perturbation parameter to be the intersite
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coupling J,,,,. This is the Forster-type incoherent hopping limit,
in which the system follows a kinetic rate equation in the site
basis. The Férster rate constants are'’

00
Knm = 2|J,,,,,|2ReJ dt Fy (1) A (1) (18)
0
where F,(t) and A,(f) are the flourescence and absorption
lineshape functions, which based on the cumulant expansion
technique can be written as

MOE R (19)
Ay (1) = e~ entAi=g(0), (20)

The function g(¢) is
a(t) = J;dtlj;ldtzc(tz), (1)

where C(¢) is the bath correlation function in eqn (8). For the
Frenkel-exciton model with identical baths, the rate expression
in eqn (18) reduces to

Kn—m = 2|J,m,|2ReJ di efn=em)i=26(0) (22)
0

where

Z ]3(coth< )(lfcosw,)Jrisinwjl). (23)

J

[ll. Multi-state MASH

An alternative strategy is to simulate the bath dynamics expli-
citly with surface hopping. To this end, we rewrite the Frenkel-
exciton Hamiltonian in eqn (1) as

Zp/ n

Jjin

H(p,q) (24)

where

q) = Z Vnm(q) I’l> <m

nm

(25)

is a (diabatic) potential operator with matrix elements

1 <
Vnm(q) - (Cn + Z qu/,n + ZEQjZQ/,Iz) ()nm + Jnm- (26)
J il

Surface hopping is almost always run on adiabatic surfaces, i.e.,
in the eigenbasis of V(g),

9)=>_Vag)lalq

We will refer to p, g as nuclear variables (physically, they
represent intramolecular vibrations as well as collective modes
of the solvent). Their dynamics is coupled to the electronic
wavefunction |y}, which can be expanded in the diabatic or the
adiabatic basis as

=Y cda(q))-

W)= caln)

n a

(a(g)]- (27)

(28)
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The coefficients obey the Schrodinger equation

¢y = _iz Vnm(q)cm
m

(29)

or (equivalently)

éa = _iVa(q)Ca - Z Qj Z dzb(q)cba
J b

(30)

where d;(q) = (a(q)|V/|b(g)) is a nonadiabatic coupling matrix
element. (Here and in the rest of this section, the index j runs
over the nuclear degrees of freedom of all sites, not just one.)

In MASH, the nuclear trajectories evolve according to the
classical equations of motion

gj = piimy (31a)

p; = —(a(q)|V;V|a(q))

where a is the adiabatic state with the largest instantaneous
population |c,|*. Effectively, this means that the nuclei evolve
on a potential with abrupt steps. By introducing the classical
state projectors,

(31b)

if |ca|? > |ck)? Vk#n

1
On = {0 otherwise, (32)

one can express the effective potential perceived by the
nuclei as

(33)

Veff = Z Va(q)@a(c)~

At each instant, precisely one of the @ ,(c) factors in the sum of
eqn (33) is non-zero. Whenever a new state b reaches a higher
population than the current state a, the nuclei meet a potential
step V, — V,. When crossing such a potential step, the momen-
tum is rescaled so as to conserve energy, and if there is
insufficient kinetic energy to overcome the step, the momen-
tum is instead reversed. In multi-state MASH, the momentum
component subject to rescaling/reversal is the projection onto
the direction of a vector v with elements'®

—dyyc)].

v = Z Re[c) (d),¢q (34)

Because the hops occur deterministically, it is straightforward
to adjust the timestep if necessary to better resolve a given
hopping event (whereas in a stochastic algorithm, changing the
timestep would change the locations of the hops).

A. Estimators

Having defined the dynamics of each trajectory, we next
address how to measure observables. Consider a process start-
ing in a pure electronic state |7)(i| with a (normalized) nuclear
density pg(p,q). The time-dependent expectation value of an
observable O is then

(0(1) = Ttlps(p,9)10) (1 (0)O(1)],

where the trace runs over nuclear as well as electronic degrees
of freedom. The corresponding expression in multi-state MASH

(35)
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is the phase-space integral
dpdq|,_,depg(p, q)pi(c)Op1, g1, c
(O(l)) z[ .[\ =1 B(P ) ( ) (pr t t) (36)
Jdpdq],_depg(p, q)pi(c)
where f\c\:ld" is an integral over all normalized electronic

wavefunctions. A simple way to sample this integral is
generate 2N normal deviates {x,).}h-; and set

(0 + iyn)/1 /; (X% + yi?).

In the following, we consider the case where O,, = |n)(n| is an
electronic population, for which the time-dependent estimator
is simply O,(c,). There are multiple ways to construct this
estimator.'® If we are interested in an adiabatic population,
then the state projector @,(c) is a natural choice that is
consistent with the adiabatic surface the nuclei are evolving
on. However, the state projector is not a good estimator for
diabatic populations because it does not transform correctly
under unitary basis transformations."®

Another estimator that would transform correctly between
bases is the Ehrenfest population |c,|?, but inserting this choice
into eqn (36) leads to the wrong long-time equilibrium popula-
tions. In ref. 18 it was shown that a simple estimator that fulfils
both criteria (equivariance under unitary basis transformations
and consistency with the quantum-classical equilibrium
populations) is

Cp =

0nlc) = ancal® + By (37)
where
N-—1 1 —
oy =~ By = N“N (38)
/;1 (1/k) =1

are two scalars that require no more information than the
number of states. This is the population estimator that is used
in multi-state MASH calculations."®

B. Initial conditions

What remains to be defined is the choice of initial electronic
distribution p,(c) in eqn (36). This distribution is not unique, in
the sense that many (quasi)probability distributions will fulfil
the initial condition

1—1dep;(c)O0j(c
J“c‘zldcl)f(c)
In the following we consider a few options.
1. Cap initial condition. A simple choice is

pic) = O4c),

which was used in ref. 18. What this equation implies is that
the initial state is chosen randomly from the region where |c;|*
is the largest population. The left column in Fig. 1 visualizes
this region for two and three-level systems. We will refer to
these regions as ‘caps’ on the sphere/simplex and consequently
to eqn (40) as the ‘cap’ initial distribution.

(40)
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Although the cap distribution has been found to be accurate
in a variety of benchmark calculations,'® it is not basis-
equivariant, unlike the population estimator in eqn (37). A
related issue is that the diabatic basis is not unique, which
makes the diabatic state projector ambigously defined. As a
simple example, consider a three-state system in which we want

to start from state 1. Suppose we sample the vector ¢ =

1
—(V1+2¢,V1—¢€,V1—¢), where ¢ is some number in the

V3
range 0 < ¢ < 1. This vector has ©4(c) = 1 and would therefore
contribute to the dynamics. But if we define a new set of

diabatic basis vectors |1) = 1), [2) = (|2) +[3))/V2, |3) = (]2) —

1 <
13))/+/2, then for ¢ < 2 the maximally populated state is |2).

Thus, even though the ket of the initial state is unchanged, the
same vector ¢ would no longer contribute to the dynamics.

2. Focused initial condition. Perhaps the most intuitive
choice for the initial wavefunction corresponding to |i)(i| would
be to set ¢; = 1 and ¢;,; = 0, corresponding to a pole on the sphere
or a corner of the simplex. This approach is standard in Ehrenfest
dynamics and (provided i is an adiabat) in FSSH. However, for
MASH it would violate the constraint in eqn (39). The reason is
that in the initial corner of the simplex, O,(c) > 1 and O;.(c) < 0.

The analogous initial condition for MASH with the correct
initial value would be to start from wavefunctions ¢ for which
O4(c) = 1 and 0;.(c) = 0. Such wavefunctions are confined to
circles on the sphere and isolated points on the simplex, as
shown in the second column of Fig. 1. The circle (point) is

Focused

Cap

J.l 3

|es|?

View Article Online
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defined by |c;|*> = (1 — Bn)low and |¢j.*> = —Pulon. These
conditions fix the magnitudes of all components of ¢, leaving
the phases to be sampled uniformly from [0,2%). The resulting
‘focused’ initial distribution can be written as

pie) =l ) TTo Jef+5%)

J#i

(41)

An advantage of this choice is that each trajectory is
initialized with physical population observables, so it may be
possible to use fewer trajectories than with the cap initial
condition to reach statistical convergence. Nevertheless, the
focused distribution is also not basis-equivariant.

3. Equivariant initial condition. In this section, we derive a
quasiprobability distribution p; that transforms correctly under
unitary basis transformations. To satisfy the condition in
eqn (39), the simplest approach is to try the same functional
form as the time-dependent observable in eqn (37), i.e.

pic) = anlci|* + by (42)

with some constants ay, by that need not be the same as oy, fy-
The resulting p;c) need not be positive definite since we can
multiply each ¢ sampled from the |c| = 1 sphere by a weight that
is positive or negative.

To evaluate the integral in eqn (39), we make use of the
following moments:

Qo) =g (allonl’) = s @)
Equivariant Original MASH

Fig. 1 Schematical overview of the MASH initial conditions considered in this article for the case of two (top row) and three (bottom row) states. In the
two-state case, g, = 2Rec]c;, 6, = 2Imcjc;, and the vertical axis ¢, = |C1|2 — |c2|2 corresponds to polarization in a given diabatic basis, while the tilted axis

in the right column corresponds to polarization in the adiabatic basis. Dark blue shading indicates a higher weight and red shading a negative weight. The
initial conditions in the first three columns are used together with the equivariant time-dependent observable in egn (37). The original MASH method uses
an alternative prescription that is (so far) limited to two states.
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where

_ f|(:\:1dc-f.

(= (44)

J —1de

These expectation values can be derived using standard

formulas for integrals over a sphere.”* With the help of the

moments in eqn (43), eqn (39) reduces to two equations in two

unknowns, with the solution
_N+1

an )
N

by =—1—anBy. (45)
Note that there is some similarity between the Roman con-
stants and the Greek ones in eqn (38). For example, oy and fix
are related through Nfiy = 1 — ay, and likewise ay and by are
related through Nby = 1 — ay. This means that not only O,(c)
but also p,c) involves a scaling relative to the centre of the
simplex: after inserting i and by we get

0u(0) =+l ) (o)

and

pile) = +av (I - ) (47)

The special status of the centre of the simplex is analogous
to the special role of the identity operator in phase-space
mapping methods.>*>

4. Original MASH. For two-level systems, the original
MASH method of Mannouch and Richardson'® uses an alter-
native prescription in which diabatic observables are first
converted to the adiabatic basis, where populations and coher-
ences are then measured with different estimators. Explicitly,
for a # a’ and b # b/, their prescription is (in our notation)

2[deWa(€)Ou(c)On(cr)

TelJa) al (0)}5) (010} T (18)
4]dcO®,(c)cy cp s

Tela) O 3 (0] 2 f(d) P ()
decicacy cpy

Tf[lél)(a'|(0)|b><b'|(f)]HM (50)

Jae

where W,(c) = 4|c,|*> — 2 is a weight that goes to zero when the
two adiabats have equal populations. Note that this approach
differs from the others above not only in the initial distribution
but also in the construction of the time-dependent observable.

V. Results

A. Exciton dimer

To investigate the transition from Redfield to Forster-like
transfer, we consider a two-site exciton model with ¢, — ¢; =
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100 cm~! and J;, = 20 ecm ™', Each site is coupled to a bath at
T = 300 K with the Debye spectral density

, WO

(51)

where @, = 53 cm ™. The quantity of interest is the forward
intersite rate k, _,, as a function of /. This model is well-studied
in the literature'®**">* and therefore allows comparison with a
wide range of methods. Quantum mechanical (HEOM) bench-
mark results have been computed by Ishizaki and Fleming,'®
who observed that Redfield theory is accurate for small / but
qualitatively wrong for large A, whereas Forster theory is only
valid for large A. In their calculations, the forward and back-
ward rate constants were obtained by fitting the population
dynamics to the kinetic model

d

G P1(0) = = ko (Py(1)) + ka1 (P2(1))
(52)
EiPa0) = kialPr(0) ~ ko (Po(0)

where the site density matrix was initialized as |1)(1|. No
secular approximation was applied in the Redfield theory.

To assess the performance of MASH, we have calculated the
population dynamics using all three of the initial conditions
considered in Section 3, and performed additional calculations
with the original version of MASH for comparison. The bath
was discretized into 100 modes per site using a standard
discretization scheme®® and the nuclei were initialized from
the classical Boltzmann distribution of an uncoupled bath. The
dynamics was averaged over 10° trajectories.

When extracting the rate, we observed that fitting the
population difference (o,(z)) (P1(t) — Py(t)) to a single
exponential,

(0:(8)) = ({0:(0)) — <O'z>eq)eikwtt + <°'z>eq: (53)

with ke = k4 » + k51 as a fitting parameter, was more stable
than using the two-parameter fit in eqn (52). Since the nuclear
statistics is essentially classical (kgT < w.), MASH is guaranteed
to recover the correct equilibrium value (0z)eq = (P1 — P2)eq, aS
do HEOM, Redfield and Forster theory. So there is no need for
an additional free parameter. Once k... has been extracted from
eqn (53), the forward rate constant can be calculated as
leZ - klol<P2>eq - klot%(l - <O-z>eq>7 (54)
which follows from the detailed balance relation k;_,,/k,_,; =
(Py)eq/(P1)eq- To ensure a fair comparison, we have also recal-
culated the Redfield and HEOM population dynamics (using
the Pyrho open source software package®’), and applied the
same fitting procedure to those. This was found to lead to
slighly (<10%) different rates compared to ref. 10.

Fig. 2 shows our results together with the Forster theory
rates from ref. 10. We find that MASH agrees closely with
HEOM across the entire parameter range (left panel), including
the Redfield and Forster-type regimes. Moreover, all four ver-
sions of MASH lead to essentially the same rates (right panel).
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Fig. 2 Rate of intersite population transfer in a Frenkel-exciton dimer as a function of the bath reorganization energy. MASH agrees closely with the
HEOM benchmark across the entire parameter range (left panel), regardless of the particular choice of initial condition (right panel).

This is interesting because the cap initial condition has pre-
viously been found to be less accurate than the original version
of MASH for a spin-boson model in the Marcus inverted
regime.'® In the present calculations, the region 2. < ¢; — ¢, =
100cm~! is formally in the inverted regime, but the different
initial conditions nevertheless lead to similar behaviour. We
reach the same conclusion when we convert the Frenkel-exciton
model into a spin-boson model with matching bias and total
reorganization energy, which we find does not noticeably change
either the HEOM or the MASH rates. Hence, all four versions of
MASH can be regarded as reliable in the present inverted regime.
The inverted regime considered in ref. 18 was more challenging
owing to its larger bias (20 times the diabatic coupling matrix
element rather than the 5 times considered here), and in that
regime the original version of MASH is to be preferred.

B. Eight-site Fenna-Matthews-Olson complex

Another well-known benchmark system for exciton energy
transfer is the Fenna-Matthews-Olson complex found in green
sulfur bacteria. We have previously demonstrated that MASH
(with cap initial conditions) agrees closely with HEOM for a
standard seven-site FMO model with a Debye spectral density."®
Here, we consider a more challenging (and realistic) eight-site
model with a structured spectral density extracted from fluores-
cence line narrowing experiments.® The resulting bath has a
reorganization energy of A = 45 cm™'. The intersite couplings
and average site energies (shown in Table 1) were obtained
from electrostatic calculations for the FMO complex of Prosthe-
cochloris aestuarii.*® Static disorder was included by sampling
the site energies with the Gaussian widths shown in Table 2,
which were calculated by Miih et al.*°

We are not aware of any fully quantum benchmarks for this
model, so instead we compare MASH to Forster and Redfield
theory. These methods have a long history in modelling the
dynamics of FMO.%*'*? Here, we calculate the dynamics in the
site basis using Forster theory and the dynamics in the exciton
basis using Redfield theory within the secular approximation.
In each basis, the dynamics is therefore simply a propagation of
the populations with a constant rate matrix. For simplicity, we

This journal is © the Owner Societies 2024

start from an excitation localized on a single site (for the site
basis calculation) or on a single exciton (for the exciton basis
calculation). The Forster and Redfield dynamics were averaged
over 1000 samples of the site energies to account for static
disorder. In the MASH calculations, the bath was discretized
into 100 modes per site using an equally spaced grid up to
®max = 500 cm ™', and the modes were initialized from the
classical Boltzmann distribution of an uncoupled bath at 300 K.
The dynamics were averaged over 10° trajectories for the cap
and equivariant initial conditions and 10° for the focused
initial condition to ensure tight convergence.

The left panel of Fig. 3 shows the site populations after an
initial excitation of site 1. All three MASH initial conditions give
indistinguishable results. Apart from a transient (<0.5 ps)
coherence between sites 1 and 2, the dynamics is essentially
rate-like. Although Forster theory does not capture the coherence
and differs from MASH at short times, in particular for site 8, it
agrees qualitatively with MASH at longer times. This observation
is consistent with previous studies for simpler FMO models,**"**
where Forster theory was found to be qualitatively reliable in
comparison with exact benchmark results, despite several site
couplings being as strong as 90 cm ™. The reason is likely that
the strong couplings only matter for the first ~100 fs, whereas
on the ~1 ps timescale the population transfer is controlled by
the weaker couplings for which Forster theory is accurate.

The right panel of Fig. 3 shows the exciton populations after
an initial excitation of exciton 8. This exciton state is spatially
located on sites 8 and 1, and has been identified as one of the

Table 1 Average site energies and couplings for FMO?° in units of cm™

Site 1 2 3 4 5 6 7 8

1 310 —94.8 5.5 —-5.9 71 —151 —12.2 39.5
2 230 29.8 7.6 1.6 13.1 5.7 7.9
3 0 —58.9 —-1.2 -9.3 3.4 1.4
4 180 —64.1 —-17.4 —62.3 —1.6
5 405 89.5 —4.6 4.4
6 320 35.1 -9.1
7 270 —-11.1
8 505
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Table 2 Gaussian widths (full width at half maximum) of the site
energies®® in cm™t

Site 1 2 3 4 5 6 7 8

FWHM 60 100 60 60 120 120 120

dominant pathways when captured photon energy enters the
FMO complex from the baseplate of the chlorosomes.® Again,
all MASH initial conditions lead to similar dynamics up to a
slight difference that washes out within 1 ps. Notably, the
overall transfer is significantly slower than in Redfield theory,
by roughly a factor of 2. This observation is consistent with a
previous study using a phase-space mapping of the electronic
states,®® where it was shown that even though the Markovian
approximation is valid for the present bath, the system-bath
coupling is too large for second-order perturbative approaches
like Redfield theory to be reliable (see Fig. S2 and S5 of ref. 35).
Since MASH has the additional advantage of relaxing to the
correct long-time limit, we expect it to be more accurate than
those previous mapping calculations. Note, however, that
MASH can experience negative populations for intermediate
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times. In the present calculations, exciton state 7 becomes
slightly negative between 0.1 and 0.3 ps with the ‘cap’ and
‘equivariant’ initial conditions. This could be a real effect or
due to insufficient sampling. Currently, neither of the versions
of MASH guarantees complete positivity of the system density
matrix except in the long-time limit. (For two states, the original
MASH gives strictly non-negative populations only in the adia-
batic basis.) The quantum-jump correction'>*® may help to
alleviate this deficiency in future work.

V. Conclusions

In this article, we have shown by comparison with exact results
that MASH correctly captures the transition from the Redfield
to Forster regimes for an exciton dimer. This is the case no
matter if one uses the original two-state observables or the
equivariant estimators in multi-state MASH. In conjuction with
the recent finding that MASH recovers Marcus theory in the
diabatic limit,'® our results further establish MASH as a gen-
erally reliable rate theory across several relevant parameter
regimes. Since it additionally relaxes to the correct equilibrium

— Cap
Focused

—-— Equivariant
Redfield

Exciton population

0.5 1.0 1.5
Time (ps)

2.0 2.5

Fig. 3 Population dynamics in FMO at 300 K comparing MASH with different initial conditions to well-established rate theories. Left: Dynamics in the site
basis after an initial excitation of site 1. The three MASH initial conditions lead to identical results and agree qualitatively with Férster theory at long times.
The inset shows the site labels using the same colouring as for the data curves. Right: Dynamics in the exciton basis after an initial excitation of exciton 8.
The three MASH initial conditions lead to similar results and predict notably slower transfer than (secular) Redfield theory. The inset depicts qualitatively
the spatial extent of the exciton states and their labels in order of increasing energy.
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populations for excitonic systems in classical environments, in
contrast to any other nonadiabatic dynamics method we are
aware of, and since it is applicable to systems described by
general anharmonic interaction potentials, we would argue that
MASH is a practical tool that is capable of capturing almost all
of the relevant ingredients of exciton transfer. (It has yet to be
generalized to include quantum mechanical effects in the
nuclear motion, which is a work in progress).

For a challenging model of FMO including static disorder
and an experimental spectral density, we find that MASH agrees
qualitatively with Forster theory (apart from a short transient
coherence in the site basis), even though several inter-site
couplings are expected to be beyond the range of applicability
of the golden rule. In the exciton basis, MASH differs from
Redfield theory in its slower energy transfer timescale, confirming
findings from spin-mapping methods®**?” that the system-bath
coupling is too large to treat as a perturbation.

We have also described and resolved an important issue
regarding the initial conditions in multi-state MASH. For the
present systems, we find that the results are virtually identical
for various different choices of the initial conditions. Although
the situation would likely be different for applications in
excited-state photochemistry, we conclude that for the
condensed-phase environments considered here one may use
whichever initial condition is more practical. A previous calcu-
lation for a spin-boson model in the Marcus inverted regime
has found that the ‘cap’ initial condition in multi-state MASH
and the original MASH method give different relaxation
timescales,*® but for the present dimer model there is no
noticeable difference between the two methods even for model
parameters that correspond to the inverted regime.
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