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In situ spatiotemporal characterization and
analysis of chemical reactions using an ATR-
integrated microfluidic reactor†

K. Srivastava, ‡a N. D. Boyle,‡b G. T. Flaman,b B. Ramaswami,b

A. van den Berg, a W. van der Stam, c I. J. Burgess *b and M. Odijk *a

Determining kinetic reaction parameters with great detail has been of utmost importance in the field of

chemical reaction engineering. However, commonly used experimental and computational methods

however are unable to provide sufficiently resolved spatiotemporal information that can aid in the process

of understanding these chemical reactions. With our work, we demonstrate the use of a custom designed

single-bounce ATR-integrated microfluidic reactor to obtain spatiotemporal resolution for in situ

monitoring of chemical reactions. Having a single-bounce ATR accessory allows us to individually address

different sensing areas, thereby providing the ability to obtain spatially and temporally resolved information.

To further enhance the spatial resolution, we utilize the benefits of synchrotron IR radiation with the

smallest beam spot-size ∼150 μm. An on-flow modular microreactor additionally allows us to monitor the

chemical reaction in situ, where the temporal characterization can be controlled with the operational

flowrate. With a unique combination of experimental measurements and numerical simulations, we

characterize and analyse a model SN2 reaction. For a chemical reaction between benzyl bromide (BB) and

sodium azide (SA) to produce benzyl azide (BA), we successfully show the capability of our device to

determine the diffusion coefficients of BB and SA as 0.367 ± 0.115 10−9 m2 s−1 and 1.17 ± 0.723 10−9 m2 s−1,

respectively. Finally, with the above characteristics of our device, we also calculate a reaction rate of k =

0.0005 (m3 s−1 mol−1) for the given chemical reaction.

1 Introduction

The combination of microfluidics with spectroscopy and
other detection tools opens avenues to perform in situ
characterization of chemical reactions.1 This offers the
opportunity to obtain a real-time analysis of reactive fluid
media. Microfluidics exhibits advantages such as enhanced
mass and heat transfer, reduced reagent consumption and
advanced fluid control,2,3 while the incorporation of
spectroscopy tools allows researchers to efficiently analyse
chemical reactions.4,5 In recent years, in situ monitoring of
chemical reactions has seen significant advances in obtaining
information regarding kinetic rate orders, rate constants and
reaction mechanisms.6 To obtain the most meaningful

spectra for a reaction within microfluidic devices, high spatial
resolution is needed to distinguish concentration and
composition changes along the channel length. Spectroscopic
techniques such as Raman, FTIR (Fourier Transform Infra-
Red), and synchrotron sourced X-ray spectroscopy possess
sufficient spatial resolution to do so and additionally do not
require laborious labelling to analyse the kinetics of a
chemical reaction.1,7–10 To detect molecular changes, Raman
or FTIR are the spectroscopies of choice as they provide
detailed chemical information about the structure of the
molecules which fluorescence and other labelling techniques
do not.11,12 Raman is a well-known technique for spatially
resolving chemical reactions in a microenvironment for
kinetic studies, however it often suffers from poor sensitivity
and long acquisition times. Raman's complimentary
spectroscopic technique, FTIR on the other hand, has been
quite successful in measuring on-flow chemical reactions,
especially in attenuated total reflection (ATR) mode.1,13

In ATR-FTIR, an evanescent electric field is created at the
primary reflection surface, which decays exponentially with
distance from the sensing interface making it surface
sensitive and far less susceptible to problematic effects
caused by highly absorbing solvents. Integrating microfluidic
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platforms on internal reflection elements (IREs) provides an
attractive technique for in situ chemical reaction monitoring
capabilities.14–19

Lozeman et al.14 and Hassler et al.15 provided examples of
the in situ monitoring capability of microreactors with
integrated ATR-FTIR functionality. In these approaches, a
multi-bounce ATR was used to improve the signal strength.
However, by using a multibounce ATR technique, the systems
lacked temporal characterization as most of the information
obtained was averaged over the entire sensor area. Similar
drawbacks can also be observed for the work of Haas et al.16

where a multi-bounce diamond ATR was used to sample
saliva glucose. Obtaining information regarding reaction
kinetics, rate constants and overall progression of the
chemical reaction with great detail, requires the higher
spatial resolution offered by single bounce ATR.

However, there has been very limited use of a single-
bounce ATR IREs for monitoring chemical kinetics. Sommer
et al.17 reported using a single-bounce ATR crystal to study
solutes in aqueous solutions but the absence of a
continuous-flow microfluidic geometry hampered the
application of in situ reaction monitoring. The same
conclusion can also be drawn from the work of Marcott
et al.18 where ATR-IR was used to investigate different blends
of polyesters.

In this work, we combine the functionalities of a
microfluidic reactor with a single-bounce micromachined
IRE and the high-brilliance of synchrotron sourced IR to
obtain spatially and temporally resolved chemical
information.19 Here, the use of a synchrotron IR radiation
with a variable aperture allows for beam diameters as
small as 50 μm to be focused on individually addressable
sensing areas thereby increasing the spatial resolution of
the device. Adding to this, the microreactor is designed
such that collection of chemical information can be done
along the two in-plane axes of the device, thereby allowing
us to monitor the chemical reaction as time progresses.
With this, we show a unique method to spatiotemporally
characterize a chemical reaction by determining reactant
diffusion coefficients and the reaction rate constant. We
obtain these reaction parameters, by fitting the
numerically simulated results to the experimentally
measured data.

2 Materials and methods
2.1 Microreactor design

The custom designed ATR-integrated microfluidic reactor
used in this work consists of a two layer system. The top layer
made in glass houses the microfluidic channels where the
chemical reaction occurs. ATR-IR sensing is achieved from a
custom-designed micromachined Si IRE which forms the
bottom layer of the microreactor. Fig. 1a and b show a 2D
top view of the microfluidic channel layer and the Si IRE
layer respectively.

2.2 Device fabrication

The fabrication of the complete device was carried out at the
Nanolab, Mesa+ Institute of Nanotechnology, University of
Twente. The two layers of the microreactor device are
fabricated separately initially and subsequently bonded
together and diced to form six chips from one wafer stack.
Fig. 2a and b show the processing steps used for the
fabrication of the microreactor.

For the fabrication of the microfluidic channel layer, a
gold/chromium (Au/Cr) mask was sputtered (TCOathy) on a
clean glass borofloat wafer. The wafer was then primed with
HMDS and coated with Olin Oir 907-17 photoresist. By
employing a UV light source for exposure (EVG 6200), the
channel layer pattern was transferred to the coated
photoresist. The soft mask formed on the photoresist after
development was then transferred to the Au/Cr layer by
etching first the Au layer and then the Cr layer. The hard
mask formed was resistant to HF wet-etching. The
microfluidic channels were therefore only etched in the
unprotected areas of the Au/Cr mask as shown in the wet
etching step in Fig. 2a. For a 25% HF solution, an etching
time of 30 min resulted in a microfluidic channel with a

Fig. 1 Schematic of microreactor employed in this work a) top view of
microreactor displaying reaction channels and cross-section
measurement positions 1, 2 and 3 denoted by P1, P2 and P3. b) Bottom
view of microreactor displaying three 55° etched facets. c) Cross-
section of the device channel. Ignoring Si refraction, the incident and
reflected IR beam is shown. The sample medium (within the channel)
is probed in the attenuated total reflection sampling mode via the
evanescent wave.

Fig. 2 Schematic representation of the fabrication process flow for (a)
microfluidic channel layer in glass and (b) IREs for ATR-IR sensing in
silicon.
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height (h) of 30 μm. Due to the isotropic nature of wet-
etching, a 30 μm under-etch on either side of the channel
was expected. However, as the channel width (w) is 650 μm
such that the w ≫ h, the additional under-etch had negligible
impact on the functionality of the device. Finally, the Au/Cr
mask was dissolved in Au and Cr etchant respectively. The
wafer was subjected to a RCA-2 cleaning procedure to remove
metallic and ionic impurities. Finally, to connect the channel
layer with an external microfluidic set up (syringes, pumps,
etc.), the inlets and outlets were fabricated with powder
blasting.

For the fabrication of the silicon IREs, a silicon-rich
nitride (SiRN) hard mask was used. To form the hard mask,
SiRN was deposited on a Si wafer using low-pressure
chemical vapor deposition. Similar to the microfluidic
channel layer, photolithography was used to transfer the soft
mask pattern to the SiRN layer. Reactive ion etching of SiRN
(Adixen DE) with CHF3 and O2 gases was then performed to
form the hard mask. Next, to form the IRE facets, the SiRN
patterned wafer was subjected to KOH wet-etching at 75 °C.
The anisotropic nature of etching results in the fabrication of
‘V’ grooves which were etched at an angle of 54.7° as shown
under the KOH etching step in Fig. 2b. The wafers were
etched for approximately 7 hours with an etch rate of 1 μm
min−1 for the Si 〈100〉 plane, resulting in a groove depth of
423 μm. Finally, the SiRN mask was removed by etching in
50% HF and the wafer was cleaned with a RCA-2 cleaning
procedure.

Once the microfluidic channel and the IRE layers were
fabricated, the wafers were aligned (EVG 6200), clamped
together and then anodically bonded (EVG 510). In Fig. 1c,
the side view of a IRE/Channel interface can be seen. The
microreactor was designed in such a way that the Si IRE ran
underneath the channel layer in perfect synchronization to
yield the best possible spatial temporal resolution
characteristics. A detailed fabrication process flow for the
microreactor can be found in the ESI† section S1. The
fabrication process flow was adapted from our previous
work.20

2.3 SN2 chemical reaction

In a proof of principle demonstration, the second order
nucleophilic substitution (SN2) reaction of benzyl bromide
(BB) and azide (SA) to form benzyl azide (BA) was studied.
Benzyl bromide (98%) and sodium azide (>99.5%) were
purchased from Sigma-Aldrich. The reactants are readily
dissolved in DMSO (Sigma Aldrich, 99.5%), although the
sodium azide exists in an equilibrium between an ion pair
and freely dissociated ions.21 The chemical reaction is shown
below.

2.4 Synchrotron measurements and ATR-IR data collection

All microreactor measurements were performed at the
horizontal ATR end station19 of the mid-IR beamline facility
at the Canadian Light Source (CLS). Using an angle of

incidence (AOI) of 35°, synchrotron radiation was focused at
the IRE/channel interface with the beam path orthogonal to
the groove direction. An off-axis parabolic (OAP) mirror was
used to focus a 150 μm beam spot onto the sample and the
reflected light was collected with a second OPA mirror which
directed the light towards the detector. The sampling stage's
ability to translate in both the x-axis and the y-axis allowed
access to different positions on the device.

Teflon tubing (1/16 inch ID), flangeless ferrules and
O-rings connect the fluid inlets of the microreactor holder to
the reagent containing syringes (1 mL Gastight Hamilton
syringe). Syringe pumps (New Era Pump Systems, Inc.) were
used to introduce the fluidic system to the microreactor at a
set volume flowrate of 2 μL min−1 and left to stabilize for 15–
20 min prior to beginning measurements. The channel
environment was monitored by collecting a channel cross-
section perpendicular to the direction of flow. Beginning at
the channel boundary, a spectrum spatially averaged over the
150 μm spot size area was collected every 50 μm across the
channel width at three regions of interest as shown in
Fig. 1a. Absorbance spectra were calculated using eqn (1):

Abs ¼ −log Ssample

Sre f

� �
(1)

where, Ssample and Sref are the single beam spectra collected
when the channel is filled with the reactant solutions and
when the channel is filled only with the solvent (DMSO),
respectively.

Spectrometer settings of 512 co-added interferograms, 8
cm−1 resolution, and 40 MHz scanning velocity, were used to
collect measurements of the SN2 reaction. The reactants, 0.5
M SA in DMSO and 0.5 M BB in DMSO, were introduced at
inlets 1 and 2 respectively, to co-flow in the channel at a
combined flowrate of 2 μL min−1. After absorbance spectra
were calculated, characteristic bands for each reactant and
the product were integrated and converted to concentrations
on the basis of calibration measurements (see ESI† section
S2).

2.5 Diffusion coefficient determination

The diffusion coefficients of BB and SA were determined by
co-flowing parallel streams of pure solvent (DMSO) and 0.5 M
solutions of either BB or SA. Spatially resolved ATR-FTIR
cross-sectional spectra were collected at the points of interest
shown in Fig. 1a using the same data collection procedure
detailed above. Integration of characteristic bands at 1230
cm−1 (BB) and 2000 cm−1 (SA) allowed the generation of
experimental concentration profiles shown in Fig. S3.†

2.6 COMSOL simulations

To simulate the mass-transport and chemical reaction in the
custom designed microreactor, numerical simulations were
performed on COMSOL Multiphysics 6.0. For this, a
combination of creeping flow, transport of diluted species
and chemical reaction engineering modules were used.
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The creeping flow study based on Navier–Stokes equation
was used to set the microfluidic parameters. As we operate in
the microfluidic regime with low Reynolds number (Re ≪ 1),
the inertial Stokes term was neglected. In this domain, the
fluid properties and the inlet and outlet of the model were
defined. Since the width of the microfluidic channel (650
μm) is much bigger than its height (30 μm), we use a shallow
channel approximation, effectively reducing this model to a
2D simulation. Mass transport from top to bottom of the
channel occurs within ∼2–3 seconds as seen from eqn (2),
effectively homogenizing any significant concentration
differences along the z-axis quickly, compared to the time-
scales of mass transport along the length or width of the
channel.22–24 In the equation below, t is time, h is the height
of the channel and D is the diffusion coefficient of the
species.

t = h2/2D (2)

At each inlet, a volumetric flowrate boundary condition was
applied. The remaining wall boundaries were set to a no-slip
boundary condition. In the transport of diluted species study,
the concentrations and diffusion coefficients of the species
were defined. In the COMSOL model, two assumptions are
made. First, that the transport of the solutes occurs in a
diluted solvent and second that the transport of solutes is
assumed to be primarily due to diffusion which is governed
by Fick's law. By defining the starting concentration of the
species at inlet 1 (ci = c = 0.5 M) and a concentration c = 0 M
at inlet 2 and 3, the diffusion of the species from the one
edge of the channel to the other edge was modelled. At all
remaining edges, a no flux condition was defined where the
normal diffusive flux is zero. In the chemical reaction
engineering study, a second order, irreversible chemical
reaction and its rate constant was specified. To converge the
model, a suitable mesh distribution with 1200 elements
(exponential growth rate) was applied to the channel walls.
For any remaining areas, a free triangular mesh was used.

To accurately simulate the chemical reaction and extract
information regarding the reaction kinetics, diffusion profiles
and rate constant, the model was modified to yield minimally
errored simulation results while simultaneously also
reducing the computing time. The successful results obtained
from the COMSOL simulations were a result of the
subsequent mentioned techniques.

First, to simplify the geometry of the microreactor, a space
transformation was applied. Fig. 3 shows a schematic
representation of the microfluidic channel layer that was
modelled in COMSOL consisting of two regions: a)
anisotropic regions shown in dark grey and b) isotropic
regions shown in light grey. The space transformation
essentially means that the residence time of flow and
molecules remains equal in the compressed space (along
y-axis) when compared to the real channel size in the
transverse direction (x-axis). Using a compression factor of
40, the channel geometry was designed in such a way that an

anisotropic region of 600 μm length served as a channel
length of 24 000 μm. This means that each anisotropic unit
in the y-axis represented 40 units of 1 unit cell in the
isotropic domain. The fluid and diffusion properties of the
simulated species were adjusted accordingly in the
anisotropic sections. This resulted in reduction in the
degrees of freedom used by the model, thereby reducing the
computational time.

Additionally, in order to simulate the chemical reaction
seen in Scheme 1, three inlets were defined in the COMSOL
geometry. The zoomed inset in Fig. 3 shows the three inlets
used in the simulations. While inlet 1 and 2 are set for the
two reactants, BB and SA respectively, a third inlet with a 5
μm zone is added to avoid computational problems. As very
little amount of product, BA, would have formed at the
channel entrance, an infinitely fine mesh would have been
needed to resolve the steep gradient formed at the BB/SA
interface. By adding inlet 3, set for BA, a gentler gradient is
forced at the start which can be resolved using reduced
computational memory and time. A combination of a fine
mesh with an exponential growth rate parameter aids in the
process of computing the mesh and avoiding errored results.

Fig. 3 Schematic representation of the COMSOL model where
modified settings were applied in the transport of diluted species
model due to a space transformation. Here, the channel geometry
consists of two regions; (1) isotropic regions where the diffusion
coefficient, Dxx = Dyy and velocity field, vy = vy,creeping flow and (2)
anisotropic regions where diffusion coefficient, Dyy = Dxx/40 and
velocity field, vy = vy,creeping flow/40. Bridging between curved isotropic
and straight anisotropic channels are ‘spacer’ regions to avoid fringing
effects.

Scheme 1 Formation of BA from SA and BB at room temperature, in
DMSO.
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The need for this can also be observed from the simulation
image shown in Fig. S5.† The zoomed insets show the use of
this fine mesh to capture not only the steep gradient at the
inlets but also the subtle changes in flow profile at sharp
turns in the geometry.

Lastly, a spacer region was added between the anisotropic
regions and the isotropic curved channel regions as shown in
Fig. 3. It was observed that convection had a small, but
noticeable contribution to the mass transport in the
x-direction due to the presence of the 180° turns in the
channel geometry. As the inner bends have a reduced
channel length as compared to the outer bends, the hydraulic
resistance experienced by the inner bends is much smaller.
This leads to a higher velocity observed for the inner bend as
evidenced from Fig. S5(b).† Transitioning from an anisotropic
region to a curved isotropic region can therefore lead to the
fringing effects, for example skewing of the concentration
profile, which can result in misleading results. The addition
of a suitable sized spacer region helped in avoiding these
errors. In this work, the combination of the space
transformation, 2D channel approximation, addition of a
third inlet to avoid steep concentration gradients and the
usage of spacer transitional regions resulted in the smooth
operation of the COMSOL model both in terms of memory
and computational time.

3 Results and discussion

The main body of the results and discussion is separated into
three sections. First, the design parameters for the
microreactor and synchrotron imaging configuration,
keeping in mind the intended application, are discussed.
Next, the results obtained from the diffusion experiments
using the fabricated microreactor are analysed. Using
COMSOL simulations, a diffusion coefficient is fit for each

reactant. Finally, the experimental results from the SN2
chemical reaction monitoring are discussed and the COMSOL
simulations are used to determine a rate constant by fitting
the simulation data to the experimental results.

3.1 Microfluidic chip design

In order to spatially monitor the chemical reaction and
obtain time-resolved information using ATR-FTIR, a bespoke,
monolithic IRE was designed with three, micromachined
grooves that can be individually addressed using focused IR
sourced from a sufficiently brilliant source such as a
synchrotron. The SEM image of the IRE is shown in Fig. 4b.
A single bounce system offers the advantage of individually
addressing spatially confined locations at the channel/IRE
interface.17 This showcases the capability of our device to
resolve two-dimensional information as each measurement
datapoint can be successfully translated into a x- and
y-coordinate. By combining this functionality with a high
brilliance synchrotron IR source,25 sufficiently small beam
diameters can be used to characterize spatial information of
a chemical reaction in the direction perpendicular to flow
(x-direction). Additionally, displacing the IR beam along the
direction of flow (y-axis) allows one to obtain temporally
resolved information due to the progression of the chemical
reaction along the microreactor. When operated under
steady-state flow conditions, each geometric location
corresponds to a specific time coordinate of the chemical
reaction.

The microfluidic channel layer must therefore be designed
and constructed with excellent spatial registry between the
IRE and the glass microfluidic device. The SEM image of a
part of the channel layer can be found in Fig. 4a. The
meandering shape of the channel layer was chosen to ensure
a maximum residence time of the chemical reaction on a 4.0
cm × 1.585 cm chip. Certain design elements such as the
channel width and height were selected based on the
suitability of the application. A 650 μm channel width
ensured that sufficient datapoints along the perpendicular
direction of flow (x-direction) could be scanned to obtain
chemical information. Additionally, the height of the channel
was selected to be 30 μm for three reasons. First, the channel
layer design with the given dimensions resulted in
operational conditions for the microreactor compatible with
microfluidic equipment available. Secondly, as the probing
depth of the evanescent wave generated at the channel/IRE
interface is only a few micrometers,26 having a substantially
high channel did not result in the procurement of any
additional information. Lastly, having a w ≫ h resulted in a
fully developed flow at the channel/IRE interface.27

In this work, 11 spatially resolved points in cross-section
to the microfluidic channel were used to map the spectral
signatures of the reaction on flow. Having a small beam spot
size is equivalent to obtaining the best spatial resolution
possible. However, this greatly depends on the signal to noise
ratio (SNR) in the IR spectra. The maximum spatial

Fig. 4 (a) Microfluidic channel layer of the device with a zoomed inset
containing the SEM image of the inlet/outlet (b) ATR-IRE layer of the
device with a zoomed inset of the SEM image of the IREs. Scale bar is
300 μm.
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resolution is defined by the Airy principle and the diffraction
limit of light used.28 For mid-IR wavelengths imaged on a
silicon device with a refractive index of 3.4, a theoretical
resolution of 1–5 μm should be achievable. However, this is
often limited by the optical configuration in use. In our set
up, the light from the synchrotron is focused to a point and
then passed through an aperture to obtain only the brightest
and least nosiest part of the synchrotron beam. With a 1×
magnification and an aperture size of 150 μm, the defined
beam spot size used in this work is therefore 150 μm. A beam
spot size of ∼70 μm has been used in previous work,19

however in this work, we decided to work with a beam spot
size of ∼150 μm due to the low SNR for BB.

3.2 Determination of diffusion coefficients

The diffusion of a chemical species can be characterized by
observing its transport in a solvent under steady-state flow
conditions.29 A low Reynolds number (Re = 6.08 × 10−4 in this
work) contributes to a poor mixing performance typically
observed for many microfluidic reactors.30–34 However, in our
case it ensures that a gradual diffusion of the species across
the channel width can be easily observed and analysed by co-
flowing the species dissolved in a solvent on one side and
the pure solvent on the other. If no additional forces such as
migration or electric field are applied, it can be assumed that
the transport of the species is purely due to diffusive flux.27,29

By fitting a COMSOL model to the experimentally measured
diffusion profiles, a diffusion coefficient can be estimated for
the species of interest. Here, the method is applied to

determine the diffusion coefficient of BB and SA. Fig. 5a
depicts the concentration profile obtained for a molecule
diffusing from left to right in the channel, with a diffusion
coefficient of 0.44 × 10−9 m2 s−1. It is worth mentioning that
in the simulations, the conditions are set to replicate the
experimental diffusion experiments where for example BB (or
SA) in DMSO is flowed from inlet 1 and pure DMSO from
inlet 2.

The method of determining the diffusion coefficient is
two-fold. First, various diffusion coefficients are simulated
and their profiles are extracted from a converged simulation
model. Next, an error analysis is performed where the data
points for the simulated diffusion profile are compared to
that of experimentally measured results. Based on the sum of
square of residuals, the value resulting in the least error is
chosen. The error analysis is performed using the following
equation:

SSres ¼
X
i

yi − f i
� �2 (3)

where yi is the experimental value and fi is the simulated
value for datapoint i.

To determine the diffusion coefficient of BB and SA,
experimental data sets were collected at three positions (p1,
p2 and p3 as shown in Fig. 1 on the chip). The same
locations are then used to extract the simulated diffusion
profiles from the COMSOL model. Using eqn (3), the
diffusion coefficient with the best fit was determined for each
position. The best-fit D values obtained at each of the three
positions were then pooled and used to calculate an overall

Fig. 5 (a) 2D concentration flux (mol m−3) for SA modelled in COMSOL with diffusion coefficient, D = 0.44 × 10−9 m2 s−1. (b) Numerically simulated
(dashed lines) diffusion coefficients for experimentally measured (circles) diffusion profiles of BB (top) and SA (bottom) with diffusion coefficients D
= 0.367 ± 0.115 × 10−9 m2 s−1 and D = 1.17 ± 0.723 × 10−9 m2 s−1 for BB and SA, respectively. The shaded orange area indicates one standard
deviation from the determined diffusion coefficients.
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average diffusion coefficient and its standard deviation. This
approach yields a diffusion coefficient of 0.367 ± 0.115 × 10−9

m2 s−1 and 1.17 ± 0.723 × 10−9 m2 s−1 for BB and SA
respectively. Concentration profiles derived from the best fit
diffusion coefficients with one standard deviation for BB and
SA can be found in Fig. 5b for position 1 (BB) and position
p3 (SA). Results for other positions can be found in Fig. S6.†

Zhou et al. reported a diffusion coefficient of 0.81 × 10−9

m2 s−1 for BB in DMF.35 It can be understood from the
Stokes–Einstein relation as shown in eqn (4) that the
diffusion coefficient of a solute of particle size, a, present in
a liquid solvent is influenced by the dynamic viscosity (η) of
the solvent and the temperature (T).29

D = kBT/(6πaη) (4)

At room temperature, a dynamic viscosity of 0.80 cP results
in a diffusion coefficient of 0.81 × 10−9 m2 s−1 for BB in DMF.

However, by changing the viscosity to 2.0 cP for DMSO, the
diffusion coefficient of BB in DMSO can be calculated as
0.324 × 10−9 m2 s−1 (ref. 36) which is quite close to the value
estimated from experimentally fitted datasets. Similarly,
estimated from the work of Schwarz et al.37 and McClelland
et al.38 a diffusion coefficient for SA can be calculated as
0.829 × 10−9 m2 s−1 which is comparable to the value
obtained herein after accounting for differences in solvent
viscosity. Discrepancies between diffusion coefficients
reported here and those previously reported may be caused
by is the fact that the experimentally determined
concentrations are averaged over the 150 μm beam spot.
With the above results however, we demonstrate the
effectiveness of our microreactor to determine the diffusion
coefficients of the interested species. Since BA is a product
that is formed during the chemical reaction, measuring its
individual diffusion in a solvent experimentally would have
been difficult. Given the similarity in the molecular structure

Fig. 6 (a) IR spectra for the chemical reaction in Scheme 1 at position p1 at x = 75 μm (blue), 225 μm (yellow) and 425 μm (orange). Characteristic
peaks for BB, SA and BA can be detected at 1230 cm−1, 2000 cm−1 and 2100 cm−1 respectively. (b) Experimentally measured (circles) and simulated
(dashed lines) concentration profiles for BB (blue), SA (yellow) and BA (orange) for positions p1, p2 and p3 on the microreactor. Parameters used in
simulations include: DBB = 0.367 ± 0.115 × 10− m2 s−1, DSA = 1.17 ± 0.723 × 10− m2 s−1 DBA = 0.367 ± 0.115 × 10− m2 s−1 and k = 0.0005 (m3 mol−1

s−1). (c) 2D surface concentration flux (mol m−3) for BA simulated with the parameters used in (b).
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of BB and BA, a diffusion coefficient of 0.367 ± 0.115 × 10−9

m2 s−1 was also estimated for BA and used in further
simulations.

3.3 Determination of rate constant

The fundamental parameter that defines the kinetics of a
chemical reaction is the rate constant and knowledge of this
constant is a design parameter in process engineering. To
determine the rate constant by data-fitting, the
concentrations of the reactants, BB and SA, and the
product, BA are experimentally determined from operando
ATR-FTIR micro-spectroscopy measurements and then fitted
to simulated concentration profiles. Fig. 6a shows a plot of
the IR spectra recorded at three coordinates (x = 75 μm, x =
225 μm and x = 425 μm) for position p1. The peak at 1230
cm−1 arises from the C–CH2 stretching mode in C6H5CH2–

Br,39 whereas the strong absorption feature at 2000 cm−1 is
the NNN asymmetric stretching mode of the azide
reactant.40 We note that when DMSO is used as a solvent,
the azide forms a rapidly exchanging equilibrium between
the fully solvated anion and a solvated contact ion-pair.21

The asymmetric stretch of the free anion is centred at 2000
cm−1 whereas the same vibration for the contact ion pair is
blue-shifted to 2024 cm−1. Formation of BA, benzyl azide,
shifts the N3 asymmetric band frequency to 2100 cm−1. The
small peaks that appear at 1920 and 1950 cm−1 likely arise
from changes in the atmospheric concentration of water
vapour. At the time of these measurements, the hATR end
station at the CLS was not under a purged atmosphere and
the bending mode of gas-phase water has extensive ro-
vibrational structure that extends weakly into this spectral
window. The 1230 cm−1 band is strongest at x = 75 μm,
which is closest to the edge of the channel for inlet 1. As
one moves towards x = 425 μm, the 1230 cm−1 peak
intensity decreases. The opposite trend is observed for SA
which is expected given that SA is introduced from inlet 2.
Although the residence time is relatively short at position
p1, Fig. 6a clearly shows the characteristic peak of benzyl
azide41,42 at 2100 cm−1 and confirms that product formation
has taken place.43 The BA peak is found to be the highest
at x = 225 μm, i.e. near the centre of the channel (x = 325
μm) where maximum overlap of the concentration profiles
of the two reactants occurs.

In order to simulate the concentration profiles, diffusion
coefficients determined in the previous section were used
along with an additional chemical reaction engineering
module. Here, an irreversible chemical reaction C1 + C2 →

C3, based on the mass actional law, was defined. Considering
the irreversible reaction shown in Scheme 1, the reaction rate
for this well-known bimolecular reaction is:

r = k2[BB][SA] (5)

Here, k2 denotes the forward rate constant. In the COMSOL
model, C1 is BB, C2 is SA and C3 is BA.

Fig. 6b reveals how the SN2 chemical reaction proceeds
overtime by mapping the reaction at positions p1, p2 and p3
at a flowrate of 2 μL min−1. The dashed lines represent the
simulated concentration profiles while the solid circles
represent the experimentally measured concentrations. In the
graphs, BB is shown in blue, SA in yellow and BA in orange.
It has been highlighted before that laminar flow in a
microfluidic regime results in a low mixing efficiency of the
reactants.31 This is supported by the results shown for p1
where the BB and SA concentrations have only decreased
slightly (∼0.4 M) and very minimal BA formation has taken
place in the centre of the channel. The same reaction if
observed in a benchtop experiment would proceed at an
accelerated rate, making it difficult to experimentally
measure the different reactants and products. In the
microreactor, as the reaction progresses, at positions p2 and
p3, a further reduction in the concentrations for BB and SA
can be seen. The concentration of each reactant is influenced
by its own diffusion coefficient and the overall rate of the
reaction, the impact of which will be discussed later in detail.
It is also interesting to see that the increase in the formation
of BA seems to plateau as the reaction progresses. This can
be evidenced from the change in the bell-curve concentration
profile of BA at position p1 to a flatter concentration profile
at position p3. As the rate of the bimolecular reaction is
directly proportional to the product of the local
concentrations of the two reactants, product formation is
confined, at early time times, to the interface between the co-
flowing streams. Increasing residence time leads to greater
extent of the diffusional overlap, hence increased relative
reactivity at distances offset from the channel. This,
combined with the fact that BA generated at the centre of the
channel initially diffuses toward the channel extremities,
leads to an overall flattening of the BA concentration profile.

The rate constant, k (m3 s−1 mol−1), of a chemical reaction
influences the concentration of the product formed in the
microfluidic device which can be evidenced from the
concentration profiles obtained by simulating mass transport
using various rate constants. For example, for a rate constant
of k = 0.001 (m3 s−1 mol−1), the simulations revealed a lower
concentration of BA formed as compared to the
experimentally measured BA concentration (Fig. S8†). This
would mean that the chosen rate constant makes the
reaction progress slower than it actually does. This can also
be observed from the individual simulated concentration
profiles of BB and SA as they deviate further away from the
experimental datasets as the reaction proceeds with time.
Given that the SN2 reaction follows a second order reaction
rate, the concentration of the species scales inversely with
the rate constant. Therefore, reducing the rate constant
would result in better fitting results. Similar to the approach
used to determine the diffusion coefficients, different values
of the rate constant were simulated and the simulated
concentration profiles are compared to the experimentally
measured datasets. The simulated rate constants include k =
−0.001, 0.0075, 0.0005 and 0.00025 (m3 s−1 mol−1). Based on
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the error analysis (see section 3.2), the rate constant resulting
in the lowest error was k = −0.0005 (m3 s−1 mol−1) is finalized
for the given chemical reaction. The results can be found in
Fig. 6b. It is worth mentioning that the concentration profile
of the product formed is also influenced by the individual
diffusion coefficients of the reactants. In the SN2 chemical
reaction used in this work, SA has a higher diffusion
coefficient than BB which means that it diffuses faster across
a channel when compared to BB. This would naturally result
in the concentration profile of BA to have a left shift (towards
channel edge of inlet 1) which can also be observed in the 2D
top view of the simulated concentration profile in Fig. 6c.
Specifically focusing on the “U” turn connecting channel 2
and 3, the higher concentration of BA recorded at the right
side of the channel confirms this observation. With the given
set of simulation and experimental data fitting, we show the
applicability of our microreactor to determine the rate
constant of the chosen SN2 chemical reaction.

Conclusions

In this work, we demonstrate the use of an ATR-integrated
microreactor for the in situ spatiotemporal characterization
of a chemical reaction. Our in-house custom designed and
fabricated microreactor combines the functionality of
microfluidics with a single-bounce IR sensing mechanism to
obtain individually addressable spatially resolved coordinates
for reaction monitoring. To showcase the usability of the
device as a proof of concept, a SN2 chemical reaction is
monitored on the microreactor. Experimentally measured IR
spectra with a high brilliance synchrotron radiation source
are collected at three different locations on the microreactor
from which concentration profiles of both reactants and
products are determined. Keeping in mind the two goals of
this work, we first showcase the ability to characterize a
chemical reaction spatially by obtaining concentration
profiles of the reactants and products at various coordinates
along the direction of flow in the microreactor. Second, we
demonstrate a remarkable combination of numerical
simulations and experimental measurements to temporally
resolve the chemical reaction by determining diffusion
coefficients and reaction rate constants. With the aid of
COMSOL simulations, we assess the performance of the
microreactor by matching the simulated and experimental
results to obtain the best fitted parameters for the chemical
reaction. We successfully show the impressive capabilities of
the device to not only monitor the progress of a chemical
reaction but also potentially be applied to many other
chemical engineering applications. A few examples could
include observing structural changes in reactants and
products during a chemical reaction and monitoring the
presence of intermediate products to confirm proposed
reaction mechanisms. We note that the versatility of this first
iteration of this approach was somewhat limited by the fact
that absorbing gases, CO2 and H2O were not removed from
the measurement environment in these studies. Without a

stable atmosphere surrounding the microreactor, gas-phase
water and CO2 bands give rise to spectral interference
over a broad portion of the mid-IR spectral range.
Additionally, the focus of the light is highest at the centre
of the channel position and translation of the beam spot
transverse to the channel's long axis degrades the spectral
quality at the channel edges. We have already added a
purge environment and are currently developing new chip
capabilities that provide rapid mixing of the reactants,
thus eliminating the need to measure at off-centred
positions. These two accommodations are expected to
greatly improve the S/N and will enhance the versatility of
the approach.
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