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Reservoir computing (RC), as a brain-inspired neuromorphic computing algorithm, is capable of fast and
energy-efficient temporal data analysis and prediction. Hardware implementation of RC systems can sig-
nificantly reduce the computing time and energy, but it is hindered by current physical devices. Recently,
dynamic memristors have proved to be promising for hardware implementation of such systems, benefit-
ing from their fast and low-energy switching, nonlinear dynamics, and short-term memory behavior. In
this work, we review striking results that leverage dynamic memristors to enhance the data processing
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abilities of RC systems based on resistive switching devices and magnetoresistive devices. The critical
characteristic parameters of memristors affecting the performance of RC systems, such as reservoir size
and decay time, are identified and discussed. Finally, we summarize the challenges this field faces in

rsc.li/nanoscale reliable and accurate task processing, and forecast the future directions of RC systems.

1. Introduction

Artificial neural networks (ANNs) inspired by the biological
brain have been proved to be a highly efficient computing
paradigm for complex information processing, such as pattern
recognition, object detection, and natural language
processing.’™ An ANN is composed of highly interconnected
processing units or nodes called artificial neurons, where the
junction between two neurons is referred to as an artificial
synapse. According to the information flowing direction of the
network, ANNs are classified into feedforward neural networks
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(FNNs) and recurrent neural networks (RNNs).** FNNs allow
signals to travel one way only from the input to the output,
while RNNs have one or more cyclic (feedback) connections
where the outputs of the network can be fed back into itself.
As a result, sequential inputs can be encoded into the non-
linear dynamics of the network in RNNs, enabling RNNs to be
good at dealing with temporal or sequential information.®
However, RNNs are usually difficult to be trained, which
struggles with complex long-timescale nonlinear dynamics
because of exploding gradient and vanishing gradient pro-
blems in cyclic connections.

For addressing this deficiency, a variation framework of
RNNs called reservoir computing (RC) is proposed to tackle
complex temporal or sequential tasks.” A typical RC system
(Fig. 1a) is comprised of three main parts: the input, the reser-
voir, and the output. The input layer acts as the interface
between the real-world information and the reservoir network.
In the input layer, a preprocessing procedure is usually
required to convert external information from the real world,
such as images and speech signals, into temporal input
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signals. These input signals are then fed into the reservoir
layer via fixed weight connections. The reservoir layer com-
prises a network of randomly interconnected nodes, enabling
the input signals to be nonlinearly projected into a high-
dimensional state space. In the high-dimensional space, the
input signals that are hard to be separated in the low-dimen-
sional space would become linearly separable due to the
increased differentiation of features.® In the reservoir network,
only the node states connecting the reservoir layer and the
output layer are required to be read out through linear
weighted sums for recognition. As a result, the reservoir itself
does not need to be trained and only the output connections
with linear weights does, which makes the training process
simple, fast, and energy-efficient, compared with other RNNs.?

Software-based RC systems have been used to solve tem-
poral information analysis and prediction tasks, such as hand-
written digit recognitions, speech recognitions, waveform
classification, and chaotic system forecasting.”'® Despite the
advances in software-based RC systems, hardware implemen-
tation in RC algorithms is much more attractive due to its
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Fig. 1 (a) Schematic of a RC system. The dynamic reservoir shows a randomly fixed neuron connection network. Only the readout weights are
trained to the target function. (b) Nonlinear current—voltage characteristics of a general memristor. (c) The short-term memory and nonlinearity be-
havior of a dynamic memristor used for hardware implementation of the RC system. (d) Schematic illustration of the dynamic RSM structure in the
On-state and Off-state. (e) Schematic illustration of the magnetic-tunneling MSM structure.

290 | Nanoscale, 2022, 14, 289-298

This journal is © The Royal Society of Chemistry 2022


https://doi.org/10.1039/d1nr06680c

Published on 02 N’ wendzamhala 2021. Downloaded on 2025-10-16 23:06:57.

Nanoscale

advantages in computing speed and energy consumption.
Several materials and physical devices, such as atomic switch
devices,""™® self-organized nanostructured networks,'*™"”
dynamic  memristors,'®'®  spintronic  oscillators,
photonics,?®™* or field-programmable gate arrays,®***” have
been used for the physical implementation of RC systems.
Among them, the memristor-based approach has made exten-
sive progress in recent years, benefiting from inherent non-
linear resistive switching behaviors of memristors and ease of
integration capabilities.'**® However, the key requirements of
physical memristors for the fast and highly efficient RC and
main challenges of memristor-based RC systems are still unad-
dressed. Therefore, it is highly urgent to review the state-of-
the-art memristor-based RC systems.

In this mini-review, we summarized recent progress in
dynamic memristor-based RC systems in the last three years,
including electrically resistive switching memory (RSM) type-
and magnetoresistive switching memory (MSM) type-RC
systems. The operation principles, characteristics, require-
ments, and challenges for each class are discussed in detail.
Finally, the article is concluded with our perspectives on mem-
ristor-based RC systems.

20-22

2. Memristor-based RC systems
2.1 Operational principle of memristor-based RC systems

A physical device that could serve for the hardware implemen-
tation of RC systems requires two essential properties: short-
term memory and nonlinear dynamics. The short-term
memory behavior of the device under electrical stimuli allows
the nonlinear increase and decay of electrical characteristics
within short timescales from nanoseconds to milliseconds.
The fast nonlinear and fading dynamics of the device can non-
linearly transform a time-series signal into a new, random
high-dimensional feature space.

Dynamic physical memristors can exhibit both short-term
memory and nonlinear characteristics that are highly desired
for the implementation of physical reservoir networks (Fig. 1b
and c¢). A memristor is a nonlinear two-terminal electrically
resistive switching device, whose conductance can be pro-
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grammed (resistor function) by external electrical bias and
subsequently remains stored (memory function).>**° Although
the stored information is expected to be non-volatile for ideal
memristors, researchers have found that more and more physi-
cal memristors exhibit short-term memory behaviors since the
programmed conductance state of these memristors has a
limited retention time ranging from nanoseconds to several
hours.?”*? The short-term memory behavior allows memris-
tors to perform critical computational functions of the reser-
voir layer.*® Specifically, when a sequential stimulus is an
input, the dynamic memristor exhibits a transient response by
temporary conductance changes and then rapidly and nonli-
nearly decays to its initial state based on spontaneous physical
effects (Fig. 2). These response states are read out by linear
output weights which are trained using traditional machine-
learning algorithms for predictions. Broadly, all recognizable
physical variables of dynamic memristors, such as ions and
magnetic domain wall motion, can be regarded as the node
response states in the reservoirs. The physical variables with
short-term memory and nonlinear decay characteristics can be
used to implement the specific nonlinear transformations of
the input information for computation.

Meanwhile, memristors can be fabricated using standard
microelectronic processes and materials, allowing a high-
density nanoscale integration. Such memristor arrays show
potential to be dramatically smaller than comparable comp-
lementary metal oxide-semiconductor (CMOS) or other inte-
grated devices with the same functionality.***® Therefore,
these advantages make them ideal candidates for the physical
implementation of RC systems.

So far, hardware implementation of RC systems with RSM
and MSM has been reported. The RSM device has short-term
memory and nonlinear properties due to the spontaneous
diffusion process of cations and anions (Fig. 1d), while the
MSM device possesses short-term memory and nonlinear
characteristics originating from magnetoresistive effects
(Fig. 1€).?® In the following chapters, we review recent progress
on physical RC systems based on RSM and MSM devices.
Several parameters that play key roles in the performance of
RC systems, such as the reservoir size and time constant, are
discussed in detail.
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Fig. 2 Schematic of an information processing flow chart using a dynamic memristor-based RC system, consisting of the preprocessing of input
signals, the memristor response, the collection of node states, readout, and the final output.
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Fig. 3 A physical RC system with a RSM-based reservoir network. (a) DC voltage sweeps of a WO,-based RSM. Upper inset: SEM image of a 32 x 32
RSM array. Bottom inset: schematic of the WO,-based RSM structure. (b) Response of a typical WO, RSM to a pulse stream with different time inter-
vals between pulses. Inset: image of the RSM array wired-bonded to a chip. (c) Schematic of the RC system consisting of 5 RSM devices. (d) The
process flow of a handwritten digit recognition using a RSM-based RC system. (e) False color confusion matrix showing the experimentally obtained
classification results from the RC system vs. the desired outputs. (f) Solving a second-order nonlinear dynamic task by using a RSM-based RC
system. Reproduced with permission from ref. 19. Copyright 2017, Nature Publishing Group.

2.2 RSM-based RC systems

Biomimetic synaptic short-term plasticity (STP) behavior is
pivotal for RSM devices to be used in RC systems.’’*® The
state of an RSM device depends on not only the currently
applied stimuli, but also its previous state. Specifically, when
an electrical pulse is applied, the conductance state of the
RSM will be increased due to the formation of nanoscale con-
ductive filaments containing oxygen vacancies or metallic par-
ticles (such as Ag and Cu). When the electrical bias is
removed, these oxygen vacancies or metallic particles would
gradually redistribute to the initial steady state due to the
effect of spontaneous recombination/diffusion, resulting in a
nonlinear dynamic conductance decay.>***?%%® As a result, if
several successive pulses with short intervals are applied, the
conductance state will gradually increase, whereas if there are
long time intervals between consecutive pulses, the conduc-
tance will decay to its initial state (Fig. 3b).

A RC system has been built by using a 32 x 32 WO,-based
RSM array incorporating oxygen vacancy drift, and diffusion
effects (Fig. 3a)." The WO,based RC system was experi-
mentally implemented for image and handwritten classifi-
cation tasks with a recognition accuracy of 88.1% (Fig. 3c-e).
In addition to the classification tasks, the hardware RC system
can perform complex system forecasting. A second-order non-
linear dynamic task with an implicit and hidden functional
relationship was solved by this RC system, achieving a small
normalized mean squared error of 3.61 x 10~ (Fig. 3f).

The reservoir size is critical to RC systems. However, the
number of effective reservoir node states for current RSM-
based RC systems is usually limited due to the irrational

292 | Nanoscale, 2022, 14, 289-298

device parameter sets, which restricts the dimensionality of
the reservoir space, resulting in low prediction accuracy. For
example, for a spoken-digit recognition task, continuous
sound waveforms are firstly required to be transformed into
input streams with 40 time steps (Fig. 4a).*" However, the tem-
poral information of the early part of the input stream is not
conveyed in the final responses due to the lack of effective
nodes in the long time interval. As a consequence, the loss of
information will lead to poor classification results.

A general virtual node approach is proposed to solve this
problem, which aims to increase the effective reservoir size for
better mapping of the input features.>® Specifically, the whole
input sequence is divided into n equal intervals, and the
virtual node state at the end of each interval is recorded
(Fig. 4b). This method effectively creates n virtual nodes from a
single device, resulting in a higher recognition accuracy of
99.2% than the previous 88.1%.'° The same equal-time-step
recording strategy was also adopted in another RSM-based RC
system to increase the number of virtual nodes and efficiently
analyze neural activity signals in real time.*?

Another widely used virtual node method is to utilize a
dynamical system comprising a nonlinear node subjected to
delayed feedback (Fig. 4c).>*® In contrast to the direct connec-
tion between the input and the reservoir layer of the conven-
tional reservoir networks, the input information in a delayed
feedback approach goes through the nonlinear nodes that
perform the transformation and then propagates through a
delayed-feedback line to the corresponding virtual nodes. A
mask process with time multiplexing is applied to generate
virtual nodes in the time domain.*® Specifically, the input
signal is multiplied by a mask matrix and then converted into

This journal is © The Royal Society of Chemistry 2022
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Fig. 4 The virtual node approaches to expand the reservoir size of RSM-based RC systems. (a) Spoken-digit recognition task implementation.
Digitized spike trains converted from the cochleagram. (b) Virtual nodes collected at the end of each equal interval. Reproduced with permission
from ref. 41. Copyright 2019, Nature Publishing Group. (c) Schematic of the dynamic RSM-based RC system by the delayed-feedback virtual node
approach. (d) Schematic of a dynamic RSM-based parallel RC system, where the mask sequences are different for every single RSM RC unit. (e) 2D
display of the predicted results where the M and V..« are 4 and 2.5V, respectively. (f) The prediction error varies with the two test parameters M
(1-100) and Vyax (2.0-3.0 V). Reproduced with permission from ref. 43. Copyright 2021, Nature Publishing Group. (g) Training and forecasting
results obtained experimentally from the RSM-based RC system. Reproduced with permission from ref. 41. Copyright 2019, Nature Publishing
Group. (h) Optical micrograph of the 128 x 64 1T1R crossbar with the probe card landed. (i) Schematic of the diffusive RSM-based dynamic reservoir
for classifying MNIST-based temporal sequences. Reproduced with permission from ref. 18. Copyright 2019, Wiley-VCH Verlag GmbH & Co. KGaA.

a strain of voltage pulses through a signal generation system.
Every frame of the input signal can generate a pulse stream
with total pulse length and width. To further improve the
system performance, several single RSM-based reservoirs were
connected in parallel to build a large parallel RC system to
increase the reservoir size (Fig. 4d). Typical tasks, including
waveform classification, spoken-digit recognition and Hénon
map prediction, were used to verify the temporal signal proces-
sing capability of the RC system with virtual nodes, showing
higher recognition accuracies and lower error rates than their
previous scenarios (Fig. 4e and f).

This journal is © The Royal Society of Chemistry 2022

Meanwhile, another credible alternative to increase the
reservoir node states is to fully take advantage of the device-to-
device variations, where the reservoir state can be represented
by the collected states of all devices.** As an example, the pre-
diction of a chaotic system is challenging due to the positive
Lyapunov exponent in chaotic systems, which leads to an expo-
nential growth of separation of close trajectories. As a result,
even small errors in prediction can quickly lead to divergence
of the prediction from the ground truth.*' To address this
problem, 20 RSM devices with relatively large variations were
used to expand the effective reservoir size of the RC system

Nanoscale, 2022, 14, 289-298 | 293
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through a nonlinear coupling of collective device states.
Meanwhile, 50 virtual nodes were obtained from each memris-
tor device with the same time step. After training, the autono-
mously generated output of the RC system matches well with
the ground truth, revealing stable and accurate forecasting of
the chaotic system (Fig. 4g).

In general, time constant 7, representing the decay behavior
of conductance states over time, is also an important para-
meter to evaluate the performance of RC systems. A small time
constant can reduce the time interval of the node state acqui-
sition between adjacent patterns, thus speeding up the com-
puting speed. However, most RSM devices have long decay
time constants of tens or even hundreds of milliseconds
(Table 1). For example, the time constant 7 values of the WO,-
and CsPbl;-based devices are about 50 ms and 39.1 ms,
respectively.'®*?> To improve the computing efficiency, volatile
RSM devices have been developed by varying material
compositions.”>™” For instance, Ag particles were doped into a
SiO, functional layer to fabricate a diffusive RSM device, which
exhibits a small time constant (z < 5 ms).'® Furthermore, a
MNIST handwritten digit classification was achieved by
employing diffusive RSM devices as reservoirs and a drift RSM-
based 1T1R (one transistor and one memristor) array as the
output layer, enabling the in situ learning of an RC system
(Fig. 4h and i).

Notably, self-organized resistive switching networks of
nanomaterials have been developed for physical RC systems,
which show great merit of easy fabrication."*'* For example, a
self-organized polymer-coated silver nanowire network was
recently constructed as the physical reservoir network for
achieving image classification and time-series prediction
tasks.'* Unlike the CMOS-based memristor crossbar arrays, the
response of this physical reservoir network is represented by
the conductivity map consisting of ionic motion at each junc-
tion of self-assembled nanowire networks. Benefitting from
the intrinsic disorder of self-organized nanomaterials, the
physical RC system demonstrates a high-density of devices

Table 1 Comparison of different memristors to RC systems
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with a low cost of device fabrication. This work provides a
good example of using the short-term and nonlinear dynamics
of nanomaterials for advanced brain-inspired computing.

2.3 MSM-based RC systems

MSM can also possess both short-term memory and nonlinear
characteristics, which serve as another promising candidate
for physical reservoir networks.>"***° These magnetic memris-
tors with nonlinear resistance responses have been achieved
by using magnetic skyrmion materials. The magnetic sky-
rmion is a topologically nontrivial spin texture with a quan-
tized topological number, which is promising for spintronic
applications because of its mobility driven by ultralow currents
and room temperature stability.”’ Benefitting from the non-
linear characteristics that originate from magnetization-depen-
dent magnetoresistive effects, a magnetic skyrmion can accu-
rately feature the reservoir node states.

A Pt/Co bilayer system has been proposed to create current-
driven skyrmion motion dynamics for reservoir networks.*'
This skyrmion-based MSM device encodes the temporal infor-
mation through spin-torque driven skyrmion motion.
Skyrmions can be stabilized by interfacial Dzyaloshinskii-
Moriya interactions and further nucleated and manipulated by
current-induced spin torques in heavy metal/ferromagnetic
systems (Fig. 5a).>>">° Here, a skyrmion is firstly created which
then moves nonuniformly with a strong dependence on its
current position, which is due to the nonlinear repulsive force
on the skyrmion from the nonuniform dipole field and
current-induced spin torques (Fig. 5b and c).*! In addition,
MSM devices possess high-speed information processing
ability due to the nanosecond-scale response (<10 ns). A hand-
written recognition task was used to illustrate the performance
of the MSM-based RC system (Fig. 5d). After the training using
a gradient descent method, an optimized recognition accuracy
of 87.6% is achieved (Fig. 5e).

Overall, MSM devices have several advantages for the physi-
cal implementation of RC systems. Firstly, the size of sky-

Number of memristors Recognition
Devices for RC systems (unit) Time constant ¢ Tasks ratio
(Pd/Au)/WO,/W (ref. 19) 88 RSM 50 ms Handwritten digit 88.1%
recognition
(Pd/Au)/WO,/W (ref. 41) 50 RSM 50 ms Spoken-digit recognition  99.2%
Ti/(TiO,/TaO,)/Pt (ref. 43) Single RSM 400 ps Spoken-digit recognition  99.6%
Ag/CsPbl;/Ag (ref. 42) Single RSM 39.1 +24.8 ms Neural activity analysis —
Pd/(SiO,/Ag)/(Pt/Ti); Pd/Ta,0Os/Ta (ref. 18) 110 diffusive RSM; 110 x 10 <5 ms Handwritten digit 83%
1T1R array recognition
FTO/n-type crystalline molecular Single RSM <400 ms Neuromorphic —
semiconductor/Cu (ref. 48) applications
Pt/Co bilayer system (ref. 21) Single skyrmion MSM <5 ns Handwritten digit 87.6%
recognition
FeB/MgO/CoFeB (ref. 22) Single STNO 500 ns Spoken-digit recognition  95.7%-—
99.8%
(Cr/Au)/SnS/(Cr/Au) (ref. 49) 5 paralleled RSM Electrical stimuli: Korean sentence 91%
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>10 ms
Optical stimuli: >3 s

recognition
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Fig. 5 Demonstration of MSM-based RC systems, including the magnetic skyrmion memristor-based RC system and the STNO-based RC system.
(a) Schematic of the structure of an MSM consisting of the dumbbell shape ferromagnetic Pt/Co bilayer. (b) The position x (left axis) of the skyrmion
under the square current pulse stimulation (right axis). (c) Time dependent position x at current / varying between 15 pA and 29 pA in 2 pA steps. (d)
Process flow diagram of handwritten digit recognition using an MSM-based RC system. (e) Pseudocolor mapping of the recognition accuracy rates.
(f) Schematic of the STNO experimental set-up for the RC system. Reproduced with permission from ref. 21. Copyright 2019, AIP Publishing LLC. (g)
Input V;, and measured microwave voltage V. emitted by the oscillator as a function of time. (h) Spoken-digit recognition process and the reco-
gnition rates. Reproduced with permission from ref. 22. Copyright 2017, Nature Publishing Group.

rmions is quite small with an average skyrmion diameter of
about 10 nm, enabling a high-density reservoir network.
Secondly, the power consumption of skyrmion devices is rela-
tively low because of the efficient coupling between currents
and skyrmions. Thirdly, skyrmion systems affected by electric
and magnetic fields have complex diversity to enrich the reser-
voir nodal states.>® Despite obvious advantages, several aspects
of MSM devices still need to be improved. The necessity of a
high signal-to-noise ratio for efficient reservoir computing is a
general guideline, which is also applied to magnetic spintro-
nics. Since spintronic devices can be as small as a few nano-
meters, nanoscale devices tend to be noisy and lack the stabi-
lity for data processing. Hence, it is necessary to investigate
the stability of devices by tuning the material properties, elec-
tric and magnetic field parameters, etc. Meanwhile, since the
skyrmion needs to relax back to its initial state to work prop-
erly upon switching off the voltage inputs, more complex
dynamic characteristics such as STP behavior have not been
developed in skyrmion systems. Moreover, although the
current skyrmion memristors have been achieved by software
simulation, the physical implementation of magnetoresistive
memristor-based RC systems still remains a challenge.
Noteworthily, another class of spintronic devices, called
spin-torque nano-oscillators (STNOs), also exhibit good poten-
tial for RC systems,*>*>>%°% and are different from magnetore-

This journal is © The Royal Society of Chemistry 2022

sistive memristors. The STNO devices based on spin-transfer
torques associated with a net spin current can generate a
steady-state microwave oscillation in response to a DC electri-
cal current (Fig. 5f and g). The complex nonlinear dynamics
and short-term memory of STNOs are attributed to the syn-
chronization effect of neighbouring oscillators caused by mag-
netic precession.>® STNO-based RC systems have also demon-
strated good performance in dealing with time-series tasks,
such as second-order nonlinear systems and spoken-digit reco-
gnition (Fig. 5h).>%*?

3. Perspectives

RC systems have shown their superior strength in tackling
temporal classification, regression, and forecasting tasks with
low computational training costs and the fading gradient
problem. Physical reservoirs have been demonstrated by using
different dynamic memristors including RSM, MSM, and
derived STNO. Nevertheless, current memristor-based RC
systems are still in their infancy, particularly for the reservoir
layer determined by the dynamic nonlinear behavior of mem-
ristors. The challenges and perspectives in the aspect of the
constituent parts of RC systems are further discussed as
follows.
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3.1. The input layer

The input layer serves as a bridge between the real-world infor-
mation and the reservoir network. However, current memris-
tor-based RC systems only involve processing relatively simple
computing tasks because of diversity-deficient temporal
inputs, which are far away from complex task requirements.
The tight integration of sensing, computing, and other func-
tions that biological systems exhibit to adapt to dynamic
environments has served as an inspiration for intelligent
systems.®*®® Inspired by the multifunctionality of biological
systems, the fusion of multimodal sensing and emerging com-
puting paradigm can significantly expand the RC system’s
interpretation and learning of various surrounding temporal
sequence information.®*®® Several studies have revealed that
the fusion of information from several modalities can signifi-
cantly improve the RC performance compared to a single
modality.**°®"°® In the future, we expect a tight integration of
materials science, microelectronics, computer science, and
other relevant disciplines to make critical advances in multi-
modal response sensors, memristors, or other emerging
devices to widen the application fields of RC systems.

The preprocessing of raw input signals is an essential prere-
quisite for memristor-based RC systems. The raw inputs are
encoded into sequential voltage or current inputs to trigger the
nonlinear transient responses of memristor-based physical
reservoirs. There are two common approaches for preproces-
sing the raw inputs, namely binary matrix conversion and
time-multiplexing.®>® The purpose of these two methods is to
maximize the network dimensionality of the reservoir network
so that the reservoir can collect more information to dis-
tinguish the input feature effectively. In the future, researchers
might devote much effort to realizing the goal of sufficient
reservoir size for the high accuracy of RC systems.

3.2. Reservoir networks

The size of the reservoirs plays an important role in the data
processing of the RC system. In essence, most existing research
works are aimed at enriching the reservoir node states to
increase the reservoir size, including the aspects of both
device design and system architecture.

As for the device design, a straightforward approach is to
build up large-scale memristor arrays to expand the size of the
reservoir that can work independently and in parallel to
process the spatiotemporal data. Although the fabrication of a
large-scale memristor array is not a big issue due to its easy
processing, the device variability prevents us from simul-
taneously utilizing all memristor devices in the array for RC
implementation. An exciting lead is to implement large-scale
arrays, in which the device-to-device variability is regarded as a
merit.*! However, cycle-to-cycle variations of individual devices
are detrimental to RC systems due to the error source caused
by cyclic variations during temporal data processing. The
cycle-to-cycle variations of a memristor device will be a long-
standing issue. Reducing the stochastic variation of a single
device by advanced materials, structures and mechanisms will
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hold the primary status to improve the robustness of RC
systems in the future. In addition, using interconnected
devices to construct complex nonlinear interactions can
further expand the width and depth of the reservoirs. However,
the efficient interconnection of nanodevices is a substantial
difficulty in the large-scale integrated array.

As for the system architecture, the virtual node method
based on the delayed feedback approach has been proved to be
valid to spatially map temporal information, because it can
efficiently simplify the network architectures and achieve good
computing performance.®?*® In addition to time-multiplexing,
new preprocessing approaches corresponding to the virtual
nodes should be developed in the future. Developing deep RC
systems with deep layered architectures is also an effective
method to increase the richness of the dynamic reservoirs at
multiple time-scales.®® Such an approach shows the advantages
of increasing the short-term memory capacity of RC models.

3.3. The output layer

The output layer conducts the interpretation of high-dimen-
sional mapping and final classification. In this layer, the
readout function is mainly trained to adjust the connection
weights by the existing machine learning algorithms, such as
linear regression. Developing new adaptive algorithms for the
training of the output layer will be necessary to expand the
application scope of RC systems.

4. Conclusion

The past few years have witnessed tremendous efforts in physi-
cal RC systems due to their advantage in processing temporal
information tasks. This mini-review discussed the state-of-art
progress in the physical implementation of RC systems based
on dynamic memristors, including RSM and MSM devices.
Representative research results were reviewed and discussed,
including material compositions, device structures, data pro-
cessing, and applications. Meanwhile, several critical para-
meters of memristor-based RC systems, such as nonlinearity,
short-term memory, reservoir size, and decay time, were also
discussed. Finally, the challenges and directions of future
research were outlined. We firmly believe that the interdisci-
plinary collaborative effort from the areas of materials, micro-
electronics, biology, and computer science would open new
avenues for the application of hardware RC systems.
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