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Computing of neuromorphic materials: an
emerging approach for bioengineering solutions
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The potential of neuromorphic computing to bring about revolutionary advancements in multiple

disciplines, such as artificial intelligence (AI), robotics, neurology, and cognitive science, is well

recognised. This paper presents a comprehensive survey of current advancements in the use of machine

learning techniques for the logical development of neuromorphic materials for engineering solutions.

The amalgamation of neuromorphic technology and material design possesses the potential to

fundamentally revolutionise the procedure of material exploration, optimise material architectures at the

atomic or molecular level, foster self-adaptive materials, augment energy efficiency, and enhance the

efficacy of brain–machine interfaces (BMIs). Consequently, it has the potential to bring about a paradigm

shift in various sectors and generate innovative prospects within the fields of material science and

engineering. The objective of this study is to advance the field of artificial intelligence (AI) by creating

hardware for neural networks that is energy-efficient. Additionally, the research attempts to improve

neuron models, learning algorithms, and learning rules. The ultimate goal is to bring about a

transformative impact on AI and better the overall efficiency of computer systems.

1. Introduction

The human brain’s ideas and architecture are used as models in
the developing field of neuromorphic computing, which aims to
create highly specialized and efficient computing systems.

An overview of the major milestones and advances in
neuromorphic computing and intelligent computing discovery
can be seen in (Fig. 1). This has allowed for the development of
powerful artificial intelligence (AI) systems that can process
large amounts of data quickly and accurately. The very term
‘‘neuromorphic’’ was coined by Carver Mead in the late 1980s.
Neuromorphic computing has the potential to revolutionize the
way AI systems are designed and utilized.1–3 It has already been

used in a variety of applications, from medical diagnostics to
autonomous vehicles.

The neural networks of the human brain are mimicked by
these systems, also referred to as neuromorphic computers. By
drawing on the brain’s capacity for parallel information proces-
sing, handling complex patterns, and environment adaptation,
neuromorphic computers seek to get around some of the
drawbacks of conventional computing systems.4 For pattern
recognition, sensory processing, and cognitive computing
tasks, it uses specialized hardware and software implementa-
tions. Artificial neural networks, which are computational
models that imitate the activity of organic neurons, are one of
the main components of neuromorphic computers.6,7 These
networks are made up of interconnected ‘‘neurons,’’ or nodes,
that process and send data using electrical signals. Neuro-
morphic systems can accomplish high-performance computing
using less energy than traditional von Neumann computers by
emulating the parallel processing and connectivity of brain
networks. Artificial intelligence, robotics, neurology, and cog-
nitive science are a few of the domains that neuromorphic
computing has the potential to change.8–11 Researchers and
engineers may create more effective and intelligent systems to
process and comprehend complicated data patterns, learn from
experience, and adapt to new conditions by utilizing the cap-
ability of neuromorphic computers. Although neuromorphic
computing exhibits enormous promise, it is still a developing
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area, and actual applications for neuromorphic computers are
still in the planning stages.12–15

There is still hope for major developments in this field due to
continuous research and advancements. Major breakthroughs in
neuromorphic computing could revolutionize the way that com-
puters are used and could open up possibilities for new and
innovative applications. The potential for this technology is
immense, and its development could have a profound effect on
the computing industry. As seen in (Fig. 2), neuromorphic compu-
ters differ from conventional computing designs in numerous key
operational ways. Here are some significant points of distinction.16

Traditionally, one action at a time is carried out by
traditional computers as process information sequentially. In

contrast, neuromorphic computers are built to make use of
parallelism and are motivated by the brain’s capacity to handle
several inputs at once. Complex tasks with imprecisely defined
conditions and noisy input data can be processed more quickly
and effectively using neuromorphic architectures since they
can run calculations in parallel across numerous nodes or
neurons.17–20 In order to mimic the behavior of artificial neural
networks, which are made up of interconnected nodes (neurons),
neuromorphic computers were created. Emulation enables neu-
romorphic computers to carry out more effectively tasks like
pattern recognition, machine learning, and cognitive computing.
Traditional computers, on the other hand, employ a more general-
ized architecture that is not tailored to these activities.21–23
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To solve this problem, energy-efficient neuromorphic computer
architectures were designed. These make use of the idea of
spiking neural networks, in which calculations are based on the
transmission of electrical spikes that resemble the firing of
brain neurons. Compared to typical computing designs, which
frequently use more energy for sequential processing and data
movement, this method can dramatically minimize the amount
of energy used. The ability to change their internal connections
in response to experience or training makes neuromorphic

computers excellent at adaptive learning. The system can learn
from data and adapt to changing situations thanks to a
property known as plasticity. Traditional computers do not
have the natural adaptability and plasticity of neuromorphic
systems, despite being capable of learning through software
algorithms.24–26 Real-time integration and processing of sen-
sory data is a strong suit for neuromorphic computers. Rapid
sensory input processing is essential for decision-making in
applications like robotics, where this capability is very useful.
To accomplish a similar level of real-time sensory integration
on traditional computers, more hardware and complicated
algorithms are frequently needed. It is crucial to remember
that while neuromorphic computing has several benefits, it is
not meant to completely replace conventional computing archi-
tectures. It is better suited for certain tasks that benefit from
parallelism, pattern recognition, and real-time adaptability,
and it does not replace conventional computing methods;
rather, it augments them. A more diverse and potent computer
ecosystem may be possible by combining the two computing
paradigms. By combining the strengths of both neuromorphic
and conventional computing, it is possible to create powerful
and efficient computing architectures. This could have a sig-
nificant impact on the development of AI and machine learning
applications that are more powerful and faster than ever
before.27–29

In neuromorphic computing, most research is focused on
the hardware systems, devices, and materials mentioned above.
However, to fully utilize neuromorphic computers in the future,
to exploit their unique computational characteristics, and to
drive their hardware design, neuromorphic algorithms and
applications must be utilized. Therefore, it is necessary to study
and develop neuromorphic algorithms and applications that

Fig. 1 Intelligent computing discovery and advancement timeline.1–5
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can be used to optimize the hardware design and maximize the
use of neuromorphic computers, taking into account the unique
computational characteristics of neuromorphic computers.
Electronics, telecommunications, and computing all use analog
and digital signal representation or processing techniques,
which are two distinct types. Here is a quick description of each
idea.30–33 Continuous signals or data that fluctuate smoothly and
indefinitely over time or place are referred to as analog. In analog
systems, physical quantities like voltage, current, or sound waves
are used to represent information. Analog signals can take on
any value within a continuous range, which distinguishes them
from digital signals.34 An analog clock with moving hands, for
instance, depicts time passing constantly as the hands move
across the dial. Contrarily, the term ‘‘digital’’ describes discrete
signals or data that are represented using a limited number of
symbols or values. A series of 0 s and 1 s, commonly referred to
as bits, are used in digital systems to represent information in
binary form. Digital tools like computers can manipulate and
process these bits. Digital signals are discrete in nature and have
values that can only exist at certain levels. For instance, a digital
clock uses incrementally changing digits to show the current
time. The way information is expressed and processed is where
analog and digital differ most.35–37 Digital signals are discrete
and have a finite number of values, but analog signals are
continuous and can theoretically have an endless number of
values. Advantages of digital signals include improved precision,
resistance to noise, and the capacity to store and analyze
significant volumes of data. However, there are still a lot of
applications for analog signals, particularly in fields like audio
and video where maintaining the continuity of the signal is
crucial for accurate reproduction. Analog signals are also used for
control systems, where a real-time response is required. It is
proposed in this work that all types of hardware implementations –
digital, mixed analog-digital, and analog – are neuromorphic,
but here we restrict our attention to spiking neuromorphic
computers, i.e. those that implement spike-based neural

networks. While analog systems are more efficient in some
tasks, digital systems are more reliable and easier to scale.38–40

Digital systems can also be more easily modified, allowing for
more customizability. Overall, the choice between analog and
digital systems depends on the nature of the task and the
desired goals.

Biomaterials are substances that have been developed to
interact with living tissues and organs and other biological
systems. They are suitable for use in biomedical applications
because they have certain qualities. Some of the essential traits
of biomaterials are depicted in (Fig. 3). Biocompatible materials
are those that do not have negative effects or are hazardous
when they come into contact with live tissues. They should not
provoke an inflammatory response of the immune system.
Bioactive qualities can be found in biomaterials, which means
they can interact with biological systems and encourage parti-
cular cellular responses. Bioactive substances, for instance, can
promote cell adhesion, proliferation, and differentiation. The
mechanical characteristics of the tissues or organs where
biomaterials are implanted should match those of the bio-
materials themselves.41–44 This guarantees compatibility and
lessens strain on the tissues in the area.

Biomaterials may need to deteriorate gradually over time
depending on the use. Degradable biomaterials can be made to
degrade gradually, enabling the body to progressively absorb
them or regenerate tissue. For interactions with cells and
tissues, biomaterials’ surface characteristics are essential. Sur-
face alterations can regulate interactions such as protein bind-
ing and cell adhesion. As shown in Fig. 4 a type of electronic
device called biomaterial-based ultra-flexible artificial synaptic
device imitates the operation of organic synapses present in the
human brain. Biomaterials, which are substances that interact
with biological systems in a functional and compatible way,
are used in the construction of these devices.46 Replicating
the synaptic connections between neurons in the brain in
biomaterial-based ultra-flexible artificial synaptic devices is

Fig. 2 Von Neumann architecture vs. neuromorphic architecture.
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their main objective to enable them to carry out functions
including learning, memory, and information processing.47

Typical components of these devices include flexible sub-
strates, conductive substances, and synaptic elements. There
are many benefits of using biomaterials in these devices. First,
they can interact with biological systems without harming them
or being rejected, biomaterials are biocompatible. This is
crucial for creating technological innovations that can easily
meld with organic tissues, including the brain. Second, bio-
materials may display characteristics that are similar to those
of the brain’s actual synaptic connections.51–53 For instance,
some biomaterials can modify electrical signals and enhance
ion transport, replicating the actions of real synapses. Addi-
tionally, because of their extreme flexibility, which enables
them to adapt to irregular surfaces and move with mechanical
deformations, these devices are useful in areas where standard

rigid electronics would be ineffective or harmful.54–57 Although
this field of study is still in its early stages, engineers and
scientists are working hard to create ultra-flexible artificial
synaptic devices based on biomaterials.58,59 By enabling effective
and biocompatible brain-inspired computing systems, these
gadgets have the potential to transform such areas as neuro-
morphic computing, brain–machine interfaces, and artificial
intelligence. These devices could also revolutionize healthcare
by providing an efficient platform for drug delivery and perso-
nalized treatments.60,61 In addition, they could be used to restore
motor, sensory, and cognitive function in patients with neuro-
logical diseases.

2. Integration of neuromorphic
computing with material design

The amalgamation of neuromorphic computing and material
design has the capacity to fundamentally transform the process
of material development, resulting in the creation of innovative
materials that exhibit improved characteristics and perfor-
mance. Neuromorphic computing, drawing inspiration from
the structural organisation of the human brain, facilitates the
effective and adaptable processing of information.62 As shown in
(Fig. 5) the qualities and performance of the generated materials
are affected by neuromorphic computing and material design.

When integrated with material design, it has the potential
to influence materials in several manners. The utilisation of
neuromorphic computing has the potential to greatly enhance
the efficiency of material discovery by expediting the process.
The utilisation of simulation and prediction techniques
enables the estimation of material properties by leveraging
existing data, hence mitigating the necessity for significant
experimental investigations.63 The utilisation of neuromorphic
algorithms enables the optimisation of material structures at

Fig. 3 Overview of memristors with biomaterials for biorealistic
features.45

Fig. 4 Biomaterial-based artificial synaptic devices with ultraflexibility: (a) ultraflexible organic synaptic transistors based on dextran;48–50 (b) organic
synaptic transistors based on pectin from apples.
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the atomic or molecular scale. This phenomenon has the
potential to facilitate the development of materials possessing
customised characteristics, such as enhanced strength, conduc-
tivity, or thermal stability. Self-learning materials refer to educa-
tional resources that are designed to facilitate independent
learning. These materials are typically created to enable indivi-
duals to acquire knowledge. Materials that are integrated with
neuromorphic computing can dynamically adjust and respond to
varying environmental conditions.64 Organisms possess the abil-
ity to acquire knowledge from their surroundings and modify
their characteristics, accordingly, rendering them remarkably
versatile and receptive. Energy efficiency is a notable characteristic
of neuromorphic systems, and this attribute can be utilised to
develop materials that exhibit enhanced energy efficiency. For
instance, the advancements discussed can have advantageous
implications for smart energy storage and conversion materials.
Sensors and actuators can be effectively implemented using
materials engineered with neuromorphic computing capabilities,
enabling them to exhibit exceptional sensitivity and responsive-
ness.65 These entities possess the ability to perceive and react to
alterations in their surroundings or external stimuli, rendering
them highly advantageous in domains such as robotics and health-
care. The integration of neuromorphic computing with materials
has the potential to enhance the development of brain–machine
interfaces (BMIs). The functionality of these interfaces is contingent
upon the utilisation of biocompatible materials that effectively
engage with neural impulses, hence facilitating a seamless exchange
of information between the brain and external equipment.66

2.1. Enhanced material characterization

The utilisation of neuromorphic approaches has the potential
to increase the processes involved in material characterization,

hence facilitating a more comprehensive understanding and
predictive capability about the behaviour of materials across
varying situations. The utilisation of materials including neu-
romorphic computation holds potential for application in drug
discovery and delivery systems. Drug release profiles can be
adjusted, resulting in enhanced efficacy and focused therapeu-
tic interventions. The integration of neuromorphic computing
into materials enables the monitoring of their health and
integrity.67 These systems can identify instances of damage or
deterioration, commence the necessary repair procedures, or
alert users of maintenance requirements. The utilisation of
neuromorphic techniques holds promise in the advancement
of biocompatible materials for medical implants, as well as the
development of materials that emulate biological systems for
diverse applications.68 The utilisation of neuromorphic com-
puting has the potential to expedite the exploration and devel-
opment of quantum materials possessing distinctive electrical
characteristics that are of utmost importance in the fields of
quantum computing and advanced electronics. In general, the
amalgamation of neuromorphic computing and material
design exhibits potential in the development of materials that
possess not only significant optimisation but also adaptability,
energy efficiency, and the ability to react to dynamic
circumstances.69 The adoption of an interdisciplinary approach
has the potential to revolutionise multiple industries and create
novel opportunities in the fields of material science and
engineering. These materials have the potential to be inte-
grated into existing devices and systems, allowing for more
efficient and adaptive operations. Furthermore, the interdisci-
plinary approach is likely to open new areas of research and
collaboration, leading to further advancements in technology.

3. Overview of neuromorphic
algorithms

Artificial neural networks that imitate the structure and opera-
tion of the human brain are called neuromorphic artificial
neural networks (ANNs). The phrase ‘‘neuromorphic’’ describes
the design approach of replicating the structure and computa-
tional principles of the human brain. Neuromorphic artificial
neural networks (ANNs) are built to operate on specialized
hardware known as neuromorphic chips or processors, as
opposed to ordinary artificial neural networks which are
normally implemented on conventional computing systems.
These chips utilize the parallelism and low power consumption
characteristics found in biological neural networks to effec-
tively process neural network computations. Spiking neural
network models, which use discrete spikes or pulses of activity
to represent and transfer information, are frequently used in
neuromorphic ANNs. Traditional artificial neural networks use
continuous activation levels in contrast to this. Spiking neural
networks (SNN) result in various advantages including event-
driven computing, effective temporal information encoding,
and increased energy efficiency. These are thought to be more
physiologically realistic. An emerging area of research called

Fig. 5 Material design and neuromorphic computing change the proper-
ties and performance of the materials.
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‘‘neuromorphic computing’’ intends to create hardware and
software architectures for computers that are modeled after the
structure and operation of the human brain.

The word ‘‘neuromorphic’’ is a combination of ‘‘neuro,’’
which refers to the brain and nervous system, and ‘‘morphic,’’
which denotes the imitation or resemblance of a particular
form or structure. In Table 1, biological neural networks, ANNs,
and SNNs are contrasted. ANNs are composed of multiple
layers of interconnected neurons. SNNs imitate the behavior
of neurons in the brain using spikes of electrical signals to

represent data. Both types of networks are used in machine
learning for pattern recognition and data analysis. As shown in
Fig. 6, biological neurons, ANNs, and SNNs differ from each
other. Biological neurons are processing units in the brain,
ANNs are artificial neurons that simulate the functions of
biological neurons, and SNNs are a type of ANN that mimics
the behavior of biological neurons using spiking signals.

Biological neurons are connected by synapses and commu-
nicate by exchanging electrical signals. In contrast, ANNs
are connected by weighted connections and communicate by

Table 1 Comparison of the characteristics of ANNs, SNNs, and biological neural networks

S. no. Properties Biological NNs SNNs ANNs

1 Representation of information Spikes Spikes Scalars
2 Learning model Neural plasticity Plasticity BP
3 Platform Brain Neuromorphic VLSI VLSI

Fig. 6 Analysis of the biological neuron, ANN, and SNN.70
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exchanging numerical values. SNNs communicate by exchan-
ging spike trains, which more closely resemble the behavior of
biological neurons. These systems’ specialized hardware and
built-in algorithms allow them to carry out tasks like pattern
recognition, sensory processing, and learning very effectively
and in parallel.71–74 Algorithms for neuromorphic computers
have been developed using a variety of strategies, as shown
in Fig. 7.

Neuromorphic computing systems are becoming increasingly
popular due to their ability to quickly process large amounts of
data and perform tasks that traditional computers may not be
able to do as easily. These systems also have the potential to
significantly reduce energy consumption in the future. Spiking
neural networks are a type of artificial neural network that
simulates both the timing and behavior of individual neurons.
It can benefit from the hardware’s event-driven design, making it
well-suited for neuromorphic computing. The firing rates and
synaptic weights of the neurons are calculated by SNN algo-
rithms to carry out operations like classification, grouping, and
prediction. Plasticity mechanisms modeled after biological
synapses are frequently included in neuromorphic computers,
enabling them to adjust to and learn from the input data.75–78

The synaptic weights between neurons are modified by algo-
rithms based on Hebbian learning, spike-timing-dependent
plasticity (STDP), or other biologically inspired learning rules.
These algorithms give the system the ability to self-organize,
discover patterns, and enhance its functionality over time. The
event-driven processing strategy used by neuromorphic comput-
ing is one of its fundamental characteristics. The system
responds to events or changes in the input rather than proces-
sing data continuously.

To effectively manage incoming spikes or events and propa-
gate them through the network, triggering the necessary com-
putations and reactions, algorithms are devised. Spike
encoding and decoding methods are essential because neuro-
morphic computers frequently work on spiking brain activity.79–81

The time and intensity of spikes are represented by spike trains,
which are created by spike encoding methods from continuous
data. Spike decoding algorithms, on the other hand, evaluate the
spiking activity produced by the system to extract significant
information or produce suitable outputs. Vision and sensory
processing tasks are particularly well suited for neuromorphic
computers.

To extract features and make sense of the input, hierarchical
processing is a common component of the algorithms used for
these applications. These algorithms make it possible to recog-
nize objects, detect motion, and identify gestures. It is crucial to
remember that research in the subject of neuromorphic com-
puting is still ongoing, and new techniques and algorithms are
constantly being created. The examples show some typical
methods, but researchers may also investigate creative algo-
rithms and modifications.83–85 This research is pushing the
boundaries of what is possible and is revolutionizing the way
we interact with machines. It has the potential to unlock new
capabilities and applications that were previously impossible.
As technology continues to evolve, it will create exciting new
opportunities for exploration and development. A simplified
schematic illustration demonstrating how biological nocicep-
tors detect an external stimulus and send the signal to the brain
via the spinal cord is illustrated in (Fig. 8). The illustration
starts with an external stimulus operating on a particular bodily
part, such as heat, pressure, or chemicals.86 Specialized sensory
nerve endings called nociceptors are present throughout the
body. They are in charge of recognizing and reacting to unplea-
sant or potentially dangerous stimuli.

The nociceptors in the afflicted area are activated when the
external stimuli reach a specific threshold value. On their
membrane, these nociceptors have particular receptors that
react to various stimuli. The nociceptors produce electrical
signals in the form of action potentials after they are engaged.
An electrical impulse that travels along nerve fibers in an all-or-
nothing fashion is known as an action potential. The action
potential is produced by nociceptors, a type of sensory neuron,
and it moves down their nerve fibers. These neurons have
lengthy extensions called axons that can travel great distances
to convey electrical messages. As the nociceptors enter the
spinal cord, their axons converge and form bundles. Within
the vertebral column, the spinal cord is a long, cylindrical
substance. The nociceptors’ axons join other neurons inside
the spinal cord to form synapses. Electrical signals are changed
into chemical messages at synapses.87–89 The presynaptic term-
inals of sensory neurons release neurotransmitters, which then
bind to receptors on the postsynaptic neurons. The ascending
spinal cord pathways receive the nociceptive signal via synaptic
transmission. Higher brain areas, in particular the thalamus and
somatosensory cortex, receive the signal via these pathways,
which is where pain perception and interpretation take place.Fig. 7 Neuromorphic computer approach algorithms.
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The transmitted signal is processed and interpreted by the brain
once it gets there, which causes the impression of pain or
discomfort. This knowledge is combined with other sensory
and cognitive inputs by the brain to produce the proper response
or behavioral output. It is crucial to remember that the many
mechanisms involved in nociception and pain perception are
simplified in this schematic picture. The real mechanisms are
more complex and entail interacting with different neuronal
types, neurotransmitters, and areas of the brain.90–93 This is why
it is so important to research the neurobiological basis of pain
and to develop therapies to target these underlying mechanisms.
Additionally, research into the complex relationship between the
mind and body can further help us to understand the subjective
experience of pain.

3.1. Hardware acceleration for neural network

The use of specialized hardware and architectures created to
speed up the execution of neural network algorithms is known
as hardware acceleration for neural networks. The perfor-
mance, effectiveness, and scalability of neural network calcula-
tions as opposed to general-purpose computing platforms like
CPUs or GPUs are all goals of these hardware solutions. There
are various kinds of hardware accelerators frequently utilized
for neural networks, as depicted in (Fig. 9). These hardware
accelerators can be designed to optimize a variety of tasks,
from training and inference to data processing and feature
extraction. It has the potential to drastically reduce the compu-
tational cost of neural networks, making them more accessible
and efficient. GPUs have been routinely utilized to accelerate
neural networks. GPUs are excellent at parallel processing and
can execute large-scale matrix operations, which are essential for
neural network computations.94–97 GPUs were initially created
for producing visuals. GPU support in deep learning frameworks
like TensorFlow and PyTorch enables neural network models
to make use of GPU acceleration. Reconfigurable integrated cir-
cuits, or FPGAs, can be made to do particular computations. It has
the benefit of versatility, enabling hardware architects to create
designs specifically suited to neural network algorithms. When
properly optimized, FPGAs can deliver exceptional performance
and energy efficiency for particular neural network models.98–101

ASICs are specially designed chips created for a specific use.
By enhancing the hardware architecture for neural network
operations, ASICs are created for neural network acceleration
to offer great performance and energy efficiency. Although ASICs
can improve performance noticeably, lack FPGAs’ versatility.
TPUs are specialized ASICs created by Google to accelerate
neural network computations. TPUs are built to manage the
demands of deep learning workloads and excel at executing
matrix operations. This hardware is excellent for training and
inference activities in neural networks being optimized for high

Fig. 8 Diagram of biological nociceptors that detect external stimuli in (a). An action potential is transmitted from the spinal cord to the brain when the
biological signal produced by painful stimuli is greater than the threshold value. Additionally, after extensive skin damage, the nociceptors lose their ability to send
signals and their ability to perceive pain. The skin eventually turns necrotic, peels off, decomposes, and vanishes on its own. (b) Realization of biodegradable and
biocompatible nociceptive emulators. (c) In order to mimic the skin necrosis’s breakdown, the artificial nociceptors that did not work disintegrate in DI water.82

Fig. 9 Types of hardware for acceleration of neural network devices.
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throughput and energy efficiency.102,103 The architecture of the
brain served as inspiration for the invention of neuromorphic
chips, which mimic the actions of neurons and synapses.

These specialized processors imitate the massively parallel
and energy-efficient processing found in the brain to speed up
neural network computations. Neuromorphic chips, which are
still in the research and development stage, have the potential
to produce extremely effective and brain-inspired computing.
The particular neural network model, performance needs, power
considerations, and cost considerations are only a few of the
variables that influence the choice of hardware accelerator. It is
important to note that these accelerators are not mutually exclusive
and that different parts of neural network computation, such as
training and inference, can be optimized by combining them in a
system.104–106 The design of the system is also important as it can
affect performance, power consumption, and cost. It is important
to consider the trade-offs between the different options before
making a decision. Ultimately, the best hardware accelerator for a
given task will depend on the specific neural network model and
the desired performance.107 The performance metrics and applic-
ability of different models, applications, and hardware generations
can exhibit variability. According to the data shown in Table 2, a
comparative analysis is conducted. The appropriateness of each
accelerator is contingent upon various criteria, including the
architecture of the neural network, the size of the model, the
distinction between training and inference, and the specific
environment in which the deployment takes place.108 Furthermore,
the hardware environment is constantly changing, as newer itera-
tions of accelerators emerge, providing enhanced levels of perfor-
mance and efficiency. When making specific deployment
decisions, it is crucial to evaluate these criteria in conjunction with
the hardware features to ascertain the most appropriate accelerator
for a certain application.109

In addition, seeking information from up-to-date documen-
tation and analysing benchmarking results provided by hard-
ware makers can offer a more accurate and detailed
understanding of the present status of these technologies.

3.2. Design and optimization methodologies for neural network

Numerous approaches are used in the design and optimization of
neural networks with the goal of enhancing their functionality,

effectiveness, and generalization potential. Here are a few typical
methods, as seen in (Fig. 10). Each of these approaches is
intended to improve the performance of the neural network in
some way.

The number and layout of layers, the different types
of neurons, and the connectivity patterns all fall under the
category of a neural network’s architecture. Convolutional,
recurrent, or attention layers, as well as the number of layers
and hyperparameters like the number of neurons or filters,
must be chosen in order to design an effective architecture.
To improve the architecture design, strategies like transfer
learning and network pruning can be used. For effective learning,
a neural network’s weights must be initialized. The initial weights
can be set using a variety of techniques, including random
initialization. Faster convergence during training is encouraged
by proper weight initialization, which helps prevent problems like
vanishing or exploding gradients.123–125 The neural network
models are given non-linearities via activation functions, which
enables them to learn intricate patterns. Sigmoid, tanh, ReLU
(rectified linear unit), and its derivatives such as Leaky ReLU and
ELU (exponential linear unit), are examples of common activation
functions. The ability of the network to model complicated
relationships and steer clear of problems like the ‘‘vanishing
gradient’’ problem can be impacted by selecting the proper
activation function. Regularization techniques help neural net-
works become more generic by preventing overfitting. Techniques
like dropout, batch normalization, L1 and L2 regularization
(weight decay), and others can be used. Regularization enhances
performance on unobserved data, reduces noise during training,
and controls model complexity. During training, optimization
methods are crucial in updating the weights of the network.
While Adam, RMSprop, and AdaGrad offer advances in conver-
gence time and managing complex loss landscapes, Stochastic
Gradient Descent (SGD) is a widely used technique. During the
optimization process, these algorithms strike a balance between
the exploration and exploitation trade-offs. Different hyperpara-
meters in neural networks, such as learning rate, batch size, and
regularization strength, have a big impact on how well they
perform.126–128 To obtain the optimum performance, hyperpara-
meter tuning entails systematically looking for the finest possible
combination of hyperparameters. To efficiently scour the

Table 2 Comparative analysis of hardware accelerator

Hardware accelerator Performance metrics Energy efficiency Ideal application scenarios

GPU High throughput Moderate to high Deep learning training and inference110

Parallel processing Varied based on load Complex, large-scale neural networks111

Wide ecosystem, mature support Suitable for data centers General-purpose deep learning tasks112

FPGA Low-latency, reprogrammable High Customizable neural networks113

Efficient for specific tasks Varied based on design Edge devices, IoT, real-time processing114

High hardware flexibility Energy-efficient custom designs Prototyping and research115

ASIC Extremely efficient Very high Specific, well-defined tasks116

High throughput Typically, fixed design Inference acceleration, dedicated AI chips117

Minimal power consumption Consumer electronics, embedded systems118

TPU High throughput Very high Large-scale deep learning inference119

Customized for neural networks Energy-efficient data centers Google cloud AI, tensor flow applications120

Neuromorphic chip Low power consumption Extremely high Brain-inspired computing, spiking networks121

Event-driven processing Ultra-low Neuromorphic research, cognitive computing122
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hyperparameter space, methods like grid search, random search,
or Bayesian optimization can be applied.

By performing random data transformations like rotations,
translations, or flips to the input data, data augmentation
techniques improve the amount and diversity of the training
dataset. By exposing the neural network to a larger variety of
variations and lowering the likelihood of overfitting, data
augmentation aids in the neural network’s ability to
generalize.130–132 Transfer learning bootstraps the training of
new models on smaller or related datasets by using pre-trained
models on big datasets. Transfer learning can drastically save
training time and boost neural network performance by trans-
ferring knowledge from the pre-trained model, especially when
training data is few. To produce predictions, model ensembling
mixes many neural network models. By utilizing various models
and their complementing capabilities, it aids in increasing the
robustness and generalization of the predictions. Prediction
averages, model stacking, or the use of bagging and boosting
are other assembling strategies. In a neural network, quantization
reduces the precision of the weights and activations, which results
in less memory consumption and faster computations. Pruning
strategies find and eliminate unused links or neurons in a
network, shrinking the size of the model and speeding up
inference without significantly sacrificing performance. These
approaches can be mixed and customized according to the
particular needs and limitations of the neural network application
because they are not mutually exclusive.133–135 The optimum
design and optimization procedures for a particular neural net-
work task are usually determined through empirical evaluation,
iteration, and experimentation. This allows for a wide variety of
neural network designs and architectures, enabling developers to
choose the best approach for their particular application. Differ-
ent activation functions can also be used to improve the perfor-
mance of the network and to ensure that the network can learn
complex patterns.136 Finally, regularization methods can be used
to reduce overfitting and improve generalization. The electrical
transmission of a neuronal impulse and the release of neuro-
transmitters into the synaptic cleft are depicted in (Fig. 11).

The presynaptic neuron, which transmits the electrical
signal or impulse, is shown first in the diagram. It is made
up of a cell body, dendrites (which take input from neighboring
neurons), and axons (which send output to neighboring neu-
rons). Having the ability to act when an input signal or stimulus
hits a threshold, the presynaptic neuron produces an action
potential, a quick change in electrical potential.129 This elec-
trical signal moves toward the synaptic terminal along the axon.
The synaptic terminal, also known as the axon terminal, is a
specialized structure that lies at the end of the axon of the
presynaptic neuron. Neurotransmitter-filled synaptic vesicles
can be found in this terminal. A sequence of events is started
when the action potential reaches the synaptic terminal. Neuro-
transmitters are released into the synaptic cleft as a result of
these events, which cause synaptic vesicles and the presynaptic
membrane to fuse. The presynaptic and postsynaptic neurons
are separated by a little region called the synaptic cleft. It
divides the two neurons and blocks their direct electrical
communication. Small dots in the diagram indicate the
released neurotransmitters as they diffuse over the synaptic
cleft. It travels from one side of the synaptic membrane to the
other. The released neurotransmitters can bind to particular
receptors on the postsynaptic neuron’s membrane. These
receptors are made to identify and respond to particular
neurotransmitter molecules.137–139 When neurotransmitters
attach to postsynaptic receptors, the postsynaptic neuron
undergoes several chemical and electrical changes. The post-
synaptic neuron can be excited or inhibited by this activation,
depending on the neurotransmitter and receptor types. A
postsynaptic potential is produced when neurotransmitters
bind to postsynaptic receptors. The postsynaptic neuron may
either depolarize (excitatory) or hyperpolarize (inhibitory) in
response to this potential. The postsynaptic neuron will pro-
duce its electrical signal if the postsynaptic potential meets the
threshold for an action potential. The neuronal impulse will
then continue to be sent as this signal travels through the
postsynaptic neuron’s axon. It is crucial to highlight that the
details of neurotransmitter release, receptor binding, and

Fig. 10 Commonly used approaches for optimization.
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signal transmission are not included in this simplified repre-
sentation of synaptic transmission.140–142 Even so, it offers a
broad grasp of electrical impulse transmission and highlights
the critical function neurotransmitters play in synaptic com-
munication. Without neurotransmitter release, synaptic trans-
mission would not occur. The role of neurotransmitters in the
communication between neurons cannot be overstated. Thus,
neurotransmitters are essential for efficient synaptic transmis-
sion of electrical impulses. These neurotransmitters are
released into the synaptic cleft, which then binds to neuro-
transmitter receptors on the postsynaptic neuron, allowing the
electrical impulse to be transmitted. Without neurotransmit-
ters, the transmission of electrical impulses cannot take
place.143,144

3.3. Synaptic transmission and the functioning of brain
networks

Changes in the levels of neurotransmitters or the sensitivity of
receptors can have a substantial effect on the effectiveness of
synaptic communication. Consequently, this can have signifi-
cant consequences for the general operation of brain networks.
The impact of alterations in neurotransmitter dynamics on

synaptic transmission and neural network function is illustrated
in (Fig. 12).145 These changes can lead to changes in behavior,
as well as malfunctions in cognitive and affective processes.
Additionally, these changes can lead to the development of
neurological disorders, such as anxiety and depression.146

Enhanced neurotransmitter release refers to the phenom-
enon when there is an increase in the concentration of neuro-
transmitters within the synaptic vesicles or an enhancement of
the processes responsible for their release. This can result in
the amplification of synaptic signals, leading to better neuronal
communication. This phenomenon may yield a higher degree
of efficacy in the transmission of information among neurons,
thereby fostering improved network connection and facilitating
the process of learning.147 On the other hand, a reduction in
neurotransmitter release can lead to a weakening of synaptic
transmission. This phenomenon can weaken the synaptic con-
nections between neurons, which could decrease the overall
functionality of neural networks, difficulties in the process of
learning, or hindered transmission of signals.148 Modifications in
the sensitivity of post-synaptic receptors can yield substantial
consequences. Enhanced receptor sensitivity has the potential to
induce heightened neurotransmitter responses, hence optimising

Fig. 11 Release of neurotransmitters into the synaptic cleft between the presynaptic and postsynaptic neurons during the electrical transmission of a
neural impulse.129
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synaptic transmission efficiency. A reduction in sensitivity might
result in a diminished reaction, compromising the efficiency of
transmission. Synaptic plasticity refers to the capacity of synapses
to undergo long-term potentiation or long-term depression, which
involves alterations in neurotransmitter concentrations and recep-
tor sensitivities.149 These changes play a crucial role in the
strengthening or weakening of synapses over time. The aforemen-
tioned processes are fundamental to the acquisition of knowledge
and the establishment of memory, hence playing a crucial role in
the adaptive functioning of neural networks. Neuromodulation
refers to the process by which certain neurotransmitters function
as neuromodulators, exerting their influence on synaptic connec-
tions within a wider network, hence altering their strength.
Changes in the amounts of neuromodulators or the sensitivities
of receptors can impact the neural network’s general functioning,
hence altering many cognitive processes such as attention, arou-
sal, and mood.150 The maintenance of homeostasis and stability
in neuronal systems involves the regulation of neurotransmitter
concentrations and receptor sensitivities by neurons and neural
networks, which serves to stabilise the overall activity of the
network. The dysregulation of these processes has the potential
to result in various disorders, such as epilepsy, in which an
overabundance of excitation impairs the stability of neural net-
works. Neurological and mental illnesses often exhibit changes in
neurotransmitter systems.151 For instance, dysregulation of dopa-
mine levels has been linked to the manifestation of neurological
disorders such as Parkinson’s disease and schizophrenia. These
illnesses frequently present themselves as disturbances in the
functionality and behaviour of networks. Pharmaceutical sub-
stances that specifically interact with neurotransmitter systems,
such as antidepressants or anxiolytics, have the potential to
influence the process of synaptic transmission and the overall
functionality of neural networks.152 The therapeutic actions of
medications are mostly attributed to their impact on neurotrans-
mitter concentrations and receptor sensitivity. In brief, modifica-
tions in the levels of neurotransmitters and the sensitivities of
receptors are pivotal factors in influencing the efficacy and

adaptability of synaptic communication. The alterations described
profoundly impact neural networks’ operational capabilities, exert-
ing influence on critical functions such as learning, memory,
behaviour, and the progression of neurological and psychiatric
disorders.153 Comprehending the complicated dynamics involved
in synaptic transmission is of paramount importance in elucidating
the intricacies of brain functionality and malfunctions. New
insights into synaptic transmission can lead to the development
of more effective treatments for neurological disorders and an
improved understanding of brain processes. This knowledge can
be used to develop new treatments for mental health disorders and
to advance our understanding of neurological diseases.154

3.4. Architectural implications for memory technologies

An essential component of neural networks’ effective operation
is memory technology. For neural network systems, the memory
technology chosen can have a big architectural impact. Here are
a few important things to keep in mind, as indicated in (Fig. 13).

To store model parameters, intermediate activations, and
training data, neural networks frequently need a lot of memory.
The memory technology ought to have enough capacity to satisfy
the network’s memory needs. A variety of memory technologies,
from on-chip caches to off-chip memory modules or even distrib-
uted memory systems, offer varied capacities. In neural networks,
there is a lot of data transfer between the memory and the
processing units. The rate at which information can be read from
or written to memory is referred to as memory bandwidth. To swiftly
feed data to the processor units and avoid memory bottlenecks that
could impair overall performance, high memory bandwidth is
essential.155–158 The memory technology should offer sufficient
bandwidth to satisfy the neural network’s computing needs. The
amount of time it takes to read or write data from memory is known
as memory access latency. Frequent memory accesses in neural
networks can cause noticeable delays and affect overall perfor-
mance. On-chip caches and high-speed memory interfaces are two
memory technologies with low access latency that can assist in
reducing this latency and provide quicker data access.

Energy usage is a major concern when it comes to neural
networks because they frequently demand large-scale memory

Fig. 12 Pertains to synaptic transmission and the functioning of brain
networks.

Fig. 13 Some types of memory technologies.
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operations. Low-power SRAM (static random access memory)
and developing non-volatile memory technologies are two
examples of memory technologies that have excellent energy
efficiency and can assist neural network architectures using
less power. Data reuse patterns in neural networks show that
the same data is accessed repeatedly during various phases of
computation. Cache hierarchies or scratchpad memories are
examples of memory systems that facilitate effective data reuse
and can lessen the frequency of memory accesses while enhan-
cing speed. Memory hierarchies, which offer various layers of
memory with variable capacities, bandwidths, and latencies,
can be advantageous for neural networks. Neural networks can
optimize the trade-off between capacity, bandwidth, and
latency by using a hierarchy of memory technologies, including
on-chip caches, high-bandwidth memory, and bigger off-chip
memory.159 Memory coherence refers to providing consistency
and synchronization between memory copies across various
processing units or nodes in multi-node or distributed neural
network systems. Data integrity in such architectures must be
maintained via memory technologies that support effective
memory coherence techniques, such as distributed memory
systems or coherence protocols. Memory systems must facil-
itate scalability as neural networks get bigger and more com-
plicated. Scalable memory technologies make it simple to
increase memory space and bandwidth in order to support
larger models or datasets. Technologies like memory intercon-
nects, distributed memory systems, or memory modules with
extensible capacities can help to accomplish this scalability.
These considerations must be carefully taken into account
when choosing memory technology for neural network topolo-
gies to strike a balance between performance, energy efficiency,
and scalability. It frequently calls for a trade-off analysis based
on the precise needs, limitations, and accessible technological
solutions. Additionally, choices in architectural design for
neural network systems are still influenced by current develop-
ments in memory technologies.160–162 This is why developers
need to stay up to date with current trends and advancements
in-memory technology. Furthermore, it is essential to have an
in-depth knowledge of the trade-offs involved when selecting
memory solutions to ensure the best performance and scal-
ability of the neural network.

3.5. Memory bandwidth in neural networks and the frequent
data transfer

The importance of memory technology advancements cannot
be overstated when it comes to tackling the efficiency issues
related to data transfer in neural networks. Furthermore, these
advancements can have substantial architectural consequences
for upcoming artificial intelligence systems.163 The influence of
advances in memory capacity on neural network topologies and
efficiency is seen in Fig. 14. Memory advancements allow
neural networks to process more data, leading to higher
accuracy rates. In addition, memory advancements can lead to
more scalable AI systems, allowing for greater performance.164

Finally, memory advancements can help reduce the latency and
power consumption of AI systems, making them more efficient.

The concept of higher memory bandwidth refers to the increased
rate at which data may be sent between the computer’s memory
and other components, such as the processor. Potential advance-
ments in-memory technologies in the future could potentially
yield increased memory bandwidth, hence facilitating acceler-
ated data transfers between memory and computing units. This
phenomenon can lead to a decrease in data transfer bottlenecks
and expedite the process of training and inference in neural
networks.165

The concept of reduced latency refers to the decrease in the
amount of time it takes for data to travel from its source to its
destination advancements in memory technologies have the
potential to reduce memory access latency, hence facilitating
expedited data retrieval. This holds significant importance in
real-time applications and when working with extensive neural
network models. Parallelism is a rhetorical device that involves
the repetition of grammatical structures, and words.166 The
augmentation of memory bandwidth has the potential to
enhance the level of parallelism in neural network topologies.
Models that possess a greater number of parallel processing
units can effectively process data, resulting in accelerated
training and inference processes. The concept of energy effi-
ciency refers to the ability to achieve a certain level of energy
output while minimising the amount of energy input. The
development of memory technologies that exhibit increased
bandwidth while concurrently minimising power usage has the
potential to enhance the energy efficiency of neural network
hardware.167 The significance of this is paramount for mobile
and edge devices that possess constrained power allocations.
The concept of large model support refers to the implementa-
tion of techniques and strategies to address the challenges
associated with training and deploying large-scale machine
learning models. The progress in-memory technology can
facilitate the utilisation of more extensive neural network
models, resulting in enhanced memory capabilities. Larger
models frequently exhibit superior performance, albeit neces-
sitating increased memory bandwidth to sustain optimal
efficiency.168 Advancements in memory technologies have the

Fig. 14 Bandwidth affects the architecture and performance of neural
networks.
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potential to result in decreased memory footprints for neural
network models. The consideration of memory restrictions is
crucial in applications that are deployed on edge devices.
The concept of in-memory processing refers to the practice of
doing data processing tasks directly within the computer’s main
memory, as opposed to the barrier between memory and proces-
sing units can be blurred by emerging memory technologies,
such as resistive RAM (RRAM) and processor-in-memory (PIM)
architectures.169 This has the potential to significantly improve
data transfer efficiency by reducing the necessity of data move-
ment between these units. Potential advancements in-memory
technology in the future could potentially incorporate enhance-
ments and refinements specifically tailored to neural network
workloads, hence enabling the utilisation of more streamlined
and effective data access patterns.170 This has the potential to
enhance the utilisation of memory bandwidth. The concept of
heterogeneous memory architectures refers to the use of diverse
types of memory inside a computing system. The potential
emergence of advanced memory technologies could potentially
pave the way for the creation of heterogeneous memory architec-
tures, wherein several forms of memory, such as high-bandwidth
memory and non-volatile memory, are seamlessly integrated
inside a unified system. This has the potential to provide a
harmonious equilibrium between a substantial data transfer rate
and the ability to accommodate a large volume of information.171

Neuromorphic computing refers to a branch of computer science
that aims to develop computer systems and architectures inspired
by structure and functionality. The utilisation of in-memory
technologies has the potential to facilitate the advancement of
neuromorphic computing systems, which aim to replicate the
intricate memory and computation relationships observed in
the human brain. These systems have the potential to facilitate
the development of AI architectures that are both extremely
efficient and inspired by the functioning of the human brain.172

AI-specific memory solutions: an exploration of memory technol-
ogies tailored for artificial intelligence applications. Memory
makers have the potential to develop customised solutions that
are specifically designed to meet the requirements of artificial
intelligence (AI) and neural network workloads. These methods
have the potential to enhance memory bandwidth and optimise
access patterns for artificial intelligence (AI) activities.173 The
progress made in memory technology holds the potential to
effectively tackle the issues associated with data transmission
efficiency in neural networks. These advancements have the
potential to enhance the efficiency, speed, and energy efficiency
of AI hardware architectures, hence facilitating the implementa-
tion of larger and more proficient neural network models.174 The
significance of these innovations cannot be overstated, given the
ongoing expansion of AI applications across diverse sectors such
as autonomous vehicles, healthcare, and beyond.

4. Machine learning algorithms

Machine learning algorithms that mimic the structure and
operation of the human brain are known as neuromorphic

algorithms. They are necessary to carry out tasks like pattern
recognition, decision-making, and learning. These algorithms
create effective and scalable solutions for machine learning issues
by utilizing the concepts of neuroscience and computational
models of neural networks. As demonstrated by neuromorphic
machine learning algorithms in (Fig. 15), these algorithms have
the potential to revolutionize the field of artificial intelligence and
enable machines to do complex tasks.175–177

Artificial neural networks known as ‘‘spiking neural net-
works’’ (SNNs) process information primarily using discrete-
time spikes. The timing and intensity of neuronal activity are
represented by spikes, means by which neurons in SNNs
exchange information with one another. Modeling temporal
dynamics and asynchronous processing benefit greatly from
SNNs.178 Recurrent neural networks called liquid state
machines (LSMs) are influenced by the dynamics of biological
neural networks. It is made up of a sizable group of randomly
connected neurons, or ‘‘liquid,’’ which gives the network a
vibrant and dynamic input space. LSMs have been applied to a
variety of tasks, including time-series prediction, robot control,
and voice recognition.179 The capability of deep neural net-
works and probabilistic graphical models are combined in
hierarchical generative models called deep belief networks
(DBNs). These are made up of several interconnected layers of
neurons, where the upper layers record increasingly abstract
representations and the lower layers record low-level character-
istics. DBNs can be developed using supervised learning after
being trained using unsupervised learning techniques like
restricted Boltzmann machines (RBMs).180 Unsupervised learning
methods called self-organizing maps (SOMs) organize data based
on similarity and topology. They map the high-dimensional input
data onto a grid of neurons to produce a low-dimensional
representation of it. SOMs have been applied to feature extraction,
visualization, and clustering. Although not entirely, neuromorphic
principles can be used to implement reinforcement learning (RL)
algorithms.181–183

With the help of interaction with the environment and
learning to base decisions on rewards or penalties, RL is a
paradigm for learning. Neuromorphic RL algorithms try to
imitate the adaptability and learning processes of living things.
These are but a few illustrations of neuromorphic machine-
learning techniques. To enhance the capabilities of artificial
intelligence systems, researchers are exploring novel models
and methodologies that are inspired by the brain. These
models and methodologies are being used to provide AI sys-
tems with more efficient problem-solving and decision-making
capabilities. This could lead to more powerful AI systems that
can learn from their environment and make decisions more
quickly and accurately.184–186

A popular strategy in neuromorphic systems, especially in
spiking neural networks (SNNs), is to encode inputs in terms of
spike rates, latency, and neuron population. Here is a brief
description of the signal encoding applications of these
parameters.187 The frequency or rate of spikes released by
neurons over a predetermined length of time is used in this
encoding strategy to represent the information. A certain
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feature or signal component may be more strongly present
when the spike rate is higher than when it is lower, indicating
either its absence or a weaker signal component. SNNs may
encode a range of signal intensities or levels by adjusting the
neurons’ spike rates. The term ‘‘latency encoding’’ describes
the representation of data using the precise timing or temporal
pattern of spikes.188–190 The intervals between spikes contain
information on the temporal organization of the input or the
relative timing of events. The SNN may be made to record
temporal relationships and synchronize with time-varying data
because neurons can be made to respond to particular tem-
poral patterns. Distributing a signal’s representation among
several neurons is a necessary step in the encoding of informa-
tion in terms of the neuron population. By firing spikes in
response to particular characteristics or components of the
signal, each neuron in the population contributes to the overall
encoding.191–193 The SNN can simultaneously encode many
aspects or dimensions of the input signal by altering the activity
of various neurons within the population. To provide richer
representations of information in neuromorphic systems,
several encoding strategies are frequently coupled. For instance,
depending on the strength of a signal, a neuron population’s
spike rate may change, and the precise timing of spikes within
that population might reveal further details about the temporal
structure. In neuromorphic systems, decoding techniques are
employed to extract the encoded data from spike trains.194 These
algorithms decode the encoded signal and carry out operations
like pattern recognition, classification, or control by analyzing the
spike rates, temporal patterns, and population activity. It is crucial
to keep in mind that the precise encoding and decoding techni-
ques can change based on the application and design decisions
made in a specific neuromorphic system. Different signal kinds or

computing tasks may respond better to various encoding
strategies.195–197 Neuromorphic computing also requires a careful
consideration of the degree of the complexity of the encoding
scheme, as well as the hardware resources available for imple-
menting the decoding operations. Ultimately, the choice of encod-
ing and decoding techniques should be tailored to the specific
computing task and the available hardware resources.

5. Non-machine learning algorithms

Neuromorphic computers can be used for a variety of non-
machine learning algorithms in addition to machine learning
algorithms. Beyond machine learning, other computer activities
might benefit from the behavior and principles of biological
neural networks, which is the goal of neuromorphic computing.
A few instances of non-machine learning algorithms are displayed
in (Fig. 16). These algorithms, such as neural networks, incorpo-
rate biological principles of neurons and synapses to enable
computers to process data more efficiently. Neuromorphic com-
puting can also be used to identify complex patterns in data or to
detect anomalies in datasets.198–200 Signal processing tasks
including audio and video processing, image and voice recogni-
tion, and sensor data analysis can be performed using neuro-
morphic computers. By utilizing the computational ideas of
neural networks, neuromorphic systems’ parallel and distributed
architectures can enable effective and immediate signal proces-
sing. Combinatorial optimization, resource allocation, and sche-
duling are a few examples of optimization issues that can be
solved with neuromorphic computing. Neuromorphic systems’
capacity to explore huge solution areas concurrently may have
advantages in the more effective solution of challenging

Fig. 15 Neuromorphic machine learning algorithms.
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optimization issues. In robotics and control systems, neuro-
morphic computers can be utilized for motor control, sensor
integration, and decision-making activities.

Spiking neural networks’ event-driven design may be useful
for the real-time control and feedback loops needed in robotics
applications. Neuromorphic computers can be used for pattern
recognition tasks in a variety of fields, such as bioinformatics,
pattern matching, and anomaly detection, in addition to machine
learning methods. Recognizing complicated patterns and spotting
abnormalities might benefit from the capacity to record temporal
dynamics and analyse data in parallel. Biological systems,
such as the brain, can be studied further using neuromorphic
computers.201–203 Researchers can investigate computer represen-
tations of neural processes and acquire insights into how biolo-
gical neurons and networks function. It is vital to understand that
while neuromorphic computers can be used for non-machine
learning algorithms, the brain and neural networks serve as the
primary sources of inspiration for their architecture and design.
As a result, the effectiveness of these systems and their applic-
ability for particular non-machine learning activities may vary

depending on the nature of the given case and on the form in
which the neuromorphic system is being implemented. There-
fore, it is essential to thoroughly evaluate the architecture and
design of a neuromorphic system before attempting to utilize it
for a specific task. Additionally, the parameters of the system
should be tuned to the particular problem to ensure optimal
performance.

6. Different encoding strategies in
neuromorphic systems

The utilisation of various encoding procedures holds significant
importance in the representation of information inside neuro-
morphic systems. Neuromorphic systems endeavour to replicate
the cognitive processes of the brain and frequently use techni-
ques such as spike rates, latency, and neuron population to
encode and convey information.204 The impact of each of these
tactics on information representation is demonstrated in Fig. 17.

Spike rate coding is predicated on the temporal frequency of
neuronal spikes. Elevated spike rates may indicate the existence
or intensity of a particular characteristic or signal. For instance,
an elevated frequency of neuronal firing in response to a sensory
stimulus may suggest heightened intensity or significance. Spike
rate coding is a method of representing continuous variables
analogously, rendering it well-suited for jobs that necessitate
accurate analogue information representation. Temporal pat-
terns refer to the fluctuations in spike rates observed over a
period.205 These variations play a crucial role in encoding
temporal patterns and sequences of events, hence facilitating
the processing of dynamic information. The concept of latency
coding involves the representation of information through the
timing of neuronal spikes about a particular event or stimulus.
The encoding of information is achieved through the precise
timing of spike onset.206

Temporal precision refers to the ability of a coding system to
accurately represent time-sensitive information and capture

Fig. 16 Neuromorphic computers for non-machine learning algorithms.

Fig. 17 Neuromorphic devices the information-processing strategies influences.
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subtle temporal correlations between occurrences. Latency
coding is known for its capacity to achieve high temporal
precision. The phenomenon of synchronisation in neuronal
activity is characterised by the occurrence of synchronised
spikes across several neurons.207 This synchronisation can serve
as an indicator of the presence of specific features or the
occurrence of coordinated events within the neural network.
The concept of neuron population refers to a group of intercon-
nected neurons inside a biological system. The concept of popula-
tion coding refers to the encoding of information by the
combined activity of a group of neurons, as opposed to the activity
of individual neurons. The scattered configuration of neuronal
activations serves as a representation of information.208 The
utilisation of population coding in neural systems frequently
confers a greater degree of robustness to noise and fluctuations
due to the redundancy of information across several neurons.
The presence of redundancy within a population can contribute to
the preservation of information integrity. The phenomenon of
diversity is observed in populations of neurons, wherein indivi-
dual neurons exhibit varying degrees of sensitivity for specific
traits. This characteristic enables the encoding of intricate and
multi-faceted information.209 Every encoding approach possesses
distinct advantages and is tailored to forms of information
representation. Spike rate coding is frequently employed in the
context of continuous, analogue information and dynamic pat-
terns. The utilisation of this technology has demonstrated utility
in various domains, such as sensory processing and motor
control. Latency coding demonstrates exceptional performance
in tasks that necessitate accurate timing information, such as
sound localisation or temporal sequence identification.210 The
concept of neuron population coding exhibits a high degree of
versatility, enabling it to effectively encode and represent diverse
types of information. It is frequently employed in cognitive
activities and intricate pattern recognition. In practical applica-
tions, neuromorphic systems can integrate many encoding
schemes, which are selected based on the specific job and net-
work architecture at hand.211 The selection of an encoding
approach is contingent upon the particular demands of the
application as well as the underlying biological principles that
inform the development of the neuromorphic system. In general,
the ability to utilise many encoding schemes enables neuro-
morphic systems to effectively depict and manipulate information
in manners that closely resemble the intricate and adaptable
nature of the human brain.

7. Electrochemical-memristor-based
artificial neurons and synapses

Electrochemical memristors are of paramount importance in
the advancement of artificial neurons and synapses, as they
replicate the functionality exhibited by biological systems.
These devices have garnered considerable interest in the field
of neuromorphic engineering and play a crucial role in the
development of brain-inspired computer systems.212 The fol-
lowing discourse presents a comprehensive overview of the core

principles underlying electrochemical memristor-based artifi-
cial neurons and synapses.

7.1. Memristor basics

(a) A memristor, sometimes known as a ‘‘memory resistor,’’ is
an electrical device with two terminals that demonstrates a
non-linear correlation between the voltage applied across its
terminals and the current passing through it. The memristor is
a type of non-volatile memory that can be used to store data
without the need for power. It is also capable of learning,
allowing it to adapt to changing conditions.213 Memristors
are potentially useful for many applications, including data
storage, neural networks, and robotics.

(b) The distinctive characteristic of memristors is their ability
to modify their resistance based on the past patterns of applied
voltage or current. This characteristic enables the neural net-
works to retain previous states, rendering them well-suited for
modeling synaptic behaviour. Memristors are also energy-
efficient and capable of functioning at low temperatures.214

7.2. Neuromorphic computing

Neuromorphic computing is a paradigm in the field of artificial
intelligence that seeks to replicate the intricate architecture and
operational principles of the human brain. The objective of this
endeavour is to construct hardware and software systems that
draw inspiration from the neural networks present in the human
brain. Such systems are intended to solve complex problems with
greater accuracy and speed than conventional computers.215

7.3. Artificial neurons

(a) Neuromorphic systems aim to emulate the functionality of
organic neurons through the construction of artificial neurons.
These systems accept input signals, engage in computational
processes, and produce output signals.216

(b) The utilisation of memristors in the representation of
synaptic connections among artificial neurons enables the emu-
lation of synaptic plasticity and the process of learning.217

7.4. Synaptic plasticity

(a) Synaptic plasticity pertains to the capacity of synapses,
which are the interconnections between neurons, to undergo
modifications in strength or weakening as a consequence of
past patterns of brain activity. The process in question is a basic
aspect that underlies the acquisition of knowledge and the
retention of information inside biological neural systems.218

(b) Electrochemical memristors have a high degree of suit-
ability for modeling synaptic plasticity due to their ability to
replicate alterations in synaptic strength through the manip-
ulation of their resistance.219

7.5. Learning and memory

(a) Synaptic plasticity in memristor-based synapses encom-
passes diverse manifestations, including long-term potentia-
tion (LTP) and long-term depression (LTD), which are akin to
the mechanisms observed in biological synapses during the
processes of learning and memory formation.220
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(b) The synaptic connections can acquire knowledge from
input patterns and adjust their efficacy, hence facilitating the
utilisation of unsupervised learning methods such as spike-
timing-dependent plasticity (STDP). This plasticity allows neu-
rons to learn and adapt to their environment, enabling them to
form new connections and modify existing ones. This process is
known as synaptic plasticity and is essential for the brain’s
ability to learn and store information.221

Memristor-based circuits, commonly known as neuro-
morphic circuits or memristive crossbars, are engineered to
emulate the neuronal connection observed in biological brains.
The circuits possess the capability to do information processing
in a manner that deviates substantially from conventional von
Neumann computing, hence facilitating energy-efficient and
parallel processing. In essence, electrochemical memristors
play a crucial role in the development of synthetic neurons
and synapses for the field of neuromorphic computing.222

These systems facilitate the replication of synaptic plasticity and
learning mechanisms observed in biological neural networks,
presenting the possibility of effective computing methods
inspired by the human brain. Scientists are currently engaged in
an active investigation of these devices to propel the area of
neuromorphic engineering forward and develop artificial intelli-
gence systems that closely resemble biological counterparts.223

7.6. Nanowire-based synaptic devices for neuromorphic
computing

The exploration of nanowire-based synaptic devices is a highly
promising area of investigation within the realm of neuromorphic
computing. These devices utilise the distinctive characteristics of
nanowires to imitate the functionality of biological synapses,
hence facilitating the advancement of neural network hardware
that is both energy-efficient and high-performing.224 The follow-
ing discourse presents a comprehensive analysis of the funda-
mental elements and benefits associated with nanowire-based
synaptic devices in the context of neuromorphic computing.

7.6.1. Nanowire structure. Nanowires are constructions
characterised by their exceptionally small widths, often on the
nanometer scale, and can be composed of either semiconduct-
ing or metallic materials. The compact dimensions of these
circuits facilitate optimal utilisation of space and enable a high
level of packing density in neuromorphic systems.225

7.6.2. Memristive behavior. Numerous nanowire materials
demonstrate memristive characteristics, whereby their resis-
tance can be modulated in reaction to the application of voltage
or current. The aforementioned characteristic is of utmost
importance in simulating synaptic plasticity, a phenomenon
in which the efficacy of synapses, i.e., the connections between
neurons, can be altered in response to brain activity.226

7.6.3. Synaptic plasticity. Nanowire-based synaptic devices
can mimic many types of synaptic plasticity, including long-
term potentiation (LTP) and long-term depression (LTD). These
kinds of synaptic plasticity play a crucial role in the learning
and memory mechanisms observed in biological brains.227

7.6.4. Energy efficiency. One notable benefit associated
with synaptic devices based on nanowires is their notable

reduction in energy consumption. Synaptic processes can be
executed by these devices with minimum power consumption,
rendering them well-suited for energy-efficient neuromorphic
hardware, particularly in systems that rely on batteries and
embedded technology.228

7.6.5. Parallel processing. The utilisation of nanowire-
based synapses facilitates the concurrent processing of infor-
mation, a fundamental attribute of neuromorphic computing.
The implementation of parallelism has the potential to greatly
enhance the efficiency of both neural network training and
inference activities.229

These devices can replicate spike-timing-dependent plasticity
(STDP), which is a learning rule inspired by biological synapses.
The phenomenon known as spike-timing-dependent plasticity
(STDP) enables synapses to undergo either strengthening or
weakening, contingent upon the precise temporal relationship
between pre- and post-synaptic spikes. Several nanowire materials
have been investigated for their potential use in synaptic devices,
such as silicon, titanium dioxide (TiO2), and chalcogenide-based
materials like germanium telluride (GeTe).230 Every material
possesses distinct properties and behaviours that are well-suited
for various neuromorphic applications. The integration of
nanowire-based synaptic devices with complementary metal–
oxide–semiconductor (CMOS) technology enables the develop-
ment of hybrid neuromorphic circuits, thereby leveraging the
advantages offered by both technologies.231 The utilisation of
nanowire-based synaptic devices has demonstrated a notable level
of consistency between devices, a characteristic of utmost signifi-
cance in the construction of expansive neuromorphic systems.
Furthermore, it is possible to reduce their size to nanoscale
dimensions, hence facilitating the advancement of densely popu-
lated neural networks.232 Although nanowire-based synaptic
devices have notable benefits for neuromorphic computing, there
remain obstacles that must be addressed, including device varia-
bility and dependability. Academic researchers persist in investi-
gating diverse materials, device architectures, and fabrication
procedures to augment the performance and dependability of these
devices for practical applications in neuromorphic systems.233

7.7. Triboelectric nanogenerator for neuromorphic electronics

Triboelectric nanogenerators (TENGs) belong to a category of
energy harvesting devices that facilitate the conversion of
mechanical energy, specifically motion or vibration, into electrical
energy. This conversion is achieved by leveraging the principles of
the triboelectric effect and electrostatic induction.234 TENGs have
been predominantly employed for energy harvesting purposes;
nevertheless, their distinctive attributes have also rendered them
applicable in the field of neuromorphic electronics. This paper
discusses the potential utilisation of triboelectric nanogenerators
(TENGs) in the field of neuromorphic electronics:

7.7.1. Energy-efficient power source. Tunnelling field-effect
transistors (TENGs) have the potential to function as highly
efficient energy sources for neuromorphic circuits. Electrical
energy can be generated from a variety of sources, encompassing
human motion, environmental vibrations, and mechanical
sensors.235
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7.7.2. Self-powered neuromorphic systems. TENGs possess
the capability to facilitate the operation of self-sustaining
neuromorphic systems, thereby obviating the necessity for
external power supplies or batteries. Wearable neuromorphic
devices and sensors can greatly benefit from the utilisation of
this technology.236

7.7.3. Low-power operation. The energy-efficient behaviour
of biological brain networks is widely emulated in neuromorphic
circuits, which often necessitate low power consumption.
Thermoelectric nanogenerators (TENGs) have the potential to
serve as a viable and energy-efficient power source for such
electronic circuits.237

7.7.4. Harvesting environmental energy. TENGs possess
the capability to extract energy from the surrounding environment,
rendering them well-suited for implementation in distant and
autonomous neuromorphic devices situated in areas where con-
ventional power sources are either inaccessible or unfeasible.238

7.7.5. Energy storage integration. TENGs can be integrated
with energy storage systems, such as supercapacitors or bat-
teries, to store the gathered energy. This stored energy can then
be utilised in neuromorphic circuits during instances of lim-
ited energy availability.239

TENGs possess the capability to function as sensors for
biomechanical movements as well. When incorporated into
wearable devices, they can record motion and mechanical data,
which can then be analysed by neuromorphic circuits for a
range of purposes, including health monitoring and gesture
recognition.240 TENG-based neuromorphic electronics possess
the capability to be seamlessly included into human-machine
interfaces, enabling the utilisation of energy derived from user
activities for the purpose of device control or sensory feedback
provision. TENGs can facilitate the adaptation of neuromorphic
circuits in accordance with the energy resources at their
disposal.241 In situations where energy resources are constrained,
circuits can decrease complexity and give precedence to vital
tasks, thereby emulating the energy-efficient characteristics
observed in biological brains. TENGs play a significant role in
promoting environmental sustainability through the utilisation of
mechanical energy derived from natural sources.242 This applica-
tion effectively reduces the need for non-renewable energy sources
for the operation of neuromorphic devices. Although TENGs have
numerous benefits for neuromorphic electronics, there exist
certain obstacles that necessitate attention. These include the
refinement of TENG designs, the development of energy manage-
ment tactics, and the seamless integration of TENGs with neuro-
morphic hardware and software.243 Ongoing research in this field
suggests that the utilisation of TENG-powered neuromorphic
systems has promise for contributing significantly to the advance-
ment of energy-efficient and self-sustainable intelligent gadgets.

7.8. Memristive synapses for brain-inspired computing

Memristive synapses are a pivotal element within brain-inspired
computing systems, commonly denoted as neuromorphic com-
puting. The purpose of these synapses is to replicate the func-
tioning of biological synapses, hence enabling the simulation of
synaptic plasticity and the learning mechanisms observed in

biological brain networks.244 This paper provides a comprehen-
sive description of memristive synapses in the context of brain-
inspired computing:

7.8.1. Memristor basics. Memristors are electronic devices
characterised by a non-linear voltage–current relationship, and are
classified as two-terminal passive components. These entities
possess a distinctive characteristic whereby their resistance is
altered in response to the record of applied voltage or current.245

7.8.2. Synaptic plasticity. (a) Synaptic plasticity in biological
brain networks pertains to the capacity of synapses to modify
their strength in response to patterns of neural activity. The
phenomenon of plasticity plays a crucial role in the facilitation of
learning and memory processes.246

(b) The phenomenon of memristive synapses enables the
replication of many types of synaptic plasticity, including long-
term potentiation (LTP) and long-term depression (LTD), which
play a crucial role in facilitating learning and memory pro-
cesses within biological neural networks.247

7.8.3. Learning and adaptation. The utilisation of memris-
tive synapses facilitates the development of brain-inspired
computing systems, allowing them to acquire knowledge from
input data and dynamically adjust their synaptic strengths
in response. The aforementioned skill holds significant impor-
tance in the context of unsupervised learning algorithms and
tasks related to pattern recognition.248

7.8.4. Spike-timing-dependent plasticity (STDP). Spike-timing-
dependent plasticity (STDP) is a learning mechanism that is derived
from observations made in biological synapses. The phenomenon
of spike-timing-dependent plasticity (STDP) can be emulated by
memristive synapses, wherein the relative timing of pre-and post-
synaptic spikes plays a crucial role in determining whether the
synaptic efficacy should be augmented or diminished.249

7.8.5. Energy efficiency. Memristive synapses are recog-
nised for their notable energy efficiency. Neuromorphic elec-
tronics may effectively carry out synaptic processes while
consuming minimum power, rendering them well-suited for
low-power and energy-efficient applications.250

Parallel processing capabilities are frequently necessary in
brain-inspired computer systems to effectively model neural
networks. The utilisation of memristive synapses facilitates
parallelism by enabling the concurrent execution of synaptic
operations throughout a network of synapses. The utilisation of
memristive synapses enables the emulation of a broad spectrum
of synaptic behaviours, hence facilitating the realisation of
various neural network topologies and learning techniques.251

Memristive synapses have been included in neuromorphic hard-
ware platforms, specifically memristive crossbars, to emulate
the connection and functionality observed in biological neural
networks. These hardware platforms facilitate the advancement
of computing systems that are inspired by the structure and
functioning of the human brain.252 The memristive synapses
play a crucial role in facilitating brain-inspired computing by
enabling the replication of synaptic plasticity and learning
mechanisms within artificial neural networks. The promising
attributes of energy efficiency, adaptability, and diversity make
them a compelling technology for the development of
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neuromorphic hardware that can effectively execute intricate
cognitive tasks while minimising power usage.253

8. Neuromorphic materials

Neuromorphic materials belong to a category of materials that
demonstrate characteristics or behaviours that bear resem-
blance to those observed in biological neural systems. The
aforementioned materials have garnered significant interest
within the domain of neuromorphic engineering and brain-
inspired computing, mostly due to their capacity to replicate
specific facets of neural information processing.254 The Fig. 18
demonstrates memristors based on different materials and their
promising applications. In terms of conductivity, stability, and
controllability, each material offers particular qualities and advan-
tages. Here is a quick summary of these resources. Memristor
fabrication frequently makes use of metal–oxide materials like
hafnium oxide (HfO2) and titanium dioxide (TiO2). These have
resistance-switching characteristics, are scalable, and work with
traditional silicon-based circuits.255–257

The phase-change characteristics of chalcogenides, such as
germanium–antimony–tellurium (GeSbTe), are well known.
Information may be stored and retained in these materials
because they can flip between crystalline and amorphous
states. It is frequently seen in non-volatile memory storage
systems. Graphene and carbon nanotubes (CNTs) are examples
of carbon-based materials with remarkable mechanical and
electrical conductivity. The potential of graphene, a single layer
of carbon atoms organized in a hexagonal lattice, in transpar-
ent and flexible memristor devices has been investigated. In the
field of bioelectronics, natural biomaterials produced from
biological sources, such as proteins, peptides, and DNA, have
gained popularity.258–260 These materials can interact with
biological systems, are biocompatible, and have tunable prop-
erties that can be used for neural interfaces and bio-inspired
memristors. Flexible electronics, particularly memristors, uti-
lize synthetic polymers like poly(3,4-ethylene dioxythiophene)
(PEDOT) and polyvinylidene fluoride (PVDF). These materials
have good mechanical flexibility, are easily processed, and work
well with industrial manufacturing processes like coating and
printing. It is crucial to remember that the material selection is

Fig. 18 Schematic representation of the memristor with various materials, in (a)–(e). (f) Standard voltammetry test with the cyclic I–V characteristic. (g)
Conductance evolution under pulse excitation (voltage or current), simulating the potentiation and depression of biological synapses. (h) Crossbar-
structured integrated memristor device schematic diagram. (i) Diagram showing the in-memory logic computing system. (j) Diagram showing the
neuromorphic computing system.255
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based on the particular specifications of the gadget and the
desired functionality.261–263 To improve the functionality, scal-
ability, and integration of memristors and other electronic
devices, researchers continue to investigate and develop new
materials and hybrid combinations.

Through this research, scientists also hope to reduce pro-
duction costs and improve the sustainability of such devices.
Simultaneously, they investigate the possibility of integrating
memristors with existing technology, to create novel electronic
applications. A potent method that can be used to study the
development and rupture of conductive metal filaments in
memristors or other similar devices in real-time is the high-
resolution transmission electron microscopy (HRTEM).264

HRTEM offers atomically detailed pictures of materials,
enabling precise viewing and investigation of nanoscale events.
HRTEM can shed light on the structural alterations and
dynamics of the filament by viewing the development or
rupture of conductive filaments in a memristor in real-time.
As depicted in (Fig. 19), it was possible to witness the process.
For HRTEM investigation, a thin cross-section of the memristor
device with the conductive filament is created.

To do this, the device is often thinly sectioned at the
nanoscale using focused ion beam (FIB) techniques. The pre-
pared sample is put into an HRTEM device, which illuminates
the sample with a focused electron beam.60 The sample is
impacted by the electron beam and the transmitted or scattered
electrons that result are gathered to create a picture. Real-time

monitoring of dynamic processes is possible thanks to the
HRTEM instrument’s ability to record images and films at a
rapid frame rate. While being monitored, the conductive fila-
ment can be exposed to controlled electrical stimulation,
allowing for the visualization of its creation or rupture. To
comprehend the structural changes occurring in the conductive
filament throughout the real-time procedure, the acquired
HRTEM photos and videos can be examined. It is possible to
monitor and investigate atomic-scale phenomena like the
movement of individual atoms or the development of crystal
formations.268 Researchers can learn important information
about the dynamics and underlying mechanisms of memristor
devices by utilizing HRTEM to observe the development and
rupture of conductive filaments in real time. These details can
help with the design and improvement of these components for
memory, neuromorphic computing, and analog computing,
among other uses. This information can also help identify the
most reliable materials and processes to manufacture these
devices. Additionally, the development of new memristor models
can be accelerated by such real-time observations.269–272

As depicted on the protein conductive diagram (Fig. 20a), a
conductive protein typically comprises an amino acid chain-
like structure. There might be particular sections or domains
that show conductivity within this structure.273 A schematic
graphic would show how the protein chain is organized and
would emphasize the conductive areas. It might display any
redox-active groups or cofactors that are present, as well as the

Fig. 19 (a) TEM picture of an initial-state Ag2S-based memristor (a) Device’s TEM picture taken at the on-state (c) TEM picture of the object in its off-
state (d) Device’s IV characteristics. The I–V curve is shown in the inset in a semilogarithmic scale (positive range). (e) Ag/Ag/Ge/Se/Pt device’s typical I/V
property and the related electrochemical metallization procedure. (f) Vertical MoTe2-based device’s schematic diagram. (g) An atomic resolution image
was taken using a scanning transmission electron microscope of the Td and 2H phases in a MoTe2 layer. Inset: The image is transformed using a rapid
Fourier algorithm. Li+ migration-induced local 2H-1T0 phase transitions in LixMoS2 are shown schematically in (h).61,265–267
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amino acid residues implicated in electron transfer. According to
the conductive DNA pattern in (Fig. 20b), a modified DNA
structure that includes conductive molecules is shown in a
schematic diagram of conductive DNA. The functional groups or
attachments along the DNA backbone would be represented by
these conductive molecules, such as metal complexes or conju-
gated polymers.274 Fig. 20 may show the locations of electron
transport as well as the conductive modifications or moieties. A
diagram of Li+ transport in phthalate starch-PVDF matrices is
provided in (Fig. 20c). Lithium-ion migration can be schematically
represented by a graphic of Li+ transport in a phthalate starch-
PVDF matrix.275 It might display how the matrix material is
organized, emphasizing the interconnected network or channels
that Li+ ions can go through. The graphic could also show how
different matrix elements affect the movement of Li+ ions, such as
how PVDF or phthalate starch affects their diffusion or migration.
The graphic should also show the different energy levels that Li+

ions need to reach to migrate through the matrix material. The
properties of the Li+ ions, such as size, mass, and charge, should
also be included in Fig. 20. The graphic should also include the
effects of temperature, humidity, and other environmental factors
on the movement of Li+ ions. Finally, the graphic should include
the different types of materials used in Li-ion batteries, such as
cathodes, anodes, electrolytes, and separators.

9. Challenges in neuromorphic
processors between expectations
and reality

A continuing issue in the industry is bridging the gap between
expectations and reality in neuromorphic technology. Here are

a few crucial areas where efforts are being undertaken to close
this gap, as indicated in (Fig. 21). Scaling up neuromorphic
hardware systems to solve bigger, more complicated issues is
one of the main objectives of.276–278 The number of neurons
and synapses that can currently be supported by the majority
of neuromorphic hardware implementations is constrained.
Scalable architectures and interconnectivity strategies are being
developed by researchers to support larger networks and sup-
port more powerful calculations.

The goal of neuromorphic hardware is to replicate the
brain’s high level of energy efficiency. Even if improvements
can still be made, progress can be observed. Energy usage
continues to be a problem, particularly when expanding to
larger networks. The energy efficiency of neuromorphic systems
is being improved through the development of new circuit
designs, low-power device technologies, and architectural
optimizations.279–281 Another area that requires improvement
is the attainment of high-fidelity and precision in neural
computation. Even while existing neuromorphic hardware
can mimic the essential functions of synapses and neurons,
there are still disparities between them and biological systems
in terms of behavior and reaction. Research is ongoing to
improve the brain models and hardware circuitry’s fidelity,
accuracy, and precision. A fundamental feature of the brain
is its capacity to adapt and learn from data in real-time.
This plasticity is intended to be captured by neuromorphic
technology, although there is potential for improvement. The
goal of the study is to improve the adaptability, learning
potential, and synaptic plasticity mechanisms in neuromorphic
systems to make them more like the brain’s learning and
memory functions. For practical applications, it is crucial to
close the gap between neuromorphic hardware and conven-
tional computing systems.282–285 The usage of neuromorphic
technology in practical applications can be facilitated by

Fig. 20 Diagrams of conductive proteins and DNA are shown in (a) and
(b), respectively. Li+ transport in the phthalate starch/PVDF matrix is shown
schematically in (c).273–275

Fig. 21 Neuromorphic processor challenges.
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integration with already-existing computing architectures, soft-
ware frameworks, and tools that can enable smooth collabora-
tion between various computing paradigms. Although there are
great expectations for neuromorphic hardware, it is important
to keep in mind that the technology is still in its infancy and it
may take some time before the full potential of these systems is
realized. Table 3 provides an overview of how SNNs are used in
computer vision.

SNNs are used for image recognition, object detection and
segmentation, and tracking. It allows computer vision systems
to have greater processing power and be more robust to
changes in the environment. SNNs are also more energy-
efficient than traditional deep learning models. To overcome
obstacles and extend the capabilities of neuromorphic hard-
ware, researchers, engineers, and developers must work
together.284 The key to making neuromorphic hardware more
powerful and efficient is to find ways to reduce energy con-
sumption while still maintaining accuracy. Additionally, the
development of software and algorithms tailored to the unique
architecture of neuromorphic chips will be critical for unlock-
ing their full potential.

9.1. Challenges and interdisciplinary collaborations for the
co-design of computing stack in neuromorphic computers

The comprehensive integration of hardware, software, and
algorithms in neuromorphic computers is important for fully
exploiting the capabilities of brain-inspired computing. The
aforementioned methodology poses several obstacles and
necessitates the establishment of interdisciplinary partner-
ships to surmount them. These joint endeavours can lead to
advancements in activities such as pattern recognition and real-
time processing.293 The following are the primary obstacles and
collaboration elements.

9.1.1. Hardware-software co-design
Challenge. The process of developing hardware and software

components that are closely interconnected and enhanced for
neuromorphic computing. Neuromorphic computing involves
mimicking the human brain’s ability to process information
quickly and efficiently. This technology has the potential to
revolutionize the way computers work, enabling more efficient
and powerful applications. Neuromorphic computing can also
be used to develop new artificial intelligence (AI) applications,
which could have a wide range of applications from medical
diagnosis to autonomous vehicles.294

Collaboration. The establishment of a collaborative relation-
ship between hardware engineers and software developers is of
utmost importance to guarantee the alignment of hardware
architectures with the specific demands of neural simulations
and learning algorithms. Such collaboration is essential for the
development of efficient, reliable, and secure systems. It also
helps to ensure that systems are capable of meeting the
performance requirements of a given task. Ultimately, this
collaboration leads to the development of better AI solutions.
This, in turn, leads to improved user experience, increased
profits, and a competitive edge. Furthermore, collaboration
also enables organizations to share resources, ideas, and best
practices.295

9.1.2. Energy efficiency
Challenge. The objective of this research is to design and

fabricate energy-efficient neuromorphic hardware capable of
executing intricate calculations while minimising power usage.
This hardware will be based on the memristor technology
and will have low power consumption while also being highly
sensitive to electrical signals. It will be able to process large
amounts of data in a short amount of time. This hardware will

Table 3 Use of SNNs in computer vision in recent years

S. no.
Training
paradigm Description Performance Ref.

1 STDP and
RSTDP

It is possible to train a convolutional spiking neural network
(SNN) by combining existing learning principles with spike-
timing dependent plasticity (STDP).

It makes it possible to learn more complex tasks
with fewer training examples and higher accuracy.
It also enables more efficient use of computing
resources.

286

2 STDP Spiking neural networks come in several varieties, but the lat-
tice map spiking neural network (LM-SNN) model uses a lattice
structure to represent the connectivity between neurons.

It draws inspiration from the connection and
organization present in organic neural networks.

287

3 ANN to SNN
Conversion

To control the firing of the neurons in a more precise manner.
The imbalanced threshold also helps to reduce the amount of
energy required for computation, making it more efficient.

This method can be used to simulate various types
of neural networks.

288

4 STDP and SGD This methodology is used to evaluate the performance of the
FSHNN in a given task. The results showed that the FSHNN
outperforms the conventional deep learning models in terms of
predicting true positives.

The FSHNN provides more reliable uncertainty
estimates.

289

5 Spatial envelope
synthesis (SES)

The implementation of SES on a robot platform enables it to
navigate more accurately and efficiently than conventional
systems.

It has the potential to be used for a wide range of
applications, such as robotics, autonomous navi-
gation, and gaming.

290

6 R-STDP This can encourage the neurons to respond more to the min-
ority class and, thus, improve the recognition accuracy of the
minority class.

The reward adjustment in R-STDP will also increase
the generalization ability of the model.

291

7 Backpropagation The backpropagation SNN model was able to produce accurate
3D object detection results with minimal computational and
memory requirements.

The model was tested on a real-world dataset,
showing promising results.

292
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also be capable of learning and adapting to new input patterns,
allowing it to solve complex problems with high accuracy. It will
have a wide range of applications in AI and other machine
learning applications.296

Collaboration. The optimisation of energy-efficient structures
and algorithms necessitates collaboration among hardware
designers, materials scientists, and algorithm developers. These
collaborations must be conducted early on in the design process
to ensure successful outcomes. Furthermore, it is important to
consider the entire life cycle of the structure, including main-
tenance and decommissioning. Finally, the use of simulations
and modeling is necessary to understand the properties and
behaviour of energy-efficient structures and algorithms.
Simulations and modelling can also be used to optimise the
energy efficiency of structures. It is important to ensure that the
simulations and models are accurate and reliable. Finally, it is
essential to consider the impact of new technologies on the
energy efficiency of structures.297

9.1.3. Neuron models
Challenge. The objective of this study is to develop neuron

models that accurately represent the behaviour of biological
neurons, while also being well-suited for efficient hardware
implementation. To this end, the study will explore the use
of a variety of neuron architectures, including spiking neural
networks, recurrent neural networks and reservoir computing.
The study will also investigate the use of various optimization
techniques, such as backpropagation, to improve the accuracy
of the models. Finally, the study will compare the performances
of the different architectures and optimization techniques. The
results of this study will enable researchers to better under-
stand which architectures and optimization techniques are best
for machine learning tasks. Additionally, it will provide insights
into how to improve the performances of existing models.298

Collaboration. The refinement of neuron models and their
translation into hardware-friendly representations necessitates
collaborative efforts among neuroscientists, computational
biologists, and hardware engineers. This collaboration is essen-
tial to ensure that models are both biologically accurate and
computationally efficient. Hardware-friendly representations
must also be suitable for implementation in complex neural
networks. Furthermore, these efforts must be supported by
appropriate infrastructure and resources. To achieve this,
researchers must work together to develop and optimize algo-
rithms, implement them in complex neural networks, and
provide the necessary infrastructure. Additionally, researchers
must test and evaluate these models to ensure accuracy and
performance.299

9.1.4. Synaptic models
Challenge. The objective of this research is to create synaptic

models that accurately emulate the plasticity and learning
capacities shown in biological synapses. By understanding the
underlying mechanisms of synaptic plasticity, researchers hope
to develop artificial neural networks that can learn and adapt to
their environment. This could open up new possibilities for

artificial intelligence and autonomous systems. Such neural
networks could be used to develop better algorithms for machine
learning and artificial intelligence, as well as for other applica-
tions that require adaptability. Additionally, these models could
be used to analyze and understand the brain’s complex neural
processes.300

Collaboration. The convergence of neuroscientists, materials
scientists, and hardware designers in a collaborative effort aims
to develop memristive synapses and subsequently incorporate
them into hardware platforms. This collaboration will result in
the development of a new generation of neuromorphic hardware
that will be able to replicate the brain’s cognitive abilities. It has
the potential to revolutionize artificial intelligence and offer
immense potential for use in various applications. This new
technology could also enable scientists to better understand how
the brain works and develop new treatments for neurological
disorders. Furthermore, it could lead to the development of
more energy-efficient computing systems.301

9.1.5. Algorithms and learning rules
Challenge. The objective is to develop learning algorithms

and rules that can effectively utilize the hardware’s capabilities
for unsupervised learning and adaptability. These algorithms
and rules can then be used to develop self-learning machines
and systems that can be used in a variety of applications such
as healthcare, transportation, and robotics. This will open up
opportunities for new products and services, as well as create
jobs in the field of artificial intelligence. This will also enable
businesses to automate more of their processes, resulting in
greater cost savings and more efficient operations. Additionally,
self-learning systems have the potential to improve security and
safety, as they can quickly detect and respond to threats.302

Collaboration. The collaboration of researchers in the field of
machine learning, computer scientists, and hardware developers
aims to build learning algorithms that are compatible with
neuromorphic systems. These algorithms are designed to mimic
the way neurons in the brain process information. The goal is to
create more efficient and energy-efficient computing systems
for applications such as autonomous vehicles and robots. These
neuromorphic systems have the potential to revolutionize AI and
open up new avenues of research and development. They are
also expected to provide valuable insights into the inner work-
ings of the brain.303

9.1.6. Scalability
Challenge. The primary objective is to guarantee the scal-

ability of neuromorphic systems to effectively accommodate
extensive neural networks and practical applications in real-
world scenarios. To achieve this, neuromorphic systems require
massive parallelism, low latency, and efficient energy consump-
tion. Additionally, they need to implement efficient algorithms
and data structures to handle large amounts of data. To do this,
neuromorphic systems need to incorporate innovative hard-
ware designs and algorithms that take advantage of the unique
characteristics of biological neurons. They should also be
designed with the ability to easily incorporate new algorithms
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and models to adapt to changing requirements. Additionally,
they should also be designed to be robust and resilient
to noise.304

Collaboration. The cooperation between hardware architects
and system integrators is crucial in the development of scalable
systems and data management solutions. The hardware archi-
tects design the hardware components, such as processors,
memory, and storage, while the system integrators assemble
them to create the system. Working together, they can ensure
that the system can scale as the amount of data grows. The two
roles also need to be able to effectively communicate and
collaborate to ensure that the system is both robust and
efficient. The hardware architects need to be able to design
components that meet the needs of the system integrator, and
the system integrator must be able to design a system that can
use the components effectively.305

9.1.7. Benchmarking and validation
Challenge. The objective is to develop uniform benchmarks

and validation protocols for evaluating the performance and
capabilities of neuromorphic systems. These benchmarks
should be unbiased and should take into account both the
hardware and software components of neuromorphic systems.
They should also consider both synthetic and real-world sce-
narios. Finally, they should be regularly updated to keep up
with the ever-evolving capabilities of neuromorphic systems.
These benchmarks should apply to different types of neuro-
morphic systems, such as spiking neural networks and reservoir
computing systems. Furthermore, they should allow for inter-
operability between different platforms, so that researchers can
compare the performance of different systems.306

Collaboration. The establishment of collaborative efforts
among academics in the fields of neuromorphic computing,
neurology, and application domains is imperative for delineating
benchmarks and assessing the efficacy of hardware and software
platforms. Such collaborative efforts can help identify potential
limitations of existing approaches and suggest new directions for
research and development. Moreover, this can help promote
collaboration between industry and academia, leading to better
commercial outcomes. This can help to create new ideas, tech-
nologies, and products that will benefit society. It can also help to
foster a more innovative and collaborative culture that is essential
for the continued success of businesses.307

9.2. Advancements and implications

9.2.1. Pattern recognition. Collaborative design endeavours
have the potential to facilitate the advancement of neuromorphic
systems that demonstrate exceptional proficiency in tasks related
to pattern recognition. These systems possess the capability to
effectively analyse sensory data, rendering them well-suited for a
range of applications such as image and audio recognition,
natural language processing, and robotics. Furthermore, neuro-
morphic systems have the potential to revolutionise the field of
machine learning, allowing for the development of more accurate
and efficient artificial intelligence systems. Neuromorphic systems

are also capable of learning in ways that traditional machine
learning systems cannot, such as through unsupervised learn-
ing and reinforcement learning. This makes them an ideal
candidate for a variety of applications that require a high
degree of intelligence.308

9.2.2. Real-time processing. Neuromorphic computers that
have been optimised for real-time processing have the potential
to facilitate several applications, including but not limited to
autonomous cars, drones, and real-time data analysis. Due to
their efficient low-latency and parallel processing capabilities,
these systems are highly suitable for activities that necessitate
prompt decision-making. These systems can also be used
for natural language processing, computer vision and artificial
intelligence. They are also capable of learning from their
environment and adapting to changing conditions. These
systems are also capable of making decisions with minimal
human intervention.309 This makes these systems ideal for
tasks that require quick and accurate decisions.

9.2.3. Cognitive computing. Co-designed neuromorphic
systems possess the capability to facilitate cognitive computing
applications, hence enhancing machines’ ability to engage in
reasoning, learning, and adapting to dynamic settings with
greater efficacy. The aforementioned has significant ramifica-
tions for the domains of healthcare, finance, and scientific
research. These systems can be used to improve the accuracy of
medical diagnoses, automate stock trading, and accelerate
scientific research. Moreover, they can also be used to develop
AI-powered robots that can be used in hazardous environments.
AI-powered robots can also be used to perform repetitive tasks,
such as manufacturing, agriculture, and mining. This can help
reduce labor costs and improve the safety of workers.310

9.2.4. Energy efficiency. The implementation of energy-
efficient neuromorphic computing stacks has the potential to
significantly decrease power consumption in both data centers
and edge devices. This reduction in power usage can result in
substantial cost savings and contribute to positive environmental
outcomes. Furthermore, energy-efficient neuromorphic comput-
ing stacks have the potential to improve computing performance,
reduce latency, and enable more complex AI applications. Neuro-
morphic computing stacks are also well-suited for applications
such as natural-language processing, image recognition, and time-
series analysis. These applications require large amounts of data
to be processed quickly, making them ideal for energy-efficient
neuromorphic computing stacks.311

9.2.5. Interdisciplinary breakthroughs. The convergence of
expertise from many disciplines can facilitate interdisciplinary
advancements, hence stimulating innovation and the emer-
gence of fresh technologies and applications. This can help to
address complex challenges, such as climate change, energy
shortages, and healthcare needs. Interdisciplinary collabora-
tions can also help to create new technologies and products, as
well as new ideas for solving global issues. Interdisciplinary
collaborations can also help to create economic opportunities,
as new markets will be created for products and services that
were previously unavailable.312 Additionally, it can help to
create new jobs, as people with different skill sets are needed
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to work together to create successful solutions. The difficulties
of co-design in neuromorphic computing can result in improve-
ments in pattern recognition, real-time processing, cognitive
computing, and energy efficiency. It paves the way for intelli-
gent systems that can emulate the complexity and adaptability
of the human brain while still being effective.313

10. Disparities between neuromorphic
hardware and biological systems

The issue of discrepancies between neuromorphic hardware
and biological systems poses a significant difficulty within the
domain of neuromorphic engineering. Researchers are now
implementing diverse approaches to enhance the faithfulness,
correctness, and exactness of neural computations in neuro-
morphic hardware, as depicted in Fig. 22.314

10.1. Biological inspiration

Academic researchers are thoroughly examining the behaviour
shown by biological neurons and neural networks to acquire a
deeper understanding of their functioning. This entails com-
prehending the intricate interaction among ion channels,
synapses, and dendritic processes. Computer simulations are
being used to understand better how neurons work and how
different components of neural networks interact. Ultimately,
this understanding will be used to create more efficient artificial
neural networks.315 This knowledge is expected to lead to the
development of more powerful AI systems that can learn from
their environment and adapt to new situations. Such AI systems
could be used for various tasks, including medical diagnoses,
autonomous vehicles, and financial predictions. This has the
potential to revolutionize a wide range of industries and create

new opportunities for businesses.316 AI systems are poised to
have a significant impact on the global economy, and the
implications are yet to be fully understood.

10.2. Spiking neuron models

Spike neuron models, such as the integrate-and-fire model
and the Hodgkin–Huxley model, are employed to capture the
fundamental dynamics exhibited by biological neurons. These
models facilitate the design of neuromorphic hardware systems
replicating biological neurons’ spiking behaviour. These
models can also be used to study the effects of different
parameters on the spiking behavior of neurons. Furthermore,
they can be used to develop neural network models, which can
be used to simulate complex brain functions.317 These models
can also be used to identify the underlying mechanisms behind
various neurological disorders, such as epilepsy and Alzheimer’s
disease. This can help researchers develop new treatments or
therapies for these diseases. Additionally, these models can be
used to develop new AI algorithms and applications. These
algorithms and applications can then be used to automate tasks
that were previously done by humans, such as medical diagnosis,
natural language processing, and facial recognition. This automa-
tion can help save time and resources, as well as improve accuracy
and precision. It can also help researchers to rapidly identify
patterns and trends that were previously difficult to detect.318

10.3. Neuromorphic architectures

Researchers are currently engaged in the development of novel
neuromorphic architectures with the aim of more accurately
emulating the connectivity and organisational patterns
observed in organic neural networks. The scope of this includes
the physical realisations of neuronal layers, synapses, and
connection patterns that are present within the brain. These
neuromorphic architectures aim to replicate the dynamics and
processing of the human brain, allowing researchers to better
understand brain function and develop more efficient AI
systems.319 Neuromorphic architectures can also be used for
biomedical applications, such as the development of brain–
machine interfaces. They can also be used to create cognitive
robots that are capable of learning and adapting to their
environment. Neuromorphic architectures are also being used
to develop AI-powered systems for autonomous driving and
robotics. They can also be used to develop AI-powered systems
for natural language processing and sentiment analysis. Neuro-
morphic architectures can also be used to develop AI-powered
systems for weather forecasting, stock market analysis, and
fraud detection.320 Neuromorphic architectures can also be used
to develop AI-powered systems for medical imaging, facial
recognition, and natural language processing.

10.4. Event-driven processing

Numerous neuromorphic systems employ event-driven processing,
a computational approach that exclusively operates when input
changes or spike events occur, thereby emulating the asynchro-
nous characteristics observed in biological brain networks. This
practice contributes to the reduction of power consumption and

Fig. 22 Researchers are improving neuromorphic hardware neural com-
puting fidelity.
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the improvement of computing efficiency. Moreover, event-driven
processing allows for the implementation of dynamic spiking
neural networks, which are capable of learning and adapting to
their environment.321 This approach is also advantageous for the
implementation of more complex tasks, such as computer vision
and natural language processing. Event-driven processing is also
beneficial in reducing latency and system complexity, as well as
providing a more efficient use of resources. This approach is also
suitable for real-time applications, such as autonomous vehicles
and robotics. Additionally, event-driven processing allows for
scalability since applications can be easily extended by adding
additional nodes.322 This approach is also beneficial to reduce the
cost of software development, as less code is needed to implement
complex tasks.

10.5. Biologically plausible learning rules

The learning algorithms and synaptic plasticity rules included
in neuromorphic hardware are specifically designed to adhere
to biological plausibility. This guarantees that the hardware is
capable of replicating the Hebbian learning principles that are
exhibited in biological synapses. This type of hardware can be
beneficial in fields such as artificial intelligence, robotics, and
natural language processing. It can also be used to help analyze
large amounts of data quickly and accurately. Furthermore,
neuromorphic hardware can be used to improve the performance
of machine learning models, allowing them to learn more accu-
rately and more quickly.323 This hardware can also be used
to build neural networks and other artificial intelligence applica-
tions. It can also be used to develop more efficient and secure
computing systems. The convergence of hardware engineering
and neuroscience has facilitated the emergence of hardware–
software co-design through collaborative endeavours.324 This
methodology enables the creation of hardware platforms that
are more closely linked with the specific demands of brain
simulations and models. Reconfigurability is a prominent feature
observed in numerous neuromorphic systems, enabling research-
ers to engage in the exploration of diverse neural network designs
and parameters to achieve a closer alignment with biological
behaviour. Hybrid systems are characterised by the integration
of traditional computing components, such as central processing
units (CPUs) and graphics processing units (GPUs), with neuro-
morphic hardware.325 This enables the performance of tasks that
necessitate the utilisation of both conventional computing
and brain processing, hence facilitating the integration of
biological and artificial systems. Benchmarking and validation
are important processes in the field of neuromorphic hardware
research. These processes involve comparing the performance
of neuromorphic hardware with biological data to measure any
discrepancies and suggest potential areas that require further
enhancement. This encompasses the evaluation of spike timing
precision, network dynamics, and synaptic plasticity.326 The
efficient resolution of discrepancies necessitates the crucial
involvement of academics from several disciplines, including
neuroscience, computer science, and materials science, in
interdisciplinary collaboration. The use of a multidisciplinary
approach facilitates the cultivation of a more profound

comprehension of biological and artificial neural systems.
The field of materials science is currently making significant
contributions to the advancement of neuromorphic hardware.327

Materials exhibiting memristive characteristics can closely
replicate synaptic behaviour. The use of feedback loops in
neuromorphic systems enables the capacity for adaptation and
self-correction by leveraging recognised discrepancies, hence
enhancing accuracy progressively. Through the utilisation of
these methodologies, scholars strive to reduce the disparity
between neuromorphic hardware and biological systems, conse-
quently augmenting the faithfulness, precision, and accuracy of
neural computations in artificial systems and propelling the
possibilities of neuromorphic computing.328

11. Opportunity of neuromorphic
computers

It is a difficult and diverse process to co-design the full computing
stack in neuromorphic computers, taking hardware, software, and
algorithmic factors into account. The Fig. 23 shows that although
it is theoretically conceivable to pursue such a strategy, there are a
number of difficulties and factors to take into consideration.329–331

Utilizing specialized hardware designs and components, neuro-
morphic computing systems seek to replicate the composition and
operation of the human brain. Co-engineering the hardware stack
entails creating specialized processing units, optimizing the inter-
connects, and building the neural network architecture.

This calls for knowledge in the fields of materials science,
electrical engineering, and computer engineering. To maximize
the capabilities of neuromorphic systems, the software stack must
be jointly designed. This entails creating frameworks, libraries,
and programming models that make it possible for algorithms to
be effectively mapped to hardware architecture.332–334 In order to
support the distinctive features of neuromorphic computing,
specialized tools for neural network construction, training, and
inference need to be developed or modified. In contrast to
conventional computing paradigms, neuromorphic computing
places a strong emphasis on the utilization of spiking neural
networks and event-driven computation. It is necessary to create
innovative algorithms and methods that can make use of the
special properties of neuromorphic hardware to co-design the
computing stack. This entails developing effective spike encoding
and decoding strategies, improving neural network models, and
investigating novel learning and inference techniques.335–338

Experts from a variety of fields, including neuroscience, computer
science, electrical engineering, and materials science, must work
together to co-design the complete computing stack in neuro-
morphic computers.339 This cooperation is necessary to make
sure that design decisions for algorithms, software, and hardware
are coordinated and mutually beneficial. It is difficult to co-design
the entire computing stack in neuromorphic computers, but
doing so could lead to significant improvements in computing
power, particularly for tasks that benefit from neuromorphic
processing, like pattern recognition, sensor data analysis, and
real-time processing. These possibilities are being investigated by
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ongoing research, although it might be some time before a
completely co-designed neuromorphic computing stack is used
in everyday life.340–342 This is because these tasks require complex
algorithms and architectures to be implemented, and these
algorithms are difficult to design and optimize in neuromorphic
computers. Additionally, it is hard to make sure that the entire
stack works together seamlessly. Despite these challenges,
ongoing research suggests that a co-designed neuromorphic
computing stack could be used to improve computing power for
certain tasks significantly.

12. Conclusions and future
perspectives

Neuromorphic computing is an emerging and highly innovative
discipline that has the promise of tilizerizedg multiple fields,
such as artificial intelligence (AI), robotics, neurology, and
cognitive science. The integration of neuromorphic and con-
ventional computing enables the development of robust and
efficient computing architectures, hence propelling the pro-
gress of artificial intelligence (AI) and machine learning (ML)
applications. This research investigates the latest advance-
ments in employing machine learning-based methodologies
for the design of neuromorphic materials for engineering
solutions materials. It examines the use of both neuromorphic
and traditional computing techniques to enhance the efficiency
and effectiveness of these materials. The combination of neu-
romorphic and conventional computers has the potential to
facilitate the development of materials that exhibit improved
characteristics and performance. Although the potential of
neuromorphic computing is vast, its current development is
in its nascent phases, and practical applications are currently
being planned. Nevertheless, notable advancements in neuro-
morphic computing have the potential to fundamentally

transform computer tilizeriz and facilitate the emergence of
novel and ingenious applications. Neuromorphic computers
have distinct characteristics that set them apart from conven-
tional computing systems. The design of these systems is
intended to exploit parallelism, drawing inspiration from the
brain’s capacity to process numerous inputs concurrently.
Neuromorphic architectures provide exceptional performance
in handling intricate problems tilizerized by imprecisely
defined constraints and noisy input data, rendering them
well-suited for many applications like as pattern recognition,
machine learning, and cognitive computing.

In order to enhance hardware design and effectively tilize
the capabilities of neuromorphic computers, it is imperative to
employ neuromorphic algorithms and applications. The algo-
rithms can be classified into two distinct categories, namely
analogue and digital signal processing approaches. Analogue
systems employ continuous signals that exhibit smooth varia-
tions across time or space, hence providing notable benefits
such as enhanced precision and resilience against noise inter-
ference. Biomaterials possess the ability to interface with living
tissues and biological systems, rendering them amenable for
deployment in many medical contexts. These materials can be
intentionally engineered to exhibit biocompatibility, bioactivity,
and degradability, thereby enhancing their suitability for a wide
range of medical applications.

(i) The objective of biomaterial-based ultra-flexible artificial
synaptic devices is to emulate the functionalities of biological
synapses seen in the human brain. These devices possess
biocompatibility, enabling them to engage with biological
systems without inducing any adverse effects. Synaptic connec-
tions in the brain can be emulated, thereby facilitating the
modification of electrical signals and augmenting ion transport.
During the nascent phases of their development, these devices
possess the capacity to revolutionise the fields of neuromorphic
computing, brain–machine interfaces, and artificial intelligence.

Fig. 23 Possibility of co-designing the entire computing stack in neuromorphic computers.
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Furthermore, there is potential for them to significantly trans-
form the healthcare sector through the provision of streamlined
platforms for drug administration and tailored therapeutic
interventions.

(ii) The integration of neuromorphic computing with mate-
rial design has the potential to bring about significant trans-
formations in the field of material development, leading to the
creation of novel materials that exhibit enhanced features
and performance characteristics. Neuromorphic computing,
drawing inspiration from the anatomical organisation of the
brain, facilitates the efficient processing of information. When
the integration of material design occurs, it has the potential to
greatly enhance the process of material discovery, optimise the
structures of materials at the atomic or molecular level, and
facilitate the development of self-learning materials.

(iii) Neuromorphic artificial neural networks (ANNs) repli-
cate the anatomical and functional characteristics of the
human brain. Neuromorphic chips or processors are utilised
in their operations, which are characterised by specialised hard-
ware designed to effectively handle neural network computa-
tions through parallelism and low power consumption. Spiking
neural networks (SNNs) are frequently employed in neuro-
morphic artificial neural networks (ANNs), providing many
benefits such as event-driven computation, efficient encoding
of temporal information, and enhanced energy efficiency.

(iv) The incorporation of neuromorphic computing into the
field of material design holds significant promise for transfor-
mative advancements across various industries, while also
presenting innovative prospects within the domains of material
science and engineering. The integration of these materials
into current devices and systems allows for enhanced opera-
tional efficiency and adaptability.

(v) Electrochemical memristors play a vital role in the
advancement of artificial neurons and synapses, as they are
capable of emulating the fundamental operations exhibited by
biological systems. These gadgets exhibit energy efficiency and
possess the ability to operate well at low-temperature condi-
tions. The utilisation of memristive synapses facilitates the
replication of synaptic plasticity and learning mechanisms that
are evident in biological brain networks. These devices exhibit a
distinctive relationship between resistance and current and are
recognised for their high energy efficiency, rendering them
well-suited for applications that need low power consumption
and energy conservation.

(vi) Synaptic devices based on nanowires emulate the func-
tionality of biological synapses, providing advantages such as
compact size, memristive properties, and the ability to exhibit
synaptic plasticity. Neuromorphic hardware benefits from the
ability of these devices to efficiently process information while
consuming minimum power, rendering them highly suitable
for energy-efficient applications. Triboelectric nanogenerators
(TENGs) are devices that transform mechanical energy into
electrical energy, thereby functioning as energy-efficient power
sources and sensors for biomechanical movements.

(vii) The optimisation of energy-efficient neuromorphic
hardware, neuron models, learning algorithms, and learning

rules necessitates the collaboration of hardware designers,
materials scientists, algorithm developers, and neuroscientists.
The collective endeavours can result in inventive solutions that
have extensive applicability, spanning several domains such as
artificial intelligence and healthcare.

(viii) The issue of scalability poses a significant obstacle in
the field of neuromorphic computing, necessitating advance-
ments in hardware architecture, energy efficiency, and the
seamless integration of neuromorphic technology with tradi-
tional computing systems. The establishment of standardised
benchmarks and validation methodologies is crucial in order to
reliably evaluate the performance of neuromorphic systems.

(ix) In summary, neuromorphic computing exhibits consid-
erable promise as a topic that holds the capacity to bring about
transformative advancements in artificial intelligence, materi-
als science, and diverse industrial sectors. The collaboration of
diverse teams is essential in order to fully leverage their
potential and effectively address various difficulties. The objec-
tive of this study is to develop energy-efficient neuromorphic
hardware and algorithms to foster creativity and augment
computer capabilities across many applications.
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