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Quantum Vibrational Spectroscopy with Classical Tra-
jectories

Riccardo Conte,a∗ Chiara Aieta,a,b∗ and Michele Ceottoa∗

Vibrational spectroscopy is a technique of wide use in fields like analytical chemistry, biomedical ap-
plications, and pharmacology. The technique is cost-effective and very popular. However, a reliable
assignment of vibrational spectra may be hard to achieve for large molecular systems or when nuclear
quantum effects (NQEs) are sizeable. These aspects hamper the effectiveness of vibrational spec-
troscopy as an analytical and characterization tool. Computational approaches may help overcome
the shortcomings of a purely experimental investigation. For instance, classical molecular dynamics
is computationally cheap and easy to perform also by a non-expert user, but it cannot account for
NQEs. The latter can be included in an affordable way if approximate quantum mechanical meth-
ods based on classical trajectories are employed. Here we review the main theoretical approaches
based on classical trajectories and able to deal with NQEs in vibrational spectroscopy. We start by
reporting on the possibility to employ methods derived from the path integral representation of quan-
tum mechanics, i.e. semiclassical (SC) dynamics, centroid molecular dynamics (CMD), ring polymer
molecular dynamics (RPMD), and their variants. Then, other techniques like the quantum thermal
bath (QTB) and the quasi-classical trajectory (QCT) method are highlighted. All but SC methods
are based on a fully classical real-time propagation. This review aims at increasing the awareness
of useful and ready-to-use classical-trajectory-based computational techniques among the broader
community of experimental researchers, developers, and applied scientists, who employ vibrational
spectroscopy in their everyday’s activity.
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Introduction
Vibrational spectroscopy as an investigation and analysis tool is
adopted in many research fields. Even if there is no need to stress
this aspect, we find it useful to remind the reader about the range
of uses of IR and Raman spectroscopies, which are the main tech-
niques adopted in vibrational spectroscopy.

For instance, vibrational spectroscopy is employed to better
understand biological functions,1 it is adopted for medical diag-
nostics and identification of biomarkers of degenerative disease,2

and it is being developed for use in virology.3

A modern and innovative branch of clinical medicine is based
on IR and, mainly, Raman spectroscopies of plasma or saliva sam-
ples.4–7 This approach has the advantage of being non-invasive
and cost-effective, so that its adoption for early clinical diagnosis,
disease research, and also drug discovery is currently considered
at the frontier of clinical medicine.

In the field of virology, viruses are generally characterized by
means of electron microscopy and mass spectroscopy, which al-
low one to determine the virus morphology and chemical com-
position.8,9 The first Raman investigation of a virus involved the
turnip yellow mosaic virus, and it was focused on the secondary
structure of its coat protein and RNA.10 From there, vibrational
spectroscopy has gained in importance, and it has been employed
both to study virus-cell interactions and as a tool for monitoring
viral infections. For instance, Fourier-transform infra-red (FTIR)
spectroscopy has permitted researchers to study the kinetics of the
development of the herpes simplex virus,11 or to profile mouse
kidney cells infected with the murine sarcoma virus.12 Other uses
of vibrational spectroscopy in virology include serum analysis to
assist the reverse transcription polymerase chain reaction tech-

nique in virus identification.13–15 Viruses are made of proteins,
lipids, and nucleic acids so they are expected to be characterized
by very signal-rich spectra, which need some kind of theoretical
or computational processing before a reliable assignment of spec-
troscopic features can be achieved.

Materials science is another field in which vibrational spec-
troscopy is widely employed. For instance, surface-enhanced Ra-
man scattering (SERS) is an advanced Raman technique used
to study surface phenomena like catalysis or polymer formation,
biosensing, and single-molecule sensing.16 The first use of SERS
dates back to 1974 when Raman spectra of pyridine on rough-
ened silver were collected.17 Nowadays, SERS is employed for de-
tection of biological samples and diseases like cancers, Alzheimer,
and Parkinson.18–20 It is also used in conjunction with electro-
chemistry to unravel the behavior of molecules in different oxi-
dation states,21 and to detect chemicals in very low concentra-
tions.22 Materials science takes advantage of the general features
of vibrational spectroscopy like the rapidity of the analysis, the
property of being cost effective, and its non-destructive handling
of materials, which can be analyzed without damage.

Other reasons to employ vibrational spectroscopy are in com-
mon with molecular science. Specifically, IR and Raman tech-
niques allow one to gain information of electronic properties
like polarizabilites and dipole moments,23 in addition to detailed
knowledge about geometry and symmetry useful to characterize
chemical species. In particular, we point out the possibility to
study intermolecular forces, i.e. interactions between adsorbed
molecules and the materials surface or hydrogen bonds and other
types of interactions in solvated systems.24,25

This short overview clearly does not cover all fields of appli-
cation of vibrational spectroscopy techniques. In all cases it is
evident the gain one would get by combining experimental IR or
Raman studies with high-level application of theoretical and com-
putational tools. Nowadays, machine learning approaches are
more and more used and they can be useful in assigning vibra-
tional spectroscopic features.2,26–31 However, they are not able
to provide direct physical insights. For a comprehensive under-
standing and application of vibrational spectroscopy, one should
look for theoretical approaches able to clarify the assignment of
very complex spectra and detect quantum spectroscopic effects.
Experiments are described by quantum mechanics, but popular
computational tools often neglect it.

Here, we present a review of the main theoretical and com-
putational approaches to vibrational spesctroscopy able to de-
scribe quantum effects in a computationally cost-effective way,
i.e. based on the evolution of classical trajectories. We remark
strengths and shortcomings of the illustrated methods, with the
aim to familiarize the non-expert reader with some methods able
to assist and improve experimental research. Before drawing our
conclusions, we point the reader eager to practice the reviewed
methods to some available free software. This review is about lin-
ear spectroscopy, but many of techniques here described can be
adapted and employed for studies involving non-linear spectro-
scopies.
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1 A rigorous starting point: Feynman’s path in-
tegral representation of quantum mechanics and
correlation functions

The starting point to come up with an approximation of quan-
tum mechanics by means of classical trajectories is represented
by Feynman’s path integral formulation of quantum mechanics.32

Within this formalism the probability amplitude to go from one
point in space x to another one x′ in a time t is obtained as a
weighted sum over all possible paths x(t) linking the two points.
The weight depends on the classical action S[x(t)]

⟨x′|e−iĤt/h̄|x⟩=
∫

D [x(t)]eiS[x(t)]/h̄, (1)

where, as anticipated, the integration is over all classical and non-
classical paths connecting x and x′ in a time t. Ĥ is the quantum
Hamiltonian. It is possibile to approximate Eq.(1), reducing the
integration to a sum of classical trajectories only. This can be
obtained by introducing a stationary phase approximation to the
oscillatory integrand: The main contributions to the integral in
Eq.(1) come from those paths for which the first derivative of the
action with respect to the displacement along the path is equal to
zero, i.e. the classical trajectories as defined by Hamilton’s prin-
ciple of least action.33,34 This stationary phase approximation is
the starting point for SC methods and allows one to derive SC ap-
proximations to the quantum mechanical propagator such as the
van Vleck SC propagator and the Herman-Kluk SC propagator.35

A different treatment of Feynman’s path integrals is the one
based on Wick’s rotation36

t → iτ, (2)

which transforms a real-time variable (t) into an imaginary-time
variable (τ). The effect of Wick’s rotation is to transform the ac-
tion S[x(t)] into the Eucledian action SE

SE =
∫ [

m
2

(
dx
dτ

)2
+V [x(τ)]

]
dτ, (3)

which makes the weight in the path integral expression equal to
e−SE/h̄. m is the mass of the system and V is the potential energy.
The Euclidean time τ can be interpreted as an inverse tempera-
ture leading to a representation of statistical mechanics. We no-
tice that the Euclidean weight is not oscillatory, so integration is
easier to converge.

Path integral molecular dynamics (PIMD) is based on
imaginary-time path integrals, and it is used to compute thermal
expectation values of functions of position operators.37–39 If one
looks for a quantum dynamical description, i.e. a real-time rep-
resentation which is necessary for spectroscopy calculations, one
way is to work in imaginary time and then, by means of a reverse
Wick’s rotation, go back to the real-time domain. An alternative,
less rigorous but more practical approach is used by methods de-
rived from PIMD, like centroid molecular dynamics40 and ring
polymer molecular dynamics,41 which heuristically move from
the PIMD calculation to a real-time simulation to evaluate a Kubo
transform.42

From the previous paragraphs, it is clear that SC methods in-
clude a set of approaches directly related to quantum dynamics,
while path integral methods are expected to treat quantum dy-
namics in a more approximate way. However, both kinds of ap-
proaches work in a time-dependent fashion and can be employed
for vibrational spectroscopy calculations starting from a suitable
correlation function. The choice of a time-dependent approach to
the calculation of time-independent quantities may appear cum-
bersome, but it is justified from the point of view of the reduced
computational cost when trajectories are evolved classically. The
unavoidable but limited loss in accuracy is compensated by the
possibility to push calculations to deal with larger systems, in-
cluding solvated or condensed phase ones.

The basic spectroscopic calculation to perform with SC dynam-
ics is the so-called vibrational power spectrum, which provides
the vibrational density of states obtained by Fourier transform-
ing the survival amplitude of an arbitrary quantum wavepacket.
The peaks appearing in the power spectrum are located at the
eigenenergies of the vibrational Hamiltonian, and transition fre-
quencies can be obtained as differences between eigenenergies.
The density of states I(E) is obtained from

I(E) =
1

2π h̄

∫ +∞

−∞

eiEt/h̄ ⟨Ψ|e−iĤt/h̄|Ψ⟩dt, (4)

where |Ψ⟩ is an arbitrary quantum reference wavepacket. Eq.(1)
can be inserted into Eq.(4), demonstrating that Eq.(4) can indeed
be evaluated by means of path-integral-based approaches.

Another correlation function employed in SC spectroscopy is
the Boltzmann-averaged dipole (µ̂) autocorrelation function, i.e.
the autocorrelation function that, in the framework of linear re-
sponse theory, upon being Fourier transformed returns the ab-
sorption lineshape σ(ω). The latter is directly related to the
IR spectrum through a frequency-dependent refractive index
n′(ω)43,44

S(ω)= n′(ω)σ(ω)= n′(ω)
∫ +∞

−∞

e−iωt 1
Z

Tr
[
e−β Ĥ

µ̂eiĤt/h̄
µ̂e−iĤt/h̄

]
dt.

(5)
S(ω) indicates the absorption (IR) spectrum, and it must not be
confused with the symbol S used for the classical action. The for-
mer is a function of the frequency of vibration ω, while the latter
is a functional depending on the path x(t). In both Eq.(4) and
Eq.(5) the SC approximation consists in replacing the quantum
propagator (e−iĤt/h̄) with one based on classical trajectories and
obtained from the path integral representation of quantum me-
chanics. In Eq.(5), β = 1/kBT is the inverse temperature, and Z
is the quantum mechanical partition function, which can be cal-
culated by means of Wick’s rotated path integration or approxi-
mated under certain temperature limits. Eq.(5) is more compli-
cated to manage than Eq.(4) since it presents two propagators
and it requires a double approximation. Therefore, calculating a
proper IR spectrum, which includes absorption intensities, is ex-
pected to be more demanding than getting an estimate of just the
frequencies of vibration through a power spectrum. There are
instances, though, in which an accurate determination of vibra-
tional frequencies may be sufficient for the goals of the study, so
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the actual kind of calculation to be performed is left to the assess-
ment of the investigator.

A different correlation function, the Kubo time correlation func-
tion42 is employed by CMD, RPMD and other approaches derived
from them. The IR spectrum based on Kubo’s formula is calcu-
lated as

S(ω) = n(ω)
∫ +∞

−∞

e−iωt
{

1
βZ

∫
β

0
Tr

[
e−λ Ĥ

µ̂e−(β−λ )Ĥ eiĤt/h̄
µ̂e−iĤt/h̄

]
dλ

}
.

(6)

In Eq.(6) n(ω) is the frequency-dependent refractive index [sim-
ilar to, but different from n′(ω) in Eq.(5)].45 The advantage of
Kubo’s formula is that it fulfills the same reality and detailed bal-
ance conditions of classical time correlation functions, so it may
be more precisely evaluated through classical trajectories than
Eq.(5). CMD and RPMD are based on the mapping of quantum
particles onto ring polymers of so-called beads. The ring polymers
are classically evolved and this dynamics is formally related to the
quantum one. The general theoretical framework explaining the
connection between the classical dynamics of the ring polymer
and the quantum dynamics of the particle is known as Matsubara
dynamics.46,47 RPMD and CMD emerge as particular and practi-
cal cases of Matsubara dynamics.

To conclude the description of the correlation functions more
commonly adopted in spectroscopic calculations, we notice that
classical molecular dynamics (MD) employs yet another type of
correlation function. In the calculation of classical power spectra
it is the velocity autocorrelation function which is Fourier trans-
formed

I(ω) = n(ω)
∫

∞

−∞

eiωt ⟨vvv(0) ·vvv(t)⟩dt, (7)

where ⟨·⟩ indicates the ensemble average, and the dot product
involves all atoms or normal modes.

The classical calculation can be performed in an NVE ensem-
ble, in which case, if the initial energy of the system is chosen fol-
lowing a harmonic quantization of vibrational energy levels, the
approach is termed as quasi-classical trajectory48 (QCT) or quasi-
classical molecular dynamics method.49 The classical calculation
can also be performed at a chosen temperature by coupling a ther-
mostat to the system and waiting for equilibration before starting
the run from which to extract the frequencies. Differently from
SC power spectra (and SC frequencies), the classical power spec-
tra (and classical frequencies) are dependent on the temperature
or trajectory energy.48 Simply by substituting vvv with µµµ in Eq.(7)
one can calculate the classical absorption lineshape (related to
the classical IR spectrum through a frequency-dependent refrac-
tive index), in which case the average ⟨·⟩ of Eq.7 is performed
over the three Cartesian components of the molecular dipole. In
general, Eqs.(5)-(7) can also be adopted for the calculation of Ra-
man spectra, provided the polarizability tensor ααα is employed in
the correlation functions.

2 Vibrational spectroscopy with semiclassical meth-
ods

In our review of SC approaches we start dealing with SC power
spectra. Introduction of a stationary phase approximation into
Eq.(1) followed by adoption of Miller’s initial value represen-
tation,50 derivation of the Heller-Herman-Kluk-Kay (HHKK) SC
propagator (often indicated simply as the Herman-Kluk (HK)
propagator),35 and finally application of Kaledin and Miller’s
time averaging technique51,52 led to a practical formula for cal-
culating SC power spectra of a molecular system made of Nvib
vibrational degrees of freedom

I(E)=
(

1
2π h̄

)Nvib ∫ ∫
dp0dq0

1
2π h̄Ts

∣∣∣∣∣∣
Ts∫

0

e
i
h̄ [St (p0 ,q0)+Et+φt (p0 ,q0)] ⟨Ψ|pt qt⟩dt

∣∣∣∣∣∣
2

.

(8)

Eq.(8) is known as the time averaged semiclassical initial value
representation (TA SCIVR). Evaluation of Eq.(8) is done through
Monte Carlo (MC) integration and based on running classical tra-
jectories from initial conditions (ppp0,qqq0). The chosen simulation
time Ts should be both long enough to cover several vibrational
periods and short enough not to deteriorate the SC propagator.
A common choice for molecular systems is Ts ≈ 600 fs, since the
fundamental frequencies of interest have generally vibrational pe-
riods between 10 and a couple hundreds of fs. All quantities ap-
pearing in the time integrand of Eq. (8) depend on the classical
trajectories. Specifically, φt (p0,q0) is the phase of the Herman-
Kluk prefactor and ⟨Ψ|ptqt⟩ is the quantum overlap of the chosen
arbitrary state |Ψ⟩ with the coherent state |ptqt⟩.
Shalashilin and Child exploited the properties of coherent states
to develop their coupled coherent states (CCS) theory53–55 show-
ing it was able to reproduce both the linearized coherent state
matrix element of the HK propagator and the coherent state over-
lap of Heller’s thawed Gaussian propagator56 (another type of
semiclassical propagator based on a single trajectory that we doc-
ument later).

We point out that Eq.(8) provides a way to describe nuclear
quantum effects on the basis of an extremely short dynamics.
From this point of view, the method is very attractive. How-
ever, there are some drawbacks that prevent application of Eq.(8)
“as is” to large systems. First of all, a large number of trajecto-
ries must be evolved to reach convergence in the MC integration.
This number increases fast with the dimensionality of the system.
Furthermore, the time evolution of φt (p0,q0) requires to calcu-
late Hessian matrices, which is computationally expensive. Much
work has been done in reducing the number of Hessian calcula-
tions required, including adoption of machine learning methods
or limitation of Hessian calculations to a subsystem.57–62 Last, the
Fourier transform signal is concealed by noise when the ⟨Ψ|ptqt⟩
overlap is too high dimensional.63 Therefore, a method based on
just a few trajectories and able to work in reduced dimensionality
without relevant loss of accuracy was the goal of further theoret-
ical advance.
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Fig. 1 MC-SCIVR power spectra of NH3(upper panel) and ND3(lower
panel). Results have been obtained by running just 8 classical trajec-
tories for a short time (less than 1 ps). Subscripts indicate the quanta
of excitation in the final state of the transition from the ground state
represented by the labeled signal. Reprinted with permission from R.
Conte, A. Aspuru-Guzik and M. Ceotto, J. Phys. Chem. Lett., 2013, 4,
3407–3412. Copyright 2013 American Chemical Society.

2.1 Reproducing quantum tunneling splittings
A first advance, introduced by Ceotto, and known as multi-
ple coherent states semiclassical initial value representation (MC
SCIVR), is based on a tailored choice of reference states and tra-
jectories to minimize the computational overhead of the calcula-
tion.64 MC SCIVR has been used in numerous investigations,65–67

but here we focus on a study about the vibrational spectrum
of non-rotating ammonia.68 This spectrum is characterized by a
tunneling splitting due to the umbrella or pyramidal inversion of
NH3. Fig. 1 shows the MC-SCIVR results for NH3 and ND3, based
on the evolution of just 8 tailored trajectories for each study. The
splitting of fundamental mode 2 is evident in the NH3 case (the
two signals originated by the splitting are labeled as 2+1 and 2−1
), while it is missing (because it is too small for the resolution
of the calculation) in the deuterated case. This demonstrates not
only the quantum nature of the reported effect, but also that cal-
culations of spectra involving tunneling are very challenging for
SCIVR methods. Only shallow tunneling is described and tiny
splittings (up to a few cm-1) are hard to be detected. However,
this is a first example of the ability of SC methods to describe
NQEs in molecular systems.

2.2 Reproducing quantum interference effects
Another way in which NQEs appear in a vibrational spectrum is
under the form of a frequency shift of the spectroscopic signal
associated to a fundamental transition, if compared to the cor-
responding classical estimate. Classical simulations are certainly
able to account for the anharmonicity of the potential. In this

Fig. 2 Vibrational spectra for protonated glycine microsolvated by three
H2 molecules. Panel a): scaled harmonic estimates. Panel b): experi-
mental spectrum; Panel c): QCT method results; Panel d): DC-SCIVR
calculation. Reproduced from F. Gabas, G. Di Liberto, R. Conte and M.
Ceotto, Chem. Sci. 2018, 9, 7894–7901.

way they provide frequency and intensity estimates of fundamen-
tals which differ from the harmonic ones. However, by definition,
they are not able to detect the additional features associated to
phenomena like quantum real-time coherence and quantum in-
terference (not to say tunneling).

In SC calculations the type of NQEs mentioned above are natu-
rally included because of the real-time path-integral origin of the
method. An example of this is found in the vibrational spectrum
of protonated glycine tagged with 3 hydrogen molecules.69 To
deal with this system, the divide-and-conquer semiclassical ini-
tial value representation (DC SCIVR) technique,63,70 combined
with MC SCIVR, has been introduced and adopted by our group.
The advance introduced by DC SCIVR concerns the possibility to
work in reduced dimensionality within subsets obtained by means
of a sensible partition of vibrational modes according to their
mutual coupling. This means that the semiclassical calculations
are performed in reduced dimensional subspaces made of modes
strongly coupled to each other. In DC SCIVR trajectories are still
full dimensional, though, so coupling and interferences with all
other modes are still accounted for. Several methods to determine
the best subspace partition have been worked out, including a ge-
netic algorithm and approaches based on the investigation of the
off-diagonal elements of the Hessian matrix.71,72 DC SCIVR al-
lows one to overcome the issues related to the typical low signal-
to-noise ratio of systems exceeding 20-30 vibrational degrees of
freedom.

With reference to the protonated glycine tagged with 3 hydro-
gen molecules mentioned above, Fig. 2 reports the scaled har-
monic estimates (i.e. frequencies obtained by scaling the har-
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monic estimates by a factor) of the high-frequency fundamentals
- vertical lines in panel a): Quantum effects are missing since the
scaled harmonic estimate for the fundamental frequency of the
mode named NHa is totally off the mark if compared to the ex-
periment in panel b). A more accurate description of anharmonic-
ity is given by the QCT simulation of panel c). QCT methods
return anharmonic classical estimates of fundamental frequen-
cies.49 However, the presence of the NH3

+ rotor and the inter-
action with the three hydrogen molecules lead to quantum inter-
ference effects between the quantum states just below and above
the rotational barrier. This effect cannot be accounted for by the
QCT calculation. The NQE is evident from the experiment and it
appears under the form of an additional shift in the signal of the
NHa stretch compared to the QCT estimate. Only the DC-SCIVR
calculation (see panel d) is able to reproduce this NQE, which
is distinctive of one of the fundamental frequencies of vibration.
Remarkably, QCT calculations of panel c) and DC-SCIVR calcula-
tions of panel d) were performed using exactly the same classical
trajectories.

2.3 Reproducing anharmonic overtones and combination
bands

Quantum features in vibrational spectra are certainly not limited
to fundamental transitions. They also involve combination bands
and overtones, whose calculation requires a proper quantum
treatment. Single-trajectory classical estimates of the vibrational
frequency of such spectral features return the sum of the funda-
mental transition frequencies they are made of in a harmonic-like
fashion, with small deviations in multi-trajectory calculations.73

In other words, classical methods are able to account for the an-
harmonicity of the 3Nat−6 -dimensional PES (Nat being the num-
ber of atoms in the system), and they account for some anhar-
monicity of the Nvib = 3Nat −6 fundamental vibrations. However,
classical methods can only algebraically combine these 3Nat − 6
fundamental frequencies to approximate combination bands and
overtones, so, due to the lack of real-time coherences and quan-
tum interferences, they do not account for the entire anharmonic
shifts typical of a quantum treatment of combination bands and
overtones.

The importance of this topic is evident in studies where the
role of combination bands and their correct quantum description
is crucial. A remarkable example is the bending-libration combi-
nation band in water clusters and liquid water. Imagine to build
larger and larger water clusters until the central H2O monomer
shows spectroscopic features in agreement with those of liquid
water. What one finds out is that if the requirement is just that
the fundamental bands be in agreement with those of liquid wa-
ter, then this is accomplished even by small water clusters. When
the requirement additionally includes the bending-libration com-
bination band, DC SCIVR points out that it is the water cluster
made of 21 monomers which is the first one to match liquid water
under all aspects.74 Fig. 3 shows that the 19-mer is characterized
by OH stretches that go outside the Raman signal produced by
monomers which are tetrahedrically coordinated in liquid water,
i.e. those representative of bulk liquid water.75 The 21-mer has

Fig. 3 Power spectra of the central monomer. The peaks corresponding
to bendings (darker color nuances), stretches (lighter color nuances), and
most coupled bending-libration modes (blue) of (H2O)19 (top), (H2O)21
(middle), and (H2O)23 (bottom) are reported. The liquid water IR spec-
trum is shown as shaded gray areas, and the MCR-Raman band (from
Ref. 75) for the stretches of tetrahedrally coordinated monomers in liq-
uid water (light blue) is also presented. Reproduced from A. Rognoni,
R. Conte and M. Ceotto Chem. Sci. 2021, 12, 2060–2064.

all features in common with liquid water, and these features, in
the larger 23-mer, resemble liquid water even more.

2.4 Dealing with large dimensional systems

As anticipated, the DC-SCIVR technique was developed to deal
with large dimensional systems. A DC-SCIVR simulation is still
based on a full dimensional classical dynamics, but Eq.8 is pro-
jected onto and evaluated in subspaces. Calculations in the cho-
sen subspaces are made possible by introduction of an approxi-
mate projected potential.71

A remarkable example of the ability of DC SCIVR to reproduce
power spectra of large dimensional systems is given by the study
of the C4=O and C5=C6 stretches of thymidine solvated by wa-
ter. The two vibrations are well separated in frequency (about 50
cm-1) in gas-phase thymidine, while their signals coalesce when
thymidine is solvated by water.76,77 The solvent was described
explicitly by means of more than 300 water molecules organized
in a droplet model with a repulsive wall on the edge of the solva-
tion sphere. DC SCIVR was used in conjunction with a QM/MM
scheme with polarizable embedding to describe the two vibra-
tions and was successful in reproducing the degeneracy of the
two vibrations for solvated thymidine. It was found to be essen-
tial to use a polarizable force field for the MM region, while the
QM part was treated at DFT-B3LYP/6-31G* level of theory.78

Another field of application of DC SCIVR to large dimensional
systems is materials science. Several applications have been de-
voted to the spectroscopic study of the molecular adsorption on
anatase TiO2 surfaces in which the full-dimensional dynamics of
the adsorbate, the solid surface and the solid bulk were taken
into account to come up with a quantum anharmonic estimate
of the adsorbate energy levels.79 Investigations of adsorption on
anatase of molecules like water,79 NOx species,80 and formic acid

6 | 1–19Journal Name, [year], [vol.],

Page 6 of 22Chemical Science

C
he

m
ic

al
S

ci
en

ce
A

cc
ep

te
d

M
an

us
cr

ip
t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
 2

56
9.

 D
ow

nl
oa

de
d 

on
 3

1/
1/

25
69

 1
7:

59
:3

6.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

DOI: 10.1039/D5SC09965J

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sc09965j


dimer81 have been presented. The latter study was particularly
interesting because it served as a prototype for adsorption of gas-
phase Brønsted acid on oxides. Calculations were performed with
density functional theory employing plane waves for the solid.
The results were compared to low temperature experiments and
clarified that the acid proton forms a very strong hydrogen bond
with the surface oxygen. This explains a substantial amount of
redshift compared to free OH bonds, which makes the OH stretch
involved in the adsorption elusive and puzzling to be assigned in
the experimental spectrum.

We notice that the family of SCIVR methods has been built in
a hierarchical way moving from TA SCIVR to MC SCIVR to DC
SCIVR. All these methods can be used with any kind of descrip-
tion of the potential energy surface (PES) of the system under
investigation. This includes common force fields, fitted ab initio
PES, “on-the-fly” evaluation of the potential energy, and QM/MM
schemes.82–87

2.5 Calculation of IR spectra and absorption intensities

Semiclassical IR spectroscopy is based on Eq.(5), which states that
the IR spectrum (S(ω)) is strictly related to the absorption line-
shape. Even if the inverse temperature β plays an important role
in shaping the absorption lineshape, for molecules with well sep-
arated quantum vibrational levels, or when one is interested in
vibrations at frequencies higher than the THz region, the β →+∞

limit, i.e. the zero-temperature limit, is representative of the room
temperature spectrum too. In the zero-temperature limit it is pos-
sible to rearrange Eq.(5) in a suitable way for using semiclassical
propagators and the time average approach. In our group we
have worked out a semiclassical infra-red method (SC IR) able to
reproduce very accurate IR spectra if compared to quantum me-
chanical exact calculations or experimental spectra.88 However,
the method is numerically applicable only to small systems, so we
worked out an extended version of it, named extended semiclas-
sical infra-red (e-SC IR), starting from the analytical dynamics of
a harmonic oscillator and inserting in the new theory the features
of MC SCIVR.89 It turns out that e-SC IR can be directly employed
to study molecular systems of any size without need to adopt the
DC-SCIVR technique. Not surprisingly, the method is not as accu-
rate as the parent SC IR but it has allowed us to get IR spectra for
glycine and ethanol (see Fig. 4 for the IR spectrum of the latter)
and applications to larger and larger systems are underway.

SC IR and e-SC IR are not the first attempts to develop SC meth-
ods able to calculate IR spectra. To this end, two semiclassical
approaches were already presented by our group. One method
starts from SC power spectra calculations and, from there, SC vi-
brational wavefunctions are obtained as linear combinations of
a harmonic basis set. Eventually, the IR spectrum is calculated
by means of a state-to-state approach.90 One advantage of this
method is that the obtained wavefunctions can be used for dif-
ferent purposes, for instance visualization of nuclear vibrational
densities.91,92 The main drawback is that as the vibrational states
get more energetic a huge number of harmonic basis set elements
contribute to the SC wavefunction, making the IR spectrum cal-
culation cumbersome. The other anticipated method takes ad-

Fig. 4 e-SC-IR spectrum of non-rotating gas-phase ethanol. Reproduced
from C. Lanzi, C. Aieta, M. Ceotto and R. Conte, J. Chem. Phys. 2025,
163, 024122 with the permission of AIP Publishing.

vantage of the power spectrum lineshape and from there it recon-
structs the IR spectrum.93 The advantage of this method is that
bigger systems can be treated. However, both approaches are not
amenable to be applied in conjunction with DC SCIVR, because
they rely on fully dimensional calculations of power spectra while
DC SCIVR performs calculations in several reduced dimensional
subsets, so their range of applicability is in principle narrower
than that of e-SC IR.

SC calculations able to provide absorption intensities also in-
clude vibronic, photoabsorption, and photoemission spectra.94

In this field, the work of the Vaníček group is a landmark. Dif-
ferently from the SC methods described above, they adopted a
thawed Gaussian approximation (TGA).56 The main feature of
TGA methods is that they are based on a single classically-evolved
trajectory, and they require the width of the Gaussian (as well as
its phase) to be evolved in time according to the associate time-
dependent Schrödinger equation. Therefore, TGA approaches are
more robust than other single-trajectory-based SC methods even
if they are generally less accurate. The latter aspect is not a severe
drawback in applications to vibronic spectroscopy in which the
energies at play are large compared to vibrational spectroscopy
ones. For instance, the calculation of the photoemission spectrum
of oligothiophenes, in which vibronic transitions are present, was
a successful application of TGA (see Fig. 5).95

Further advances in the field have been undertaken both theo-
retically and regarding the range of applications. For instance, the
photoabsorption spectrum of benzene was calculated by means
of TGA.96 Furthermore, the possibility of calculations of finite-
temperature vibronic spectra was introduced with the theory of
thermofield dynamics at basically no additional, or very reduced,
computational cost.97–99 Thawed Gaussian Ehrenfest dynamics
was shown to be a viable route to investigate the physics of
processes at conical intersections,100 and applications to two-
dimensional electronic spectra were undertaken.101

The huge flexibility of SCIVR methods is also demonstrated by
possible applications to the non-adiabatic dynamics field.102–106

More specialized work was performed in the Ananth group,
where path-integral based approaches to non-adiabatic pro-
cesses both in the SC and ring-polymer frameworks were de-
veloped.107–110 The Vaníček group introduced an SC method
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Fig. 5 Photoemission spectra for oligothiophenes of increasing size.
“OTF-AI-TGA” stands for on-the-fly ab initio thawed Gaussian approxi-
mation. Reproduced from M. Wehrle, M. Sulc, J. Vaníček, J. Chem.Phys.
2014, 140, 244114 with the permission of AIP Publishing.

for computing time-resolved non-adiabatic electronic spectra,111

and later proposed accurate integrators for non-adiabatic dynam-
ics.112 Quite recently, our group employed the time average ap-
proach to compute non-adiabatic vibronic spectra.113 A compari-
son between different approaches to non-adiabatic dynamics was
performed by the Shalashilin group by means of their ab ini-
tio multiple cloning method based on trajectory and Gaussian
wavepacket evolution.114,115

Herman-Kluk and thawed Gaussian SC propagators have been
demonstrated to be strictly intertwined. The thawed Gaussian
propagator can be obtained as an approximation to the HK one,
and by means of a refined cellularization approach one can move
from Heller’s thawed Gaussian propagator to the HK one.116 The
two propagators can also be combined to describe different por-
tions of a larger system. For instance, the more accurate Herman-
Kluk propagator can be adopted for the target molecule and the
thawed Gaussian one for the environment. The Grossmann group
has developed this mixed (or hybrid) SC theory, including applica-
tion to IR spectroscopy in the limit of high temperatures and upon
partial linearization of the propagator.117–120 SC approaches can
tackle spectroscopy studies by describing the environment in a
linearized framework, the so-called linearized semiclassical initial
value representation (LSC-IVR),121–126 or in a full-dimensional
fashion.78,127 If possible, the full-dimensional approach, in the
sense that the full, non-linearized propagator is employed, is to
be preferred because if the semiclassical propagator is linearized,
then quantum coherences are lost.128

2.6 Possible ways to improve the accuracy of semiclassical
vibrational spectroscopy

Results obtained with SC methods have been often and success-
fully compared to the outcomes of fully quantum approaches. We
recall two investigations in which comparisons to MCTDH results
were performed. One study by the Pollak and Burghardt groups
concerned the vibronic absorption spectrum of formaldehyde,129

and another one was a study of the vibrational spectrum of the
Zundel cation by our group.130 In an investigation of the small-
est amino acid, i.e. glycine, SC results have been compared to
second-order vibrational perturbation theory (VPT2) ones.131

Notwithstanding, attempts to improve the accuracy of the SC
propagator have been undertaken. To this purpose, an approach
developed in our group is the adiabatically switched semiclassical
initial value representation (AS SCIVR).132 This method can be
used in conjunction with any of the other SCIVR methods men-
tioned above, and some applications have been performed.133,134

Based on the adiabatic theorem, AS SCIVR prepares the initial
conditions of trajectories used for the SC calculations. The ap-
proach improves the stability of the classical trajectories, and gen-
erally allows one to get more accurate and precise SC frequency
estimates at the cost of a preliminary short classical dynamics.
For instance, AS SCIVR has been adopted in two studies involving
the ethanol and ethylene glycol molecules for which experimental
data and vibrational configuration interaction (VCI) calculations
were available. In both investigations AS SCIVR demonstrated
very good accuracy. In the case of ethanol,135 AS SCIVR was able
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to get for the trans-ethanol isomer the Fermi resonance involv-
ing the CH2 symmetric stretch and the overtone of a CH2 motion
at lower frequency. The AS-SCIVR description of this Fermi res-
onance was in better agreement with the experiment than VCI
results. Furthermore, AS SCIVR was able to estimate the zero-
point energy of trans- and gauche- ethanol in very good agree-
ment with benchmark diffusion MC calculations.136 In the case of
ethylene glycol,84 AS-SCIVR results were close to benchmark VCI
ones and more accurate than thermostatted ring polymer molec-
ular dynamics (TRPMD) calculations. It is worth noticing that
while MC SCIVR introduces an approximation to the SC propaga-
tor by slashing the number of needed trajectories, AS SCIVR im-
proves on the initial conditions of the trajectories to reach faster
convergence in the semiclassical calculations. In principle, one
can use AS SCIVR followed by MC SCIVR133,134 to improve the
stability of the MC-SCIVR trajectories.

Two other, very rigorous approaches able to enhance the ac-
curacy of semiclassical calculations, were introduced. They are
the h̄ series approach worked out by Kay,137 and the correction
operator method introduced by Pollak.138,139 Even if both meth-
ods provide a rigorous way to improve calculations, they work
directly on the propagator rather than on its time averaged ver-
sion. Furthermore, they can become impractical when dealing
with high dimensional systems, and their application so far has
been limited to low-dimensional or model systems.140

An alternative SCIVR approach, which has been recently devel-
oped in Xin-Zheng Li’s group, makes use of the filter diagonal-
ization technique.141,142 The advantage of this method is that a
much shorter time evolution is required, which helps keeping tra-
jectories stable. Furthermore, the divide-and-conquer technique
can be adopted allowing one to tackle large dimensional systems.
The approach was also shown to improve in some instances the
accuracy of results compared to that obtained with the time aver-
age technique.

Another very recent advance has been obtained by adopting
MCTDH to calculate the coherent state overlap within the SC
framework. The method has been applied to on-the-fly dynam-
ics with promising results.143

3 Vibrational spectroscopy with centroid and ring
polymer molecular dynamics

We move to discuss the arguably most popular class of classical-
trajectory-based approaches. CMD and RPMD have been con-
stantly developed in the last 20 years and improvements over the
initial formulations have been introduced. These approaches are
strictly related to path integral molecular dynamics starting from
the mapping of each quantum particle onto a ring polymer of
quasi-particles known as beads. For this reason, they are some-
times collectively named as PIMD methods.

When looking at static or thermodynamical properties of a
quantum system, the quantum Boltzmann-averaged expectation
value of an observable A, which is function of the position opera-
tor, i.e.

⟨A(q̂)⟩= 1
Z

Tr
[
e−β ĤA(q̂)

]
(9)

can be written in an equivalent and exact way as a function of
classical terms as

⟨A(q̂)⟩= lim
N→∞

1
(2π h̄)NZN

∫
dppp

∫
dqqqAN(qqq)e−βHN(ppp,qqq), (10)

where the N subscript means that the corresponding quantity has
been averaged over N replicas of the system or “beads”. There-
fore, as anticipated, a single quantum particle is described by a
ring polymer of beads. The ring polymer Hamiltonian HN con-
tains a harmonic term representing the harmonic ring polymer
springs. More details can be found in Ref. 45, but from Eq.(10)
it is clear that PIMD can calculate thermodynamic properties at
the cost of increasing the number of particles to deal with. For
this reason numerous advances have been introduced to decrease
the computational cost of PIMD calculations. Between them are
techniques like multiple time-step propagation,144 ring polymer
contraction,145 path integral coarse graining146 and the develop-
ment of efficient thermostats.147,148 However, when spectroscopy
is the target of the investigation a description of static properties
is not sufficient and an approach able to deal with real-time prop-
agation must be adopted.

3.1 Exact treatment of Kubo time correlation function and
Matsubara dynamics

As anticipated, spectroscopic signals can be obtained from the
Fourier transform of the Kubo time correlation function as re-
ported in Eq.(6). Shi and Geva149 demonstrated that the Kubo
time correlation function for two generic operators Â(q̂) and B̂(q̂)
of a quantum particle subject to the Hamiltonian Ĥ (in the case
of IR spectroscopy Â and B̂ are the dipole momentum operator
µ̂µµ) can be recast as the quantum dynamical propagation of an en-
semble of imaginary-time Feynman paths involving two functions
AN(q) and BN(z), i.e.

CAB(t) = lim
N→∞

1
ZN

∫
dqqq

∫
d∆∆∆

∫
dzzzAN(qqq)BN(zzz)

×
N

∏
l=1

⟨ql−1 −∆l−1/2|e−βN Ĥ |ql +∆l/2⟩ (11)

×⟨ql−1 +∆l−1/2|eiĤt/h̄|zl⟩⟨zl |e−iĤt/h̄|ql −∆l/2⟩,

where βN = β/N. Eq.(11) is equivalent to evolve in real time
(t > 0) all replicas collectively under the Hamiltonian

ĤN =
1
N

N

∑
l=1

[
p̂2

l
2m

+V (q̂l)

]
, (12)

starting at t = 0 from the ring polymer loop ql , l = 1, . . . ,N.45

Eqs.(11) and (12) provide an exact way to calculate the real time
correlation function CAB(t). However, this approach in unfeasi-
ble for high dimensional systems due to the huge computational
overhead. It is possible to find an approximate way, based on clas-
sical trajectories, to evaluate Eq.(11). The approach goes under
the name of Matsubara dynamics.46
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Matsubara dynamics exploits the property of ĤN being invari-
ant for a cyclic permutation of replicas to introduce a set of
Fourier variables or modes (Qi, i = 1, . . . ,N), which can be defined
starting from the ring polymer coordinates q. The centroid is
characterized by zero Fourier frequency, while the non-zero fre-
quency modes are the fluctuation modes describing thermal fluc-
tuations around the centroid. Matsubara dynamics is based on
retaining for the dynamics only M low-frequency modes (the Mat-
subara dynamical modes) of the original N (N → ∞) modes, while
all N modes are still retained for the quantum statistics. So, in
Matsubara dynamics, the potential VN(q) is replaced by a poten-
tial of mean force150

UM(Q) =− 1
β

ln

{
N

∫
dq′ e−βN [VN (q′)+SN (q′)−SM (q′)]

M̄

∏
n=−M̄

δ
(
Q′

n −Qn
)}

.

(13)

In Eq.(13), N is an appropriate normalization factor, Q is the
collection of Matsubara dynamical modes, Qn and Q′

n are two
generic Matsubara dynamical modes, qqq′ runs over the set of all
N beads, M̄ is equal to (M−1)/2 and

SN(q′) =
N

∑
l=1

m(q′l+1 −q′l)
2

2(βN h̄)2 , q′N+1 ≡ q′1 (14)

is the potential of the ring polymer springs. Finally, SM(q′) is
the projection of SN(q′) onto the M dynamical modes. We no-
tice this is the third different use of symbol S that we encounter.
Eq.(14) clarifies that the fluctuations around the centroid are
smaller when the spring constant is stiffer (i.e. when β → 0) and
they are larger at low temperature (β → ∞). Therefore, unde-
sired couplings between the Matsubara dynamical modes and the
N −M non-dynamical fluctuation modes are more likely to take
place at low temperature, and an increase in the number of Mat-
subara modes is necessary to accurately deal with systems at low
temperature.

The Matsubara dynamics (M modes) is evolved under the clas-
sical Hamiltonian HM(P,Q) = P2/2m+UM(Q), where P is the vec-
tor of momenta conjugate to Q, and the quantum Kubo correla-
tion function is approximated as

CAB(t)≈
1

(2π h̄)MZM

∫
dP

∫
dQe−βHM(P,Q)e−iβθM(P,Q)AM(Q)BM(Qt).

(15)
θM(P,Q) is a phase term which accounts for the momentum con-
jugate to the internal angular motion of the ring polymer around
its centroid. θM(P,Q) generally takes a large value and so the
integrand is highly oscillatory and hard to converge, which is
the main reason why Matsubara dynamics is not practical for
large dimensional systems. The accuracy of Matsubara dynam-
ics over a wide range of temperatures has been demonstrated for
a two-dimensional Champagne bottle model150 and for an oscil-
lator coupled to a dissipative bath,151 demonstrating its resem-
blance with exact quantum mechanical results and a better accu-
racy compared to other imaginary-time path integral approaches.
Discrepancies between Matsubara dynamics and exact quantum
mechanical results are due to the neglect of the dynamics of the

fluctuation modes, which are responsible for real-time quantum
coherence effects.

3.2 Centroid molecular dynamics and ring polymer molecu-
lar dynamics

Matsubara dynamics is impractical but, by appropriately approx-
imating it, it is possible to derive two much more practical and
popular methods: CMD and RPMD. Historically, CMD and RPMD
have not been introduced as approximations to Matsubara dy-
namics but as heuristic interpretation of the PIMD real-time dy-
namics. In CMD and RPMD the real-time dynamics of the PIMD
ring polymer is not just a way to get an efficient quantum Boltz-
mann sampling, but it is exploited to calculate approximate real-
time correlation functions derived from the Kubo one.

3.2.1 CMD

The CMD method was introduced by Cao and Voth about 30 years
ago.152 It can be obtained from Matsubara dynamics by setting
M = 1. For M = 1 one gets θM = 0 since the first (and only in CMD)
dynamical mode is the centroid, and the phase θM by construc-
tion does not depend on the centroid coordinate and momentum.
Therefore, the phase problem is not present in CMD making con-
vergence easier and the method suitable for large dimensional
systems. Furthermore, the potential of mean force gets changed
to

U0(Q0) =− 1
β

ln
{

N
∫

dq′ e−β [VN(q′)+SN(q′)]
δ (Q′

0 −Q0)

}
, (16)

where we choose to use the subscript index 0 for the centroid
as a reminder that it is the Matsubara mode with zero Fourier
frequency. The CMD approximation to the Kubo time correlation
function is

CAB(t)≈
1

2π h̄Z

∫
dP0

∫
dQ0 e−βP2

0 /2m e−βU0(Q0)A(Q0)B(Qt). (17)

The potential of mean force in Eq.(16) is computationally ex-
pensive to evaluate at each step of the dynamics. Its common
evaluation is based on the introduction of fictitious masses for
the fluctuation modes much lighter than the mass of the cen-
troid. This procedure is often called the adiabatic approxima-
tion.153–155 Furthermore, thermostats are usually coupled to the
fluctuation modes to ensure the correct canonical sampling, while
the centroid is left unthermostated not to spoil the evaluation of
the correlation function.156 Numerous applications of CMD to vi-
brational spectroscopy can be found in the literature, which in-
clude, for instance and far from being exhaustive, studies of the
vibrational motion of liquid water157,158, high pressure ices,159

and protonated methane (CH5
+).160

3.2.2 RPMD

The RPMD approach was introduced by Craig and Manolopoulos
around 20 years ago.41 RPMD can also be obtained from Matsub-
ara dynamics upon analytic continuation of the Matsubara phase
and subsequent discard of the imaginary terms in Newton’s equa-
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tions of motion for the fluctuation modes.45 The real-time corre-
lation function adopted in RPMD calculations is

CAB(t)≈
1

(2π h̄)NZN

∫
dp

∫
dqe−βHN(p,q)AN(q)BN(qt), (18)

where HN is the same term as in Eq.(10), and it represents the
Hamiltonian for the motion of the beads. Eq.(18) clarifies that
RPMD is a straightforward application of PIMD to real-time dy-
namics. There are some differences between CMD and RPMD
worth being noted. First, RPMD does not employ a potential of
mean force, which makes it computationally more effective. Sec-
ondly, the masses adopted in RPMD are the physical masses for all
degrees of freedom and all beads are employed in the calculation
of the expectation value. Finally, no thermostats are adopted in
the original RPMD.

If one applies basic RPMD to perform vibrational spectroscopy
calculations, though, some issues arise. First of all it is not pos-
sible to rely on the bead dynamics for the calculation of the cor-
relation function because the harmonic springs would spoil the
true frequencies of vibration of the system. Therefore, also RPMD
must rely on the dynamics of the centroid for spectroscopy calcu-
lations. However, the presence of spurious peaks in the spectra
is unavoidable due to the coupling of the centroid motion with
that of the beads. Thermostatted ring polymer molecular dy-
namics has been introduced to alleviate this problem.161,162 In
TRPMD a set of thermostats is coupled to the fluctuation modes to
damp their vibrational motions at the cost of widening the spec-
tral lineshapes.45 Several applications of (T)RPMD to IR spec-
troscopy have been reported in the literature, including ethylene
glycol,163, non-linear spectroscopy,164 Lennard-Jones liquids,165

and a study of hydrazine in an ab initio fashion166 to give just a
representative example of some of them.

Fig. 6 shows a comparison of the accuracy of different
imaginary-time path integral methods for the two-dimensional
Champagne bottle model as reported by Trenins and Althorpe.150

Two absorption bands are visible: The low frequency one is a ro-
tational band, while the high frequency one is due to the stretch
mode which mimics the OH stretch in water. Results at four differ-
ent temperatures are presented. A striking difference between the
two bands is that while the absorption maximum of the rotational
band shifts with temperature, the maximum of the stretch band
is basically independent of it. This is because the involved rota-
tional energy levels are close together while the spacing between
vibrational energy levels is larger. The investigated temperature
range extends enough to change the populations of rotational lev-
els in a way that the peak of absorption is temperature dependent,
while the change of population in vibrational levels is negligible.
Matsubara dynamics with M ranging from 1 (at T = 800K) to
5 (at T = 200K) is the most accurate simulation. The slight blue
shift compared to the exact quantum mechanical results and other
small discrepancies are due to the neglect of real-time coherence
effects. The TRPMD simulation also suffers from some blue shifts
and, as anticipated, widens the band. The CMD calculation is
characterized by a sizeable red shift of the stretch band at 200
K.167 This issue of CMD is known as the curvature problem, and

Fig. 6 IR spectra for a two-dimensional Champagne bottle model (see
Ref. 150 for details). The vertical dashed line indicates the center of
the quantum mechanical stretch peak. The low-frequency band is due
to rotational motion. Reproduced from G. Trenins and S. C. Althorpe J.
Chem. Phys. 2018, 149, 014102 with the permission of AIP publishing.

it is related to the Cartesian description of the centroid motion.
Some methods, which we label as post-CMD, have been recently
developed to overcome this issue and improve CMD accuracy.

3.2.3 Possible ways to improve the accuracy of CMD simula-
tions

We anticipated that the CMD approach is plagued by the so-called
curvature problem. This issue arises at low temperature due to
coupling between the centroid and the fluctuation modes. Trenins
et al. found out that the amplitude of fluctuations is enhanced by
the use of Cartesian coordinates for the centroid, while curvilin-
ear coordinates are helpful in overcoming the issue.168 Based on
this study and on a previous intuition by Ivanov et al.169 some ap-
proaches have been developed to improve the accuracy of CMD
calculations.

The quasi-centroid molecular dynamics method (QCMD) is
based on the definition of an appropriate set of curvilinear co-
ordinates, so that the coupling of the centroid with the N−1 fluc-
tuation modes is minimized. The propagation is still performed in
Cartesian coordinates, but a curvilinear potential of mean force is
defined and employed. QCMD is able to correct the red shift of
CMD in evaluating the fundamental OH stretch frequency.168 The
different dynamics of the quasi-centroid compared to the centroid
one may affect also the static properties, so to confirm the reliabil-
ity of QCMD calculations it is essential to compare static averages
obtained from QCMD with those of a standard PIMD simulation.
The main issues arising when practically applying QCMD lie in
the necessity to define for each system a set of appropriate curvi-
linear coordinates, which is not always straightforward, and in
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the determination of a computationally effective way to estimate
the curvilinear potential of mean force. The second problem has
been levied by introducing the fast quasi-centroid molecular dy-
namics method (f-QCMD),170–172 which provides an efficient way
to calculate the difference between the quasi-centroid potential of
mean force and the classical potential, i.e. the so-called quantum
correction potential. f-QCMD achieves the goal by means of a
series of pairwise terms extracted from short-time PIMD simula-
tions.173 The approach is up to 100 times faster than the parent
QCMD.

The temperature-elevated path integral coarse-graining simula-
tions (Te PIGS) method employs a different approach to estimate
the quantum correction potential.174 The method gets its foun-
dation from the observation that the quantum correction poten-
tial usually changes very slowly with temperature. If this holds
true for the system under investigation, then one can get a re-
liable estimate of the quantum correction potential as the high
temperature difference between the potential of mean force used
in CMD and the classical potential. The advantage of working
with the CMD potential of mean force, which is accurate at high
temperature, is that the search for a set of appropriate curvilinear
coordinates is no longer needed thus overcoming also the first of
the two problems mentioned above. This property makes Te PIGS
ideally the most suitable post-CMD approach for calculations in-
volving large dimensional systems.146,175,176 Fig. 7 shows results
from Ref. 171 in adopting the post-CMD methods to calculate
the IR spectrum of liquid water at 300 K based on the analytical
qTIP4P/F PES and associate dipole surface.

Fig. 7 Comparison of post-CMD methods for the vibrational spectrum of
liquid water at 300K. Reproduced from J. E. Lawrence, A. Z. Lieberherr,
T. Fletcher and D. E. Manolopoulos J. Phys. Chem. B, 2023, 127,
9172–9180. Copyright 2023 American Chemical Society.

Fig. 7 demonstrates that QCMD, f-QCMD, and Te PIGS are in
very good agreement between each other and are able to describe
accurately the three bands of fundamentals characterizing liquid
water. These are the libration band below 1000 cm-1, the bend-
ing band centered just above 1600 cm-1, and the stretch band
with absorption maximum just below 3500 cm-1. We notice that
the classical simulation is characterized by a blue shift. This is
an anticipated result, since at 300K a classical simulation is miss-
ing most of the anharmonicity of the potential, and the signal is
found closer to the harmonic estimate. As expected, the post-
CMD methods allow for a correct quantum thermal sampling and
classical anharmonicities of the potential are correctly described.

On the other hand, they are still based on just the centroid dy-
namics and are missing the real-time coherence effects. This leads
to (small) discrepancies in the evaluation of fundamental bands,
and to the inability to describe the bending-libration combina-
tion band between 2000 and 2500 cm-1. The issue about this
combination band is not only limited to the calculated absorption
intensity, for which a correction term from Matsubara dynamics
has been worked out,177 but it concerns also the frequency of the
band which, being the simulation based on a classical real-time
propagator is found at the sum of fundamental frequencies, miss-
ing the anharmonicity related to nuclear quantum effects.

Post-CMD methods are kept being developed. As an example,
the hybrid-CMD method has recently appeared in an effort to
solve the curvature problem in a computationally efficient way
relying to a hybrid of QCMD and CMD.178

4 Vibrational spectroscopy with other classical-
trajectory based approaches

Methods derived from imaginary-time path integration have the
property to correctly sample the quantum Boltzmann statistics,
while, as already discussed, the real time dynamics was only
heuristically introduced. Methods that build on a specular scheme
also exist and have been employed in vibrational spectroscopy.
In these approaches, the focus is on the real time dynamics per-
formed by means of classical molecular dynamics, while the en-
ergy of the trajectories is set by enforcing the quantum statistics
into the molecular dynamics. In the following, we will review
two approaches that fall into this category, namely the quantum
thermal bath (QTB) and the QCT methods.

4.1 The quantum thermal bath method

The QTB method was introduced by Dammak et al. about 15
years ago based on the idea to exploit the link between energy
quantization and its spectral density at thermal equilibrium.179

Specifically, the fluctuation-dissipation theorem180 states that
when dissipation converts the energy of a dynamical system into
heat, then there is a response related to thermal fluctuations to
preserve detailed balance. One can practically exploit the the-
orem by adding both a frictional term and a Gaussian random
force term (related to the thermal fluctuations) to the molecular
dynamics of the system under investigation. In this way, by ap-
propriately modifying the equations of motion, one can enforce
the desired quantum thermal statistics into the molecular dynam-
ics. The modified equations of motion are known as the Langevin
equations of motion, i.e.

mir̈i,α =− ∂V
∂αi

− γ pi,α +Fi,α , (19)

where i stands for the i-th atom of mass mi, α indicates one of the
three spatial components, γ is a frictional coefficient, Fi,α is the
α component of the Gaussian random (stochastic) force applied
to the i-th atom, and V is the potential energy. Recalling that
the spurious peaks in RPMD spectra can arise from the dynamics
of the beads, due to the springs connecting the beads, it is clear
that the introduced dissipation must be weak enough not to in-
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terfere with the spectrum. Spurious peaks cannot appear in QTB
simulations because, unlike in RPMD, there are no “non-centroid
modes” to spoil the vibrational dynamics. However, the intro-
duced dissipation cannot be made arbitrarily weak to mitigate
spurious spectral broadening, as anharmonic couplings will then
prevent the system from adequately approximating the quantum
thermal distribution.

The spectrum of the random force Fi,α provides the link with
the quantum thermal statistics to be enforced into the dynamics.
The stochastic force spectrum (I) is defined by the fluctuation-
dissipation theorem as

IFi,α Fj,β (ω) = 2miγδi jδαβ Θ(ω,T ). (20)

The Kronecker deltas mean the random forces acting on different
atoms (δi j) or with different components (δαβ ) are uncorrelated.
Θ(ω,T ) is the quantum average energy for a harmonic oscillator
of frequency ω at temperature T given by

Θ(ω,T ) = h̄ω

[
1
2
+

1
eβ h̄ω −1

]
. (21)

The spectrum I in Eq.(20) can be calculated also by means of a
Fourier transform of the random force autocorrelation function.
Therefore, once I is determined through Eq.(20) for the tempera-
ture T of interest, by means of the inverse Fourier transform one
gets the autocorrelation and from there it is possible to numeri-
cally generate the Gaussian random force necessary to include the
quantum thermal statistics into the dynamics.181,182 We notice
that through Eqs.(19) - (21) each vibrational mode is thermal-
ized at an effective temperature to include the zero-point motion.

The first applications of QTB were devoted to reproduce sta-
tistical quantum effects in a variety of chemical and condensed-
matter problems, including the heat capacity of an MgO crystal,
and the radial distribution function of non superfluid 4He.179

Later, some models for proton-transfer IR spectroscopy were in-
vestigated,183 and power spectra of Neon and Argon clusters as
well as IR spectra of water clusters were reported.184 However,
the method suffers from zero-point energy leakage.185 The adap-
tive quantum thermal bath technique (adQTB) was introduced to
mitigate this drawback.186

The adQTB approach employs two frequency-dependent fric-
tion coefficients (one for the Langevin equation of motion and one
for the fluctuation-dissipation theorem) and deviations from the
quantum fluctuation-dissipation theorem are minimized along
the QTB trajectory. There is a numerical overhead in using adQTB
compared to QTB because the two frictional parameters must be
adapted, but this overhead is often affordable even when dealing
with large dimensional molecular or condensed phase systems.
One shortcoming of QTB simulations, being based on a classical
propagation of the dynamics, is the lack of real time coherence
and the inability to describe quantum interference. Therefore,
in vibrational spectroscopy QTB methods are expected to miss
anharmonicity especially in approximating quantum combination
bands and overtones.

A recent application of adQTB involved the IR (vibro-
rotational) spectrum of liquid water.187 In a second study,128

focused on the intensity of bands located at the sum of bend-
ing and stretching frequencies and at twice the stretching fre-
quencies of gas-phase water, the advantage of adQTB over pre-
vious PIMD results was remarked (even though Benson and Al-
thorpe - basically at the same time - pointed out that through a
Matsubara-derived post-multiplication factor also QCMD intensi-
ties can be improved177). These studies demonstrated that sam-
pling can play a surprising role in determining the IR intensities
in a trajectory-based method. Discrepancies from exact results re-
lated to the use of a classical propagator are not always due to the
missed real time coherences, since a more accurate description of
quantum correlation descending from a better sampling can ac-
count for some of the deviations in intensities. However, it still
holds that adoption of a classical propagator prevents from a full
description of the frequency anharmonicity typical of quantum
and experimental combination bands and overtones.

4.2 Quasi-classical trajectory molecular dynamics

A simple way to include a quantum amount of energy into clas-
sical molecular dynamics is to start the simulation with initial
conditions based on a harmonic quantization of the vibrational
energy. This approach, named quasi-classical trajectory or some-
times quasi-classical trajectory molecular dynamics, has been
largely adopted for classical scattering studies where the main
interest is to predict the product outcome and branching ratios
depending on the initial vibrational state excitation.188,189

The same setup can be adopted in vibrational studies to calcu-
late the Fourier transform of classical autocorrelation functions.
Specifically, the velocity or momentum autocorrelation function
is employed to calculate power spectra and get a classical esti-
mate of the density of states. The dipole autocorrelation function
is used to calculate IR spectra. For instance, in the case of a power
spectrum I(ω)

I(ω) =
∫ +∞

−∞

eiωτ ⟨Gpp(τ)⟩dτ (22)

Gpp(τ) =
1
T

∫ T

0
p(t + τ) ·p(t)dt, (23)

where ⟨·⟩ indicates an average over all trajectories with initial
conditions (atomic positions and momenta) drawn from a distri-
bution in phase space, and the dot product involves all atoms or
normal modes. By means of the ergodic theorem it is possible to
employ a single, long trajectory instead of an ensemble of shorter
trajectories. However, given the periodic nature of the vibrational
motion, a single trajectory simulation can be accurate even if a
short trajectory is employed provided it is long enough to sample
at least a few vibrational periods. QCT suffers from zero-point
energy leakage. Keeping the trajectory short helps to soften the
issue, but some refined techniques have also been developed to
try to minimize the leak.190–193 Furthermore, being based on a
classical propagator, QCT misses real-time coherences and quan-
tum interferences and the description of NQEs is limited to the
anharmonicity associated with the zero-point energy.

QCT can be employed as a term of comparison by other meth-
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Table 1 Software associated with the methods reviewed in the text.

Method Software
SC (all methods) Available upon request to the authors
PIMD, (T)RPMD i-PI201–203

QTB Available upon request to the authors
QCT SEMISOFT204,205

ods to determine their ability to describe NQEs. A relevant ex-
ample of this was presented in Fig. 2. Several spectroscopic sys-
tems have been investigated by means of QCT, ranging, for in-
stance, from small molecules48 to protonated and neutral water
clusters49,194,195 and biomolecules.87,196

A way to increase the accuracy of QCT calculations is by im-
proving the initial conditions by means of the adiabatic switching
technique.197–200 The approach is quite similar to the one used
in the AS-SCIVR method. The difference between the two ap-
proaches lies in the propagation performed after the preliminary
adiabatic switching run: in the case of AS SCIVR, the final tra-
jectory propagation is semiclassical and able to describe NQEs
including real-time coherences and quantum interferences, while
in the case of QCT it is fully classical.

5 Free software available
Table 1 reports on free software associated with the spectroscopic
methods previously reviewed.

6 Conclusions
We go back to one of the main goals anticipated in the Intro-
duction, which is to provide researchers interested in vibrational
spectroscopy with an overview of different computational ap-
proaches. We notice that there are several classical-trajectory-
based methods available for spectroscopy investigations ranging
from isolated gas-phase molecules to condensed matter. All of
them go beyond classical molecular dynamics and include NQEs
even if to different extents.

Semiclassical methods, being derived from real-time path in-
tegration, naturally describe all kinds of NQEs including those
related to real-time quantum propagation, which are neglected
by PIMD methods, QTB, and QCT. The computational cost of
SC approaches is generally higher, but still affordable (in the
few-trajectories versions) for spectroscopy investigations of sol-
vated and condensed phase systems, or materials. SC approaches
have been developed for both power spectra and IR calculations.
PIMD methods and (ad)QTB provide more approximate results
especially when dealing with purely quantum features like com-
bination bands and overtones. However, the quantum thermal
statistics is correctly taken into account, zero-point energy leak-
age avoided, and anharmonicity related to zero-point energy ac-
counted for. QCT is perhaps the most straightforward way to
include zero-point energy anharmonicity in molecular dynamics
simulations, and it may serve as a preliminary investigation of the
main vibrational features of complex systems.

The classical-trajectory-based approaches here presented have
the advantage not to require any particular treatment or repre-

sentation of the PES. The PES can be employed as is, in full di-
mensionality, and, when necessary, also in an “on-the-fly” fash-
ion. This feature makes the reviewed approaches more direct
and easy-to-use than other quantum time-independent or time-
dependent techniques. All methods calculate the spectra by
means of an appropriate Fourier transform. So, even if we have
focused on power and IR spectra, generalization to Raman spec-
troscopy is doable.

The illustrated methods can be sorted hierarchically according
to the amount and accuracy of NQEs they are able to describe.
All of them are steadily advanced, but some of them have en-
joyed more development efforts than others. Classical molecular
dynamics by definition misses all NQEs. QCT introduces in an ap-
proximate and sensible way anharmonicity effects related to the
zero-point energy. PIMD and QTB methods provide an exact or
very accurate description of the quantum statistics, but they miss
real-time coherences and quantum interferences. Therefore, they
are better suited to investigate systems characterized by a mild
quantum character. Conversely, the semiclassical methods here
presented are able to describe all NQEs, but they are limited to
estimate tunneling in the shallow regime. Very recently, two of
us presented an evaluation of the quantumness of SC and PIMD
methods, demonstrating the predominant quantum character of
the former.73 Semiclassical methods are accurate in describing
NQEs, well developed, and able to reproduce the spectroscopy of
a large range of systems including predominantly quantum ones.

Finally, we briefly mention a different family of promising
methods based on the nuclear electronic orbital (NEO) ap-
proach.206–208 The NEO approach is a multicomponent quantum
chemistry method in which selected nuclei are treated on the
same footing as electrons, while the remaining nuclei are treated
as classical point charges, as in conventional electronic-structure
calculations. Exploiting the same implementation as conventional
electronic-structure codes, the NEO approach provides vibronic
energy levels for the quantum subsystem composed of protons
and electrons, including non-Born–Oppenheimer effects.209–214

NEO methods are very attractive for quantum vibrational spec-
troscopy as most of sizeable NQEs are usually related to protons
(for instance, tunneling and real-time coherence effects). How-
ever, the NEO vibronic energy levels computed with multicompo-
nent quantum chemistry calculations are not directly comparable
to vibrational spectroscopy experiments because they are deter-
mined for fixed heavy nuclei.215,216 The NEO approach invokes
the Born–Oppenheimer separation between the quantum protons
and the classical nuclei, and the NEO potential energy surface
depends on only the coordinates of the classical nuclei. Con-
sequently, vibrational spectroscopy methods based on the NEO
approaches need to account for the feedback between the classi-
cal nuclei and the electron-proton quantum subsystem. As far as
trajectory methods are concerned, combining the real-time NEO
time-dependent density functional theory (RT-NEO) method217

with Ehrenfest dynamics218,219 was shown to be suitable for spec-
troscopic goals.218,220–222 The RT-NEO method propagates the
electronic and protonic densities numerically according to the
time-dependent Schrödinger equation. At the same time, the clas-
sical nuclei evolve on a mean field potential generated by the
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proto-electronic wave-function according to classical equations of
motion. This is an active field of research and the new NEO-QCT
technique is being developed at time of writing.
A related technique, named constrained NEO (CNEO), has been
recently introduced.223,224 The CNEO approach constructs an ex-
tended energy surface that depends on the coordinates of the clas-
sical nuclei and the position expectation values of the quantum
nuclei. The CNEO potential energy surface is obtained by con-
straining the position expectation value of the quantum nuclear
position operator. Since the CNEO potential energy surface has a
dimensionality corresponding to that of a conventional electronic
surface, a classical MD trajectory can be propagated to calculate
the correlation functions required to simulate vibrational spec-
tra.225 In this way, adiabatic dynamics can be adopted with the
CNEO approach.
In the hierarchical sorting of approaches presented above, the
NEO approaches could in principle provide the best NQE descrip-
tion of all reviewed methods. The price for that is the additional
computational overhead of the proto-electronic calculations.

We have presented a review of theoretical methods adopted
in vibrational spectroscopy and based on the evolution of classi-
cal trajectories at best of our knowledge. We apologize for any
methodology we may have missed.

List of main acronyms

NQEs - nuclear quantum effects
SC - semiclassical
SCIVR - semiclassical initial value representation
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PIMD - path integral molecular dynamics
CMD - centroid molecular dynamics
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Schiffer, J. Chem. Phys., 2019, 150, 201101.
213 C. L. Malbon and S. Hammes-Schiffer, J. Chem. Theory Com-

put., 2025, 21, 3968–3980.
214 R. J. Stein, C. L. Malbon and S. Hammes-Schiffer, J. Phys.

Chem. Lett., 2025, 16, 7718–7724.
215 Y. Yang, T. Culpitt and S. Hammes-Schiffer, J. Phys. Chem.

Lett., 2018, 9, 1765–1770.
216 S. M. Garner, S. Upadhyay, X. Li and S. Hammes-Schiffer, J.

Phys. Chem. Lett., 2024, 15, 6017–6023.
217 L. Zhao, Z. Tao, F. Pavošević, A. Wildman, S. Hammes-
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