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Micro- and nanoplastics are significant environmental pollutants with increasing human 
exposure. While chemically inert, these particles pose potential health risks through 
environmental modifications and as carriers of toxic substances. Understanding nanoplastic 
surface properties' influence on bionano interactions and particle circulation is crucial. Limited 
information exists on plastic-biomolecule interactions due to polymer variability and diverse 
physicochemical characteristics of degraded particles, while experimental research costs create 
barriers. To advance nanosafety assessment of polymeric nanomaterial-protein interactions, we 
extended previously reported CoronaKMC/UnitedAtom coarse-grained approach for modeling 
polymeric materials. This extension focuses on physics-based parameterization of protein-
nanoparticle interfaces for noncrystalline polymers, particularly polystyrenes. Reported 
computational approach predicts protein corona compositions for polystyrene nanotoxicity and 
protein orientations on nanoparticles, modeling biomolecular adsorption based on bio-nano 
interface parameters. It can be used as a "Safe and Sustainable by Design" (SSbD) 
nanoinformatics toolkit for designing safer polymers.
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Journal Name

Modelling bionano interactions and potential health risks
for environmental nanoplastics: the case of functional-
ized polystyrene.†

Julia Subbotina,∗a Oran McElligott,a and Vladimir Lobaskina

Micro- and nanoplastic pollution has been raising increasing concern due to their adverse environ-
mental and potential human health effects. The impact of plastic particulates, especially in their
nanoforms, on the health of living organisms is not fully understood. Based on substantial evidence,
it can be assumed that the key processes underlying the bioaccumulation and toxicity of nano-sized
materials are controlled by bio-nano interactions, particularly through the formation of protein coro-
nas. Understanding the composition of such biocoronas and the factors governing their formation
can aid in material risk assessment and the development of safety measures. In this study, we re-
port on novel parametrization of UA/CoronaKMC coarse-grained multiscale approach for predicting
protein corona composition that can be formed on pristine (PS) and modified forms (PS-NH2 and
PS-COOH) of polystyrene nanoplastics in blood plasma. Reported methodology extends the use of
UA/CoronaKMC method for further implementations into digital machine-learning SSbD frameworks
for pre-assessments of the nanotoxicity of novel polymers.

1 Introduction
To date, numerous polymeric materials have been introduced
to the global market, and polystyrene (PS) consistently repre-
sents about 5% of the total annual global polymer production
by volume1. They offer significant advantages by providing
cost-effective solutions for the production of various consumable
goods. However, the increase in polymeric consumables com-
bined with the inadequate waste management (note that global
recycling rates are low 9%2), leads to the accumulation of enor-
mous volumes of polymer waste in landfills and aquatic envi-
ronments at the end of their life cycle2–5. Without proper re-
cycling practices, plastic waste degrades under exposure to en-
vironmental conditions initially to microparticles (microplastic)
and subsequently to nanoparticles (nanoplastic)6. This process
can be relatively fast, e.g., it might take less than two months to
reach the nanoparticle (NP) state with sizes smaller than 250 nm
for disposable PS-made coffee lids7. The environmental spread
of nanoplastics is undeniable. Their presence was recorded in
aquatic ecosystems8,9, in the atmosphere10, and in the soil11,12.
It was even observed in the ice samples obtained from the remote
Arctic and Antarctic regions13,14. As a result of this widespread
pollution, nanoplastics penetrate into human body through var-

a School of Physics, College of Science, University College Dublin, Dublin 4, Ireland.
E-mail: yulia.subbotina@ucd.ie
† Supplementary Information available: [details of any supplementary information
available should be included here]. See DOI: 00.0000/00000000.

ious pathways: food (oral ingestion), water (absorption by the
skin or oral ingestion), or the air (inhalation)15–17. Plastics,
detected in human faeces18, in human placenta (referred to as
“plasticenta”)19, or in the brains of humans and other mam-
mals20,21 point to the alarming scale of this exposure.

A concerning consequence of nanoplastic pollution is caused by
environmental degradation of polymers that produces not only
different particle sizes but also numerous variations of surface
chemistry, as a result of physical processes and reactions with
chemicals co-located with polymeric waste22–30. Surface modifi-
cations enhance the colloidal stability of the nanoplastics and can
transform a relatively inert polymer bulk material into a distri-
bution of “activated” NPs. Surface-modified NPs can be internal-
ized by living organisms and pass through the blood-brain barrier
(BBB) in a manner similar to more reactive inorganic NPs31–37.

The primary factor facilitating this process is the adsorption of
proteins onto the hydrophobic surface of the NP as it enters the
bloodstream. Exogenous agents are typically encountered by op-
sonins, such as antibodies or complement proteins, which bind to
these agents, marking them for destruction by phagocytes and fa-
cilitating their clearance. However, during this process, opsonins
compete with other blood proteins, and the ultimate composi-
tion of the protein layer on the NP’s surface, known as the pro-
tein “corona”, will determine the fate of the NPs38–41. This pro-
tein makeup, especially if enriched with dysopsonins, gives the
NP a “new identity’ that can help avoid the recognition process
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by mononuclear phagocyte system (MPS)42,43. As a result, this
competition may help NP remain undetected by MPS for longer,
increasing its blood circulation times and its persistence44.

The impact of nanoplastic pollution on various living organ-
isms has been extensively examined in the recent literature45–51.
Specifically, with regard to PS, research has demonstrated that its
nanotoxicity can differ between organisms52. In humans53, par-
ticular emphasis was placed on the health of women and fetal de-
velopment during pregnancy54–57. Moreover, research has con-
sistently demonstrated a robust correlation between metabolic
disorders and exposure to PS NPs in both animal models and cel-
lular systems58–63.

PS NPs have also been increasingly noted for their neurotoxic ef-
fects. There is increasing evidence from animal studies on the
negative role of PS NP exposure to anxiety, depression, cognitive
impairment, and neurodevelopmental disorders both in adults
and after developmental or maternal exposure64–68. The expo-
sure time of PS NP was shown to be irrelevant for health out-
comes, as short-term exposure was associated with long-term
cognitive decline, neuronal damage, and inflammation69. PS
NPs, specifically anionic ones, may exacerbate Parkinson’s dis-
ease pathology by disrupting the gut–brain axis, facilitating α-
synuclein aggregation, and inducing neuroinflammation and mi-
tochondrial dysfunction70–75.

Understanding the factors governing nanotoxicity is crucial for
predictive environmental toxicology as well as for developing safe
biomedical applications based on PS NPs. The protein corona
composition was shown to be a crucial determinant of nanotoxi-
city76–78. It shapes how NPs interact with cells and organs, and
ultimately modulates NP’s toxicity and immune responses. At the
same time, protein corona composition is an imprint of NP char-
acterised by a set of intrinsic (material type, surface chemistry,
size) and extrinsic (zeta potential, colloidal stability, and solu-
bility) properties that are affected by the specific environments
(chemical compositions, pH, ionic strength)79–81. Manipulation
of the intrinsic and extrinsic properties of NPs experimentally can
help identify safer materials that degrade to NPs with the pre-
ferred corona composition. However, experimental assessments
of many combinations of protein corona-NP systems might be a
tedious task. Recent advances in modelling the protein corona fa-
cilitate the rational design of safer nanomaterials. These method-
ologies, ranging from multiscale physics-based modelling82–86 to
machine-learning approaches39,87–89, are revolutionising the ma-
terial design and safety assessment.

In our previous work, we introduced and applied a multiscale
United Atom (UA) method combined with a Kinetic Monte Carlo
approach to model protein corona compositions (CoronaKMC)
and predict the nanotoxicity of crystalline materials with vary-
ing complexities as a function of the composition of the protein
corona90–94. In this study, we extend this methodology to in-
clude a polymeric material, PS. Our multiscale simulations are
designed to model key molecular events of individual and col-
lective protein-NP interactions by examining protein adsorption
and biocorona formation on functionalized PS NPs with differ-

ent charges. The adsorption of the five most prevalent proteins
in blood plasma, namely serum albumin (HSA), fibrinogen (FG),
immunoglobulin IgG (IGH), complement component 3 (C3), and
apolipoprotein A1 (APO-AI), onto small, 10-nm PS NPs is taken
into account. The new UA parameters for coarse-grain (CG) mod-
elling of protein-PS NPs are developed. The results of the CG
simulations are compared with existing experimental data and
higher-resolution computational simulations. The novel parame-
terisation expands the capacity of UA/CoronaKMC for modelling
common industrial materials. The results obtained are then used
to assess the potential biomedical application of PS NPs.

2 Methods
We first introduce the protocol for building a CG model of PS sur-
faces. Modified PS NPs will be designed as decorated raspberry
core-shell CG structures originally described in93 to mimic the
roughness of weathered materials. The CG mapping for proteins
is set at one bead per amino acid (AA) resolution (see subsec-
tion 2.1), while each PS bead represents a styrene tetramer. The
parameterisation protocol for obtaining CG interaction potentials
for the novel UA beads used in constructing the raspberry models
is described in Section 2.4.3. Protein corona formation (subsec-
tion 2.2) is modelled using a combination of the UA method with
kinetic Monte Carlo (KMC) simulations91,94,95.

2.1 General concepts of the multiscale model for predicting
individual protein adsorption affinities.

In this work, we use the UA model to evaluate the average pro-
tein adsorption energy, as described in our previous publica-
tions90,92–99. In this model, the complete protein- interaction po-
tential Up−NP is approximated by a sum of non-bonded pairwise-
additive interaction terms for each AA in the protein and the NP
modelled as a set of CG beads with assigned UA material-specific
parameters:

Up−NP =
NAA

∑
i=1

Ui(di(θ ,φ)) =
NAA

∑
i=1

Uel
i (di(θ ,φ))+

+
NAA

∑
i=1

U s
i (di(θ ,φ))+

NAA

∑
i=1

Uc
i (di(θ ,φ))

(1)

Here, the AA-specific non-bonded interaction potentials near the
material surface U s

i are obtained from all-atom molecular dynam-
ics (MD) simulations in tabulated form (see UA material parame-
terisation protocol in Section 2.4.3) and include all types of non-
bonded interactions modelled at this level of resolution. The long-
range interaction potentials Uc

i implement van der Waals interac-
tion between the remaining NP’s region (core, labelled with “c”)
and AA, and are calculated from the optical properties of the core
material and the AA by the Hamaker procedure100. The electro-
static interactions are described using screened Coulomb poten-
tials94. The UA configurational files *.CONFIG containing dielec-
tric parameters, ionic strength, etc., employed in simulations, are
provided in the supporting GitHub archive.

Within the UA paradigm, both materials constituting the bio-nano
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interface – the protein and the NP – are modelled using a rigid-
body approximation, i.e., we neglect any possible change of the
protein conformation (no side-chain flexibility or backbone mo-
tion are allowed) or PS chains at the NP surface. Interfacial water
at the bio-nano interface is included explicitly at short distances
via the short-range surface potential and implicitly beyond the
cut-off distance of the atomistic model and defined by the force
field selected for MD simulation (see Section 2.4.3 for more in-
formation).

The potential Up−NP depends on the position of the protein with
respect to the NP surface and is determined by di, the distance
between the NP surface and the protein surface (surface-surface
distance or SSD) and by the orientation of the protein charac-
terized by two rotational angles, θ and φ , relative to the initial
orientation of the protein and the normal of the surface (z-axis).
The angles θ and φ correspond to an initial vector in the reference
frame of the protein, which is rotated so that this vector faces the
surface of the NP when the centre of mass of the protein is in a
position (0,0,z) relative to the surface of the NP. The rotational
transformation is sequential with the first rotation of the protein
by −φ around the z-axis, followed by 180◦ − θ rotation around
the y-axis. In a reference frame (at [φ ,θ ] = [0◦,0◦]), the protein is
initially aligned to the principal axis with the longest axis along
z and the second longest along the y-axis. The plot of adsorption
energy values Eads(φ ,θ), obtained by integrating the interaction
potential along the z-axis in a given protein orientation in the θ ,φ

coordinate space,

Eads =−kBT ln

[ ∫ Rmax
Rmin

ξ 2e−Up−NP/kBT dξ∫ Rmax
Rmin

ξ 2dξ

]
(2)

produces the adsorption energy surface (AES) map or a heatmap.
The adsorption energy Emin

ads is the lowest energy obtained from
AES and corresponds to the most stable complex of the protein
adsorbed on the NP surface. Multiple comparably stable minima
can be located in the protein adsorption heatmaps (see examples
in Figure 1). By moving the protein along the z-axis and rotat-
ing through θ and φ angles from the initial orientation, the UA
model samples the configurational ensemble. The total protein
adsorption energy ⟨EBoltz

ads ⟩ is calculated by canonical Boltzmann
averaging over all possible configurations101:

⟨EBoltz
ads ⟩= ∑i sinθie−(Eads)i/kBT (Eads)i

∑i sinθie−(Eads)i/kBT
. (3)

2.2 CoronaKMC model of protein corona formation (com-
petitive adsorption).

Competitive binding of blood plasma proteins during the corona
formation is a multifaceted, dynamic process that takes place in
two regions of the bio-nano interface102. It is accepted that the
corona hierarchy is multilayered, yet the majority of published
studies focus on monolayered coronas103. Proteins binding to
the surface may do so irreversibly, resulting in the formation of
a “hard” corona. In contrast, proteins that are weakly bound un-
dergo reversible adsorption, remaining in a “soft” corona region

until they are supplanted by incoming proteins with higher ad-
sorption affinity. In addition, proteins from solution may bind
to the adsorbed proteins of the “hard” corona, thus forming fur-
ther adsorption layers104. Proteins in both categories compete
for available binding sites on the NP surface, a phenomenon
known as the Vroman effect. This competitive process persists
until the system reaches equilibrium, at which point proteins
with the highest individual binding energy saturate the adsorp-
tion sites. Protein concentration also influences this process: pro-
teins present in higher concentrations are more likely to occupy
the surface, whereas those arriving later and in lower concentra-
tions can only fill the remaining gaps left by earlier arrivals. In
case of relatively weak interactions between PS and proteins, the
timescales of corona equilibration can reach hours and days due
to the higher energy barriers related to the change of protein con-
formations that adopt their shape to have a stronger interaction
with the surface as compared to the energy barrier for reversible
desorption105,106. As a result, modelling the complete corona
formation process with standard MD methods is practically un-
feasible, although it has been attempted75,107. For example, in
work75 it took 75 ns of production run for human α-synuclein to
make the initial contact with the PS surface, while the first signs
of protein structural changes occurred after 400 ns of stimula-
tion. To overcome the limits of corona dimensions and extreme
timescales, we employ a KMC method82,91,108–110, which proved
to be more efficient in modelling adsorption/desorption events
through the set of reaction rate equations for diffusion-driven col-
lision events. However, that approach would miss the information
on protein unfolding and the formation of further layers, which
would require more detailed models of the proteins and their in-
teractions104.

Recently, we applied the hard-sphere (HS) KMC methodol-
ogy91,94 for predicting the formation of milk protein films on
iron and aluminium surfaces95,111. The HS KMC method con-
siders protein adsorption events as physical interactions between
a patch of the protein and the NP surface. It also assumes that
this process can be reversible. The attachment and detachment
rates are calculated for different protein orientations chosen at
random from the energy heatmaps, so proteins can bind to the
NP surface on different sides; The method calculates the occu-
pied NP surface fraction by calculating the projections of proteins
as hard spheres with radius RP corresponding to the radius of gy-
ration of the molecule; The availability of binding sites on the
NP surface for incoming protein is scaled according to the surface
area occupied by other proteins.

A single event of protein adsorption is modelled as adsorption in
random orientations. The probability of such a binding event is
predicted from AES UA heatmaps. The latter are pre-calculated
for individual proteins separately. In steady state and with the
assumption that desorption is a first-order reaction and the ad-
sorption is a pseudo-first-order, the rate constants for adsorption
(ka)/desorption (kd) can be evaluated from the following equa-
tion:

ka

kd
= Keq = exp

(
− ∆G

kBT

)
(4)
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Here, Keq stands for the equilibrium constant, and the binding
free energy ∆G can be represented by the protein adsorption en-
ergy in the given random orientation Eads(φ ,θ) extracted from UA
AES of individual protein:

ka

kd
= e−Eads(φ ,θ)/kBT (5)

The adsorption events between two entities, protein and NP, in
solution are diffusion-controlled and occur with the collision rate
ks defined by Smoluchowski theory112:

ks = 4π ∗ (RNP +RP)NA
kBT
6πη

[
1

RNP
+

1
Rp

]
(6)

where η is the viscosity of the medium and NA is Avogadro’s num-
ber. It is assumed that collision rates are diffusion-limited, the dif-
fusion is isotropic, and hydrodynamic interactions are neglected.
The per-site collision rate is then dependent on the surface avail-
able for adsorption and given by:

kcoll =
1000ksAp

4πR2
NP

(7)

where Ap is the projected area and the factor of 1000 arises from
the conversion from m3 to L. The value of kcoll is taken as the ad-
sorption rate constant with the condition that adsorption occurs
with a unit probability after a collision event. Then, the desorp-
tion rate constant is:

kd = eEads/kBT kcoll (8)

This implies that a strongly negative adsorption energy results in
a very low desorption rate. It should also be noted that Eads is not
the free energy of adsorption and is missing the entropic term.
This approximation is only valid if entropy is small or constant
across orientations.

2.3 CoronaKMC simulations setup and parameters.
In our HS KMC simulations, we employed rate constants and ad-
sorption areas for each biomolecule orientation, which were ob-
tained from the adsorbate parameters. This was accomplished
by automatically converting .uam output and .pdb structures us-
ing the BuildCoronaParams script. This script takes a list of
biomolecules and their concentrations in mol/L as input, lo-
cates the corresponding structures and .uam binding energy ta-
bles, and computes rate constants and adsorption areas for each
biomolecule orientation. During the time-resolved KMC simula-
tion, events are generated that correspond to the adsorption or
desorption of adsorbates. Adsorption events involve choosing a
potential adsorbate based on a probability proportional to its col-
lision rate with the NP and generating a random position on the
NP surface. Proteins were allowed to adsorb and be replaced dur-
ing the evolution of the protein corona. As a result, only the final
adsorbed protein fractions obtained after the system reaches equi-
librium were considered to predict the corona composition. Time-
dependent saturation of protein binding sites by all and individual
proteins was used to monitor corona equilibration convergence.

The KMC simulation time was set to 3 min for all three types of
10-nm PS NPs. The selected timescale was deemed sufficient to
obtain converged protein corona compositions and was consistent
with the experimental timescales reported for corona formation
in PS NP106,113,114 when the initial protein corona composition
remained mostly unchanged from the moment of initial protein
adsorption within 0.5 min frame.

To predict the corona composition, we applied realistic concen-
trations of the selected most abundant blood plasma proteins that
were reported in the literature (see Table 2 for more information).
A detailed description of the CoronaKMC model can be found in
the original work91,94.

2.4 Predicting individual protein adsorption affinities with
the UA model.

To construct adsorption energy heatmaps for the KMC model and
to estimate individual protein affinity to PS NPs, several steps
must be executed. First, a raspberry model of unmodified or
altered PS NPs with the Cartesian coordinates of NP raspberry
beads should be developed. Second, UA parameters should be
assigned to each NP raspberry bead. These parameters include
the ζ potential, the Hamaker constant, charge, and radius. Third,
Cartesian coordinates for proteins should be established. These
coordinates can be obtained through experimental or computa-
tional methods. To ensure accurate AA content for UA calcula-
tions, it is necessary to evaluate the protonation state of the pro-
tein at the selected pH. Lastly, non-bonded pairwise U s

i potentials
should be provided in tabular format for every combination of NP
raspberry bead and AA in the protein (potential mean force pro-
files or PMFs), including ionized AA states when necessary. If the
UA distribution lacks potentials for specific material/AA combina-
tions, they can be pre-calculated using all-atom MD simulations.
The subsequent sections will provide comprehensive explanations
on the implementation of these steps for novel parameterization
of the UA model to characterize bio-nano interactions at PS inter-
faces.

2.4.1 Constructing CG models of functionalized PS NPs: sur-
face morphology and Cartesian coordinates.

The raspberry model of NP and the corresponding Cartesian co-
ordinates of the raspberry beads can be obtained with the help
of RaspberryGenerator.py tool distributed with UA package. In the
raspberry model, the volume of NP is discretized into many points
(beads). The radii of these beads can vary, e.g., in our case, the
NP is represented by a central bead of a uniform density with
a set of smaller beads positioned at the outer layer. This ap-
proach was previously used for building modular CG models of
core-shell polymer-coated NPs93. The coarse-graining algorithm
was combined with Flory’s theory115,116 to obtain bead configu-
rations corresponding to realistic shell density profiles of PEGy-
lated NPs. The protocol reported in the current work was used
to build CG models for PS NPs based on the following assump-
tions. While hydrophilic PEG chains can take various shapes at
the NP interface (e.g., “mushrooms” or “brushes”), the morphol-
ogy of the PS NP surface might be different due to less flexible
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and more hydrophobic chains. It was previously demonstrated
that pristine PS NPs are stable and resist aggregation when dis-
persed in pure water117. As water constitutes a poor solvent
for hydrophobic PS, the outer layer of unmodified PS NPs is ex-
pected to contain collapsed polymer chains forming small glob-
ules118–121. Furthermore, conditions under which the PS NPs are
produced can also affect the morphology of NP surface as well.
The synthetic PS NPs are typically smooth solid spheres52,122.
However, in real-life scenarios, the formation of PS NPs occurs
via the degradation of plastics in the environment, complicated by
natural aging and wear (e.g., rubbing materials against the sand,
the interaction with the oxygen or metabolites of the bacterial
colonies living on the surface of the material, or the exposure to
UV light). Such metamorphosis can increase the physical rough-
ness and surface-to-volume ratios in environmental nanoplastic
particulates, ultimately resulting in surface chemistry modifica-
tions. Consequently, alterations in the protein corona compo-
sitions formed in these NPs and associated variations in nan-
otoxicity should be expected123–126. For example, in the case
of polyethylene (PE) microplastics with sizes 1–10, 50, and 100
µm, the higher curvature of the surface was linked to elevated cy-
totoxicity, pro-inflammatory cytokine release, and hemolysis127,
particularly at high concentrations of PE particulate. However,
it was also shown that the roughness of polymeric PS NPs can
result in slower uptake128. However, this factor can be overrid-
den by the presence of charges on the NP, as higher uptake rates
were observed in HeLa cells for positive and rarely for negative
surfactant-stabilized PS NPs, regardless of surface curvature and
total surface area128,129.

Taking into account all these factors, we model a PS NP as a single
smooth uniform-density sphere of the corresponding radius, dec-
orated with smaller neutral PS and charged beads placed around
the smooth sphere mimicking a low-roughness surface with chem-
ical modifications. For comparison purposes, we used similar pa-
rameters of the previously proposed MD model of PS NPs for pro-
tein adsorption107. The total number (198) of charged surface
beads was placed in the outer layer to model charged PS NPs.
The ζ -potentials shown in Table 1 were evaluated via Grahame
equation130 from the corresponding surface charge densities σ at
the slipping plane where surface potential Ψ0 ≈ ζ :

σ =
εrε0Ψ0

λD

ζ =
σλD

εrε0
,

(9)

where λD is the Debye length, εr and ε0 are the dielectric per-
mittivities of water and vacuum, respectively. The absolute val-
ues were close to | ζ |≈ 2 kBT

e ≈ 50 mV, suggesting that the sur-
face charge density σ = 0.63e/nm2 corresponds to moderate to
strongly charged surfaces131. Furthermore, considering that the
carboxylic group has pKa of about 2-5, it is expected that at pH
7.4 it should be fully ionized. In this case, the PMFs for COO−

fragment (see Figure S1c in Supporting Information) were as-
signed to the decorating beads. At the same time, NH2 group is
basic (pKa ≈ 10.0) and thus it is also expected to be fully ionized

Table 1 Physicochemical parameters of PS NPs used in the UA simula-
tions.

NP RNP, nm ζ , mV Qtot ,ea σ ,e/nm2b

PS 5.0 0.0 0.0 0.00
PS-COOH 5.0 −47.7 −198.0 0.63
PS-NH2 5.0 +47.7 +198.0 0.63

aQtot is a total charge of NP taken from Ref.107;
b Charge density is calculated from σ = Qtot

4πR2
NP

.

at a neutral pH. The PMFs for NH+
3 groups shown in Figure S1d

in Supporting Information were assigned to decorating beads in
PS-NH2 NP models.

The radii of the beads in the outer raspberry shell were set to 0.36
nm, as estimated from the radius of gyration (rg) of the chosen
PS oligomer fragments used for parameterization of PS-AA side
chain (SCA) PMFs (see Section 2.4.3). The resulting CG models
of PS NPs are shown in Figure S1 in the Supplementary Materials.
UA simulations require a set of parameters describing NP-SCA in-
teraction (the short-range NP-SCA potentials, Hamaker constant,
and specific volume values) that are assigned for each CG bead
composing the NP, including decorating beads132. The procedure
for obtaining short-range potentials for SCA-PS, SCA-COOH, and
SCA-NH2 interactions is described in the following section. The
Hamaker constants and specific volume values required for pair-
wise interactions were evaluated using the protocol described in
detail in Ref94. To improve the sampling of protein adsorption
energies for varying roughnesses of the PS surface, 10 random
rotational configurations of NP coordinates were used to obtain
average adsorption affinities by MultiSurfaceAverage.py tool in UA
package as previously described in work93.

2.4.2 Obtaining Cartesian coordinates for proteins.

The coordinates of five proteins studied were taken from the Pro-
tein Data Bank: human serum albumin HSA, (1AO6133), human
fibrinogen, FG (3GHG134), human IgG immunoglobulin, IGH
(1HZH135), human complement component 3, C3 (2A73136),
and human apolipoprotein A1, APO-AI (3K2S137). The choice
of PDB entries was mandated by the PDB structures listed in
work107 that we use for validation. The PDB structures were pre-
processed with the CHARMM-GUI PDB Reader tool138. The pro-
tonation state of all proteins at pH 7.4 was refined with PropKa
software139. Any post-translational modifications (e.g., glycosy-
lation) or co-crystallized entries were excluded. The characteris-
tics of the selected proteins are listed in Table 2.

2.4.3 Obtaining CG PMFs for pristine and modified poly-
meric NPs.

The protocol for obtaining UA PMF profiles w(r) within the 1.2-
nm cut-off around the AA side chain bead from radial distribution
function (RDF) g(r)146 was reported previously and was followed
in the current work:
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Table 2 Physicochemical characteristics of proteins used in this study

Proteins Name PDB ID UniProt ID MW , kDaa QP, eb CP, g/Lc PDB resolution,Å Chainsd

HSA Human Serum Albumin 1AO6 P02768 131 −15.0 35−50 140 2.50 A
C3 Complement component C3 2A73 P01024 183 −24.0 1.2 141 3.30 A,B
FG Fibrinogen 3GHG P02671 228 −14.0 2−4 142 2.90 A,D,G,J,B,E,H,K

APO-AI Apo-Lipoprotein 3K2S P02647 56 −8.0 1.58 143,144 N/A A,B
IGH Immunoglobulin 1HZH P01857 150 +22.0 5.6−18 145 2.70 A,B,C,D

amolecular weight, calculated from PDB structure;
btotal charge, calculated at pH 7.4;
cprotein concentration in blood plasma.
dchains included in PDB of biological assembly.

w(r) =−kBT ln[g(r)] (10)

This approach worked reasonably well for UA CG models of PEG
core-shell NPs93. The RDF functions for the inversion were calcu-
lated along the distance between the centers of mass for SCA and
PS or decorating beads. However, the extension of this protocol to
larger fragments of CG PS may be questionable due to many-body
effects. To omit the latter, the 1:1 ratio of interacting beads was
considered in this study. To model the PS-SCA interaction, a single
CG bead of PS chain was represented by (C8H8)n=4 fragment. The
simulation systems were composed of one biomolecular fragment
and one PS fragment solvated by TIP3P water and neutralized by
0.15 M KCl. The temperature was set at 298.15 K in the NPT and
NVT ensembles, and the pressure was at 1 bar in the NPT ensem-
ble. The Nose–Hoover thermostat was invoked for NVT simula-
tions, while Berendsen’s weak coupling thermostat and barostat
were applied for NPT runs. The system was modeled using peri-
odic boundary conditions with an approximate primary cell size
of 8.0 nm × 8.0 nm × 8.0 nm. These boxes were pre-equilibrated
to obtain a proper density/pressure and were subject to 200 ns
production runs to collect RDFs. All-atom molecular dynamics
simulations in this study were performed with the GROMACS
package147 and the CHARMM36m148 force field parameters with
a cutoff distance 1.2 nm. RDFs for each set of SCA-material pair
were calculated by the gmx rdf tool in GROMACS, ensuring that
the distance between the two centers of mass (COM) was se-
lected. To reduce the noise in RDF curves, a 1D Gaussian filter
with a standard deviation for the Gaussian kernel equal to 2-4
is applied (scipy.ndimage.gaussian_filter1d Python library). RDFs
were inverted as per Equation (10) to obtain CG PMFs (in kBT ).
The CG potentials used in UA model are referenced with respect
to the surface-surface separation distances, which are obtained
from the potentials constructed along the distance between the
planar surface of the material and the COM of SCA. To harmo-
nize the potentials obtained from the inverted RDFs, we shifted
them by the distances corresponding to the radius of gyration of
the material fragment, replicating a single CG bead. The radii
of gyration were obtained with the gmx gyrate GROMACS tool for
analysis of MD trajectories. Short-range UA potentials for the dec-
orating beads were obtained in a similar way. To cover various pH
regimes in the UA CG models, ionised and nonionised analogues
of COOH and NH2 CG beads were parameterised. Final PMF sets
used in UA simulations are shown in Figure S1.

3 Results

3.1 Individual protein adsorption onto pristine and func-
tionalized PS NPs.

3.1.1 Preferred orientations of adsorbed proteins.

UA model can predict the lowest-energy configurations of the ad-
sorbed proteins from adsorption heatmaps. However, it is impor-
tant to note that the definition of protein adsorption energy for a
single orientation located on the heatmap contains inherent un-
certainty149. Therefore, it is advisable to approach the interpreta-
tion of a single docking configuration with some caution. Ideally,
multiple minima should be evaluated, and their corresponding
orientations should be cross-checked with experimental data on
protein-nanomaterial complexes if such information is available.
As we lack specific experimental data on the spatial configuration
of protein-NP complexes to assess how well the UA model predicts
the adsorption of individual proteins on PS NPs we will use the
high-resolution atomistic MD study mentioned in107, along with
several other indirect experimental observations, served as refer-
ence points to validate our multiscale calculations. In general,
the orientations of proteins adsorbed on PS-NH2 NPs predicted
by the UA model were visibly similar to those found in the MD
study107. The differences noted are discussed below. The rea-
sons for these discrepancies are also discussed in Section 3.2. The
AESs and protein adsorption complexes corresponding to the low-
est energy poses at AES are shown in Figures 1, 2 in the main text,
and Figures S2-S5 from Supporting Information. Information on
additional docking poses located on the AES are collected in Ta-
bles S1-S3 in Supporting Information (coordinates, energy rank-
ings, and closest contacts). The locations of the lowest minima on
the AES landscape for pristine PS were similar to those for nega-
tively charged PS-COOH or positively charged PS-NH2 NP. Analy-
sis of the lowest-energy conformations for adsorbed proteins has
revealed that diverse AA patches can be observed near the NP
surfaces (see Tables S1-S3 in Supporting Information). Positively
charged AAs (e.g., Lys and Arg) and aliphatic AAs were preva-
lent to maintain contact with pristine PS and PS-COOH NPs. For
positively charged PS-NH2 NP, the adsorption occurred through
aliphatic and negatively charged side chains (e.g., Glu and Asp).
Such multi-modal binding preferences occurring at the level of in-
dividual AAs facilitate protein adsorption on PS surfaces, regard-
less of the total protein charge, and result in multiple preferred
AES docking poses characterised by a similar exothermic adsorp-
tion effect.
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Fig. 1 Adsorption energy surfaces (heatmaps) for one configuration of selected functionalised NPs and five proteins: serum albumin (HSA), fibrinogen
(FG), immunoglobulin (IGH), complement component 3 (C3), and apolipoprotein A1 (APO-AI). This set of multiple heatmaps was used to obtain
Boltzmann-average energy values shown in Figure 3. The positions of the minima are marked with the “star” signs. Contour maps were generated
using identical energy ranges to emphasize the comparative intensity of interactions between specific proteins and nanoparticles. The AESs have some
common features, however, it depends on the functionalization and the charge of the NPs.
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3.1.1.1 Adsorption of HSA. A multi-modal mechanism of
HSA adsorption on 99-nm pristine, carboxylate- and amine-
modified PS NPs was noted in Ref.150. The authors suggested that
although HSA has an overall negative charge, its surface contains
a mix of positively and negatively charged AAs, creating localised
binding patches accessible for oppositely charged particles. They
suggested that in solution with 150 mM monovalent ions, the De-
bye length (κ−1) is about 0.8 nm, thus, proteins and NPs should
be in proximity of each other to experience strong electrostatic
forces. However, at these distances, Van der Waals attraction
is expected to become the primary driving mechanism for HSA
adsorption, facilitated by the heterogeneous charge distribution
on the protein’s surface. In the present study, the HSA’s AAs
nearest to the NP surface were Glu16, Glu17, Hsd128, Glu131,
Lys162, Thr166, and Gln170 for PS NP (Figures 2a, 2d) and
Glu17, Lys162, Gln170, and Pro282 for PS-NH2 (Figures 2c,
2f), while for PS-COOH the closest side chains were located at
the loops of the α−helixes near Glu501, Lys538, Gln580, Ala581
(Figures 2b, 2e). The NP-binding site near the residues 540-
580 of the homologous BSA protein was previously reported by
MD simulations of BSA interacting with pristine and modified PS
NPs151. In HSA this binding configuration corresponds to the
lowest energy docking pose for negatively charged PS-COOH NP
at (φ = 125◦;θ = 55◦) coordinate and (see Figures 1a). The au-
thors of MD study also noted an overlap of NP-binding sites in
BSA for aminated and pristine PS plastic models vs. the car-
boxylated surface model of PS. Previously, it was also shown that
BSA would adopt a side-on orientation while binding to pristine
PS NPs with radii 30, 100, 110 nm114. A side-on orientation
was also predicted by UA simulations for HSA binding onto all
three models of modified PS NPs used in the current work (Fig-
ures 1a-c). Experimental studies152 have shown that the fluores-
cence quenching of HSA-PS complexes, reflecting the interaction
strength between the fluorophore and the quencher, decreases
in the row PS-NH2>PS-COOH>PS. In Förster Resonance Energy
Transfer (FRET), the efficiency of energy transfer (E) is highly
dependent on the distance (r) between the donor and acceptor
molecules153. The efficiency is inversely proportional to the sixth
power of the distance (1/r6) between NP and tryptophan (Trp)
and tyrosine (Tyr) residues in the protein. For HSA the closest to
the PS surfaces was Tyr138 (6.7 nm for pristine and 6.8 nm for
PS-NH2 NP) and Tyr497 (5.8 nm for PS-COOH). Furthermore,
the reported stronger quenching effect for amine-functionalized
PS was assigned to enhanced local hydrophobicity near Tyr138
and Tyr150 AAs that can be induced by additional rearrangement
of the interacting nearby protein’s region. These aromatic AAs
were calculated to be close to the binding site near Lys162 for
HSA@PS-NH2 UA docking pose with (φ = 305◦;θ = 95◦) rota-
tional coordinates as shown at Figure 2i (Tyr138 and Tyr150 are
highlighted in cadmium yellow colors). At least two well-defined
HSA drug binding sites have been described in the literature154.
Sudlow drug sites I and II are located near Trp214 and Arg410
AAs (highlighted at Fig. 2b in forest green and red colors, re-
spectively). It is predicted that these residues do not directly in-
teract with the NP surface in either PS modification, suggesting
that their interaction with the NP may be irrelevant for preserv-

ing these sites. However, in the case of PS-COOH NP, disruption
of this pocket may occur due to protein adsorption onto the NP
via adjacent Glu501 and Lys538, potentially affecting drug-HSA
interactions. This hypothesis, however, necessitates further inves-
tigation, including unfolding processes as part of nano-bio interfa-
cial processes, although such simulations exceed the capabilities
of the UA framework.

3.1.1.2 Adsorption of C3. The human C3 protein comprises
several critical functional structural elements, including the β

(residues 1-645) and α (residues 650-1641) chains155,156. C3
convertases cleave C3 at Ser726–Arg727, initiating the conver-
sion of the anaphylatoxin domain or ANA (residues 650–726)
into anaphylatoxin C3a and activating the C3b fragment with the
thioester-containing domain (TED, residues 963–1268). The co-
valent attachment of C3b to antigen surfaces via a thioester bond
in TED activates the complement component C3 defense mech-
anism against pathogens. The thioester bond (Cys988-Gln991)
is shielded from reactions with small amino or hydroxyl nucle-
ophiles (e.g., water, ammonia, methyl amines) by a hydropho-
bic/aromatic pocket composed of Met1378, Tyr1425, Tyr1460,
and Phe1047 in native C3, becoming exposed only after prote-
olytic cleavage. Upon activation, C3b binds to the sugar-rich
cell surfaces of viruses and pathogens, although this opsoniza-
tion does not discriminate against host surface receptors. The
surface-bound C3b subsequently induces phagocytosis. Residues
1496–1641 constitute a carboxy-terminal C345C or NRT domain
with a netrin-like fold. The NRT domain is a target for com-
plement inhibitors under development as therapeutics for vari-
ous diseases. Inhibitor binding to this domain can prevent the
formation or stability of the convertase enzymes. The domain
undergoes significant structural changes during complement ac-
tivation and binding events157,158. The C345C domain medi-
ates key complement interactions, and dysregulation of C3 ac-
tivation involving this region has been implicated in Alzheimer’s
disease–related neuroinflammation and synaptic loss159. Com-
plement activation by polymer-coated surfaces was previously re-
ported160. The activation can occur as a result of C3 direct bind-
ing to the surface (alternative pathway). For C3 protein bound to
PS NPs, three favourable docking poses were observed (see Fig-
ure S4 in Supporting Information). For pristine PS the protein
was bound via Leu292, Lys283 and α−helix between Lys700 and
Glu711 on ANA fragment. Similar orientation with α−helix be-
tween Lys700 and Arg718 on ANA fragment was predicted for
PS-COOH NP. And in case of PS-NH2 NP the interaction occurred
via the α−helix between Gln1616 and Phe1637 at NRT domain.
Predicted poses resonate with experimentally observed behaviour
of C3 protein. For example, it was shown that binding of the NRT
domain to PS-NH2 NP could work as a nanobody inhibiting ampli-
fication of complement system activation at the C3 level161. Fur-
thermore, for C3 to effectively target pathogens or damaged cells,
its ANA domain must be appropriately exposed. Thus, if ANA
binds to PS and PS-COOH NPs as predicted by our simulations,
this interaction can potentially disrupt ANA’s movement and pre-
vent complement activation in response to pathogens. None of
the PS NPs targeted the compstatin binding site near Ile389-
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(a) HSA@PS (b) HSA@COOH (c) HSA@PS-NH2

(d) HSA@PS (e) HSA@COOH (f) HSA@PS-NH2

(g) HSA@PS (h) HSA@COOH (i) HSA@PS-NH2

Fig. 2 The lowest energy configurations of HSA protein bound to various PS NPs as predicted by the UA modeling. Here, the coordinates of the
minima (marked with the “star” symbol) were taken from adsorption heatmaps shown in Figure 1. AAs closest to the nanosurface (within 5 Å cut-off)
are labeled (d-f ). Aromatic residues relevant for fluorescence quenching of HSA-PS complexes discussed in text, Tyr138/Tyr150 and Tyr401/Tyr497,
are highlighted in cadmium yellow and ochre orange colors (g-i). The Sudlow drug sites I and II near Trp214 and Arg410 AAs are also shown in forest
green and red colors, respectively. The residue identifiers are the same as in the original protein PDB files. Journal Name, [year], [vol.],1–21 | 9
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Ser394, Arg456-Met457, and Gly489-Asp491 pocket located on
β -chain162–164 and thus shall not alter its ability to inhibit C3
activation.

3.1.1.3 Adsorption of IGH. Activation of complement can
also proceed via a classical activation pathway: initial bind-
ing of immunoglobulins to biomaterials, followed by binding
of complement component C1 to FC fragment of immunoglob-
ulins160,165,166. Thus, complement activation of classic path-
way in response to contact with artificial materials suggest the
possibility of Fab-on surface orientation of immunoglobulins. It
was also shown that pre-adsorption of antibodies before blood
plasma/serum incubation enhances uptake of functionalized PS
NP of 230 nm and 150 nm by target cells of moDCs with the CD3
receptor167. This uptake enhancement suggests the optimal ori-
entation of immunoglobulin bound to PS NPs to target the CD3
receptor. Superior targeting efficacy results from substantial ex-
posure to functional receptor binding sites on Fab1 and Fab2 in
outer space (Fc-on surface bound orientation). In simulations of
all-atoms168, the three possible orientations for the adsorption
of IGH onto a flat PS surface were predicted: Fab-Fab-on, Fc-on,
and Fab-Fc-on orientations. In our calculations, we observed only
Fab-on or Fc-on orientations. The simultaneous interaction be-
tween two subunits and the PS surface was not predicted due
to a mismatch in protein and NP size, resulting in insufficient
surface area available to accommodate both subunits. Our calcu-
lations indicate that the preferred orientation of IGH on pristine
and functionalized PS NPs differs (see Figure S5 and Tables S1,
S2, S3 in Supporting Materials). However, a very shallow min-
ima (Eads(φ ,θ)=−2.6kBT ) was predicted in the case of PS-NH2

NP where the IGH was oriented with both Fab fragments fac-
ing outward and Ile266, Gln330-Lys336 residues on the Fc fac-
ing the NP surface (φ = 345◦;θ = 110◦). While this orientation
was also anticipated for pristine PS NPs (Eads(φ ,θ)=−13.7kBT ),
a stronger adsorption minimum (Eads(φ ,θ)=−24.6kBT ) was ex-
pected for a different orientation (φ = 330◦;θ = 35◦). In this
orientation Arg18, Arg24, Arg29, Ser67, and Asp70 in the Fab1
fragment were the closest to the surface. Similar orientation was
predicted for PS-COOH NP.

3.1.1.4 Adsorption of FG. The adsorption of FG at the solid-
liquid interfaces has been widely studied because of its crucial
role in blood coagulation. According to SFG spectroscopy, FG
forms a complete layer on pristine PS surfaces, with absorption
reaching equilibrium at approximately 20,000 seconds169,170.
Upon adsorption, FG adopts a bent conformation, where one E-D
fragment lies flat and the other E-D segment stretches outward.
This bending, which deviates by 30° from its linear form, occurs
near the center of the FG molecule. Once bound to PS, the ori-
entation and shape of fibrinogen do not change over time. The
change of SFG intensity of N-H stretching signals (3270 cm−1)
from FG was also observed as a result of adsorption onto PS. At
the same time, for a blank polyester surface, FG was predicted to
bind to the PET surface through the D-terminus171 similar to FG
adsorption at the silicon oil-water interface. All-atom MD simula-
tion studies of FG adsorption to mica and graphite surfaces have
shown that the attachment to the surface occurred through the

D the E regions172. In the work173, the exploration of micro-
electrophoretic behavior and concentration depletion revealed
two main mechanisms for FG adsorption. The first mechanism,
which is more prevalent at lower ionic strengths, involves random
orientation adsorption that allows FG to penetrate deeply into the
fuzzy polymeric layer on the surface of NP. The second mecha-
nism, referred to as a side-on adsorption, becomes more prevalent
at pH > 5.8 and an ionic strength of 0.15 M. The results of our
calculations show (see Figure S6 ) that for pristine and positively
charged PS, the lowest energy of adsorption was predicted for ori-
entations where FG approaches the PS surface at the coiled coil
region between E and D domains and near the residues Phe74,
Lys78, Lys81, Asp82, or Ser85 or Phe35, Ser37, Asp38, Glu39,
Asp40 (see Tables S1, S2, S3 in Supporting Materials). This ori-
entation can be considered as a side-on orientation predicted for
experimental conditions close to our theoretical ones (pH = 7.0,
I = 0.15M ). Similar residues were predicted to mediate the at-
tachment of E-domain to the surface of the EMT zeolite174. The
adsorption onto negatively charged PS-COOH takes place near
the Lys173, Asn175, and Pro260, Ala271, Asp272 residues within
one of the D domains, and this can be described as an orientation
that involves penetration into the polymer’s surface layer.

3.1.1.5 Adsorption of APO-AI. According to our UA model
simulations, fragments between Gln41-Lys45-Leu46-Leu47 were
found near pristine and COOH-modified PS NP’s surface (see Fig-
ure S7). In the case of amino-modified PS, multiple orientations
with similar Eads(φ ,θ)=−22±3kBT were located on the AES (see
Tables S1, S2, S3 in Supporting Materials). The alternative con-
formation was located at φ = 310◦;θ = 55◦ and had the Lys226-
Glu234 patch near the surface. Unfortunately, no information on
the orientation of APO-AI at the NP’s surface was found in the
literature to validate these docking poses.

3.1.2 The UA binding affinities ⟨EBoltz
ads ⟩.

The adsorption energies ⟨EBoltz
ads ⟩ calculated with UA are collected

Figure 3). For pure PS the highest affinity was predicted for the
APO-AI protein (−60.5kBT ), for positively charged PS-NH2 the
strongest binders were the C3 (−65.4kBT ) and HSA (−50.8kBT )
proteins, and for negatively charged PS-COOH the moderate
binding energy was predicted for multiple proteins (APO-AI,
IGH,C3). Predicted binding affinity ⟨Eads⟩ for HSA protein and
neutral PS NP was −28.2kBT , which is higher than the previously
reported experimental value of −9 kcal/mol (−15.2kBT at 298.15
K) for HSA adsorption on the larger 200-940 nm PS latex NP175.
In case of homologically consisted bovine serum albumin (BSA)
and 100 nm and 200 nm diameter carboxy-functionalised PS Flu-
ospheres, the experimental free energy of adsorption for BSA was
−30 and −35 kJ/mol (or −8.9 and −10.4kBT ) respectively176.
Furthermore, the UA-calculated HSA binding trend was not in
line with the adsorption affinities for the same PS NPs predicted
by MD simulations of higher resolution umbrella sampling from
a benchmark report107. The HSA adsorption free energy ∆Gads

reported there was calculated to decrease (the adsorption affinity
to increase) from pristine PS (−10.9kBT ) to PS-NH2 (−25.2kBT )
to PS-COOH NPs (−93.4kBT ). The UA-calculated HSA prefer-
ence for modified PS was different, as the affinity increased in
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Fig. 3 Individual protein adsorption affinity ranking for 10-nm PS NPs.
The Boltzmann-averaged energy values ⟨EBoltz

ads ⟩ were obtained by aver-
aging over multiple adsorption energy surfaces corresponding to a set
of 10 NP configurations. HSA and C3 proteins stand out with elevated
adsorption affinities toward PS-NH2 NPs.

the row: PS-NH2 (−50.8kBT ) > pristine PS (−28.4kBT ) > PS-
COOH (−18.1kBT ). In a comparative analysis of calculated im-
munoglobulin IGH adsorption affinities with isothermal titration
calorimetry (ITC) data for analogous systems177, specifically PS,
PS-COOH, and PS-NH2 NPs with radii R = 52,57,51 nm and zeta
potentials ζ =−10,−29,2 mV, respectively, the following correla-
tions were observed: the measured heats of adsorption ∆H in-
creased in the sequence for the NPs of PS-COOH (−99.6kBT ),
PS-NH2 (−39.5kBT ), and PS (−14.5kBT ). In the case of UA-
predicted affinities ⟨EBoltz

ads ⟩, a stronger interaction was predicted
for PS-COOH (−45.6kBT ) and pristine PS (−24.3kBT ), whereas
the positively charged PS-NH2 NP repelled IGH (0.37kBT ). The
free energies of adsorption ∆G, which include the entropy term
∆S, also did not exhibit a strong correlation177. This discrepancy
may be attributed to protein denaturation upon binding to the NP.
More negative ∆S values for carboxyl- and amino-functionalized
PS suggest that protein denaturation might be more pronounced
on modified PSs. However, the unfolding process cannot be mod-
eled within the UA multiscale framework, which may account for
such discrepancies.

In a study178 involving 23 nm PS, 24 nm PS-COOH, and 57 nm
PS-NH2 NPs, it was observed that APO-AI has a greater affinity
for PS and PS-COOH NPs than HSA or reconstituted HDL pro-
teins. In line with this observation, our calculations have also
shown that APO-AI has a higher individual binding energy than
HSA for pristine and COOH-modified PS (see Figure 3). For
apolipoprotein APO-AI, the UA-calculated binding affinity values
were were exothermic, ranging from −60.5kBT (PS) to −48.4kBT
(PS-COOH) to −24.9kBT (PS-NH2).

It was shown experimentally179 that fluorescence quenching ef-
ficiency for interaction between FG and 80nm PS NP decreased

by 45.5%, 49.2%, and 55.9% for PS-COOH, PS, and PS-NH2 NPs,
suggesting that positively charged PS NPs are more likely to com-
bine with FG and change its structure. Thermodynamic measure-
ments indicated that the interaction between FG and PS occurs
spontaneously (∆G < 0) and is mainly driven by hydrophobic in-
teractions (∆H > 0 and ∆S > 0). According to UA-simulations, FG
also exhibits the strongest interactions with positively charged PS-
NH2, followed by PS-COOH and then pristine PS NPs (see Figure
3).

3.2 Formation of protein corona on PS NPs.
Previous studies have indicated that incubation of 80 nm PS NPs
without any functionalization with human plasma results in a
protein corona that significantly enhances placental transfer180.
This effect was more pronounced compared to the PS-corona
formed with BSA and dextran, which was used as a control in
the experiments. After incubation of PS particles with plasma,
the most abundant proteins were albumin, immunoglobulins, and
apolipoproteins. At the same time, a high mean corona intensity
was also observed corresponding to fibrinogen and C3 (see Ta-
ble S5 in Ref.180). The results of our CoronaKMC simulations of
competitive adsorption of selected proteins onto smaller 10-nm
PS NP echo similar results. Calculations have predicted that the
NP’s coverage with proteins occurs from the initial seconds (Fig-
ure 4 and that the maximum load capacity is reached within 60
s of simulation time or less. Estimated the maximum load ca-
pacity for 10-nm PS NP ranges from 9-16 proteins (see maxLoad-
Geom.ipynb at GitHub archive in Supporting Materials).

As shown in Figure S8 in the supporting materials, the first 9
HSA entities are adsorbed at t = 0.01 s (Figure S8a) and an APO-
AI binds at t = 0.03 s (Figure S8j) for pristine PS. In the case of
PS-NH2 NP, 12 HSA molecules are adsorbed at t = 0.01 s (Figure
S8c) and later the number of HSA molecules drops to 0 at t = 14.3
s while 1 C3 molecules bind to NP at t = 0.03 s and reach its max-
imum load (17 molecules) at t = 60.4 s (Figure S8f). Meanwhile,
1-2 molecules of FG absorb / desorb at the surface of PS-NH2 NP.
For PS-COOH NP, the corona composition was more diverse - only
APO-AI was excluded. At first, 1 APO-AI and 5 IGH molecules
bind to the surface at t = 0.01 s (see Figures S8k, S8n). IGH
reaches its maximum load at t = 0.02 s by replacing APO-AI and
remains unchanged throughout the trajectory. Reversible binding
of single C3, FG, HSA is also observed (see Figures S8k, S8e,
S8h, S8b in Supporting Materials).

The calculated total protein load number (nmax) on the surface of
NP ranging from 8 to 17 was in line with the estimated maximum
protein load number. The composition of the protein corona sta-
bilized within a 60-100 second simulation frame before reaching
an adsorption plateau. The sole exception was negatively charged
PS-COOH, where the maximum load of immunoglobulin heavy
chain (IGH) remained nearly constant from the initial frames of
the simulations, and proteins with low maximum load numbers
underwent continuous exchange.

The highest total protein coverage Ωt of PSNPs was approximately
72-81%, and this loading capacity was achieved within the first
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(a) PS (b) PS-COOH (c) PS-NH2

Fig. 4 Evolution of the protein corona predicted by CoronaKMC simulations. Only non-zero coverage values for individual proteins (nprot) were plotted
for 180 s trajectories. The plots show that (a) adsorption on PS NPs predominantly occurring for smaller HSA albumin (max. 9 molecules at the
first frames) competing with APO-AI (max. 12 molecules) protein. (b) A diverse population of corona consisting of immunoglobulins IGH (max. 7
molecules), albumins HSA (max. 2 molecules), C3 compliment protein (max. 1 molecule), and fibrinogen FG (max. 1 molecule) was predicted for
PS-COOH NPs. (c) compliment component C3 (max. 17 molecules) dominated entire corona of PS-NH2 NPs. The breakdown for each protein
separately can be found in S8 in Supporting materials.

(a) PS (b) PS-COOH (c) PS-NH2

Fig. 5 The 3 min of KMC simulation evolution of total protein load onto 10-nm PS (a), PS-COOH (b), and PS-NH2 (c) NPs.
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30 seconds of KMC simulation (see Figure 5). The results ob-
tained echo the study113, where the rapid formation of a protein
corona comprising the most abundant plasma proteins was exper-
imentally observed at the earliest exposure time point (0.5 min)
for PS NPs charged positively (115 nm diameter) and negatively
(112 nm). The authors further noted that the composition of
the protein corona was established at the earliest exposure time
point and did not undergo significant qualitative changes even
with extended plasma exposure (480 minutes), although quan-
titative alterations were observed. Notably, the rankings of indi-
vidual binding affinities align with the composition of the protein
corona. The concentration of blood plasma proteins emerged as
the second most significant factor. For example, in the case of PS-
COOH, APO-AI exhibited a slightly stronger binding to the surface
compared to IGH and C3. However, the immunoglobulin IGH
(CP=5.6-18 g/L) outperformed APO-AI (CP=1.58 g/L) and C3
(CP=1.2 g/L). Furthermore, albumin HSA (CP=35-50 g/L), de-
spite having the lowest binding energy, demonstrated a presence
similar to that of lipoprotein APO-AI. The interplay of additional
factors, such as the shape and size of the protein, in conjunction
with the associated surface charge distribution that complements
the shape, charge, and surface charge distribution of NPs, is an-
ticipated to collectively determine the final “new identity” of PS
NPs.

Discussions

3.3 Takeaways from CG modelling of individual protein ad-
sorption: trends and methodology.

In our previous reports, we have examined the potential limita-
tions of the UA’s predictive capabilities, which arise from the in-
herent constraints of the “rigid body” description of proteins and
other approximations. This methodology does not account for
alterations in protein conformation during the adsorption pro-
cess (refer to Section “Increasing the Resolution of the UANan-
oDock Predictions” in Ref.149 for further discussion). Moreover,
within the additivity approximation, the interaction of each AA
with the NP surface is optimised separately for each individual
AAs, while in reality the optimal conformation may be impossible
due to staric constrains within the protein globule. The model
also neglects the entropic contributions associated with protein
adsorption, such as protein conformational entropy loss, solvent
rearrangement, and counterion release. The inconsistency in pre-
dicting binding energies, as compared to reported values, can be
attributed to these simplifications. The ⟨Eads⟩ represents an av-
erage of potential energies over sampled orientations, providing
only enthalpic estimates. Consequently, UA-calculated adsorp-
tion affinities ⟨Eads⟩ cannot be directly compared to experimental
binding free energies. The exclusion of entropic effects typically
results in weaker binding predictions; thus, the UA model is an-
ticipated to overestimate the absolute strength of NP-protein in-
teractions. Variations in experimental conditions, such as larger
NPs, pH, and ionic strength of the buffers used, may further ex-
acerbate these discrepancies. Experimental investigations into
protein adsorption onto PS NPs indicate the potential for protein
unfolding; however, the secondary structure elements can be ei-

ther preserved or even stabilised in the presence of NPs. Con-
sequently, the errors associated with “rigid” proteins can vary in
absolute value, contingent upon the preserved stability of the sec-
ondary structure. The study by Alemie et al.181 demonstrated
that the adsorption of immunoglobulin IGH onto PS NPs with
various coatings containing amino and carboxylic groups, such
as allylamine, 2-methyl-2-oxazoline, or acrylic acid, resulted in
denaturation. The circular dichroism (CD) spectra indicated that
IGH’s secondary structure exhibited a substantial presence of β -
sheets and turns on NH2-coatings, whereas some α-helices were
stabilized on coatings with COOH groups. In a study178, it was
shown that when APO-AI binds to PS or PS-COOH particles, there
is an increase in the α-helical signal in CD spectra, suggesting that
this part of the structure is either stabilized or enhanced. In con-
trast, the formation of the APO-AI-PS-NH2 complex reduces the
CD signal for APO-AI, with this effect becoming more significant
at higher particle concentrations. This indicates that the binding
with positively charged particles may disrupt the secondary struc-
ture of APO-AI. On the other hand, protein flexibility can impact
the stoichiometry of adsorption: for example it was shown that
FG due to its high flexibility at the coiled-coil region172,182 can
bind to two separate NPs, potentially changing particle aggrega-
tion state183. Hinge bending in FG may also play an important
role in fibrin polymerisation, as it can provide the necessary flex-
ibility to accommodate new molecules in the growing fibre and
thus can impact the regulation of blood clotting. Thus, it is advis-
able to include multiple protein conformations to evaluate pro-
tein adsorption with “rigid body” approach implemented in UA
or introduce other treatments of protein flexibility. Regarding the
potential rearrangements of polymeric NPs upon interaction with
proteins, the application of the “rigid body” approximation to the
NP may introduce additional errors in estimations of adsorption
energies. This is due to the significant energy changes associ-
ated with such interactions, which cannot be directly captured
in the multiscale UA model. Technically, these degrees of free-
dom can be accounted for through extended simulations with en-
hanced sampling within an all-atom MD framework. However, in
practice, such simulations require enormous computing resources
and can only be applied to study a limited number of proteins. A
further NP-linked source of discrepancy between the results ob-
tained from UA and those reported in all-atom MD simulations,
as documented in the benchmarking report107, is the relatively
high sphericity of the UA CG raspberry models of NPs compared
to the shape of MD-simulated polymeric nanoclusters. It is im-
portant to note, however, that the UA values account for the con-
tributions of proteins interacting with various segments of the NP
surface (10 NP orientations were included), potentially offering
a more accurate representation of experimental conditions. Fa-
cilitating such comprehensive scanning of the entire NP surface
in MD simulations is challenging due to the substantial system
sizes involved. The UA adsorption affinities partially correlated
to the protein charge (see Figure 6). The stronger adsorption
for positively-charged PS-NH2 NPs (as compared to pristine PS
NPs) was predicted for negatively charged proteins, for example
C3, HSA, and FG proteins with a total protein charge QP=−24.0e
,−15.0e, and −14.0e, respectively. Similarly, the most positively
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Fig. 6 The change in Boltzmann-averaged energy values ⟨EBoltz
ads ⟩ be-

tween neutral and charged PS NPs for proteins. The more negative the
∆ ⟨EBoltz

ads ⟩ value, the stronger the predicted adsorption. The more posi-
tive the ∆ ⟨EBoltz

ads ⟩ value, the higher protein-NP repulsion. The electro-
static attraction/repulsion plays the substantial role in protein adsorp-
tion, as shift from neutral PS NPs to positively-charged PS-NH2 NPs
results in stronger attraction of negatively charged proteins. However,
for negatively-charged PS-COOH NPs this trend is not straightforward.

charged protein IGH (QP=+22.0e) had the strong preference
for negatively-charged PS-COOH NPs and the least affinity for
positively-charged PS-NH2 NPs. Thus, the electrostatic attraction
and repulsion are expected to play the substantial role in protein
adsorption onto modified PS NPs. However this trend is not lin-
ear. For example, the adsorption of C3 protein (QP=−24.0e) was
also improved when the PS NP become functionalised with nega-
tively charged carboxylate groups. At the same time, the APO-AI
protein, regardless its moderate negative charge (QP=−8.0e) has
shown the least preference for positively-charged PS-NH2 NPs as
compared to pristine. These trends can indicate that protein ad-
sorption onto PS NPs is a complex process that is regulated by var-
ious contributions and not exclusively by electrostatic forces. Fur-
thermore, the sensitivity of the CoronaKMC model to initial pa-
rameters indicates that varying blood plasma compositions, rep-
resented by different initial protein concentrations, will result in
different coronas. Moreover, as previously noted, PS nanotoxicity
demonstrates size-dependent characteristics. To accurately pre-
dict NP toxicity, it is essential to consider a realistic distribution
of NP sizes present in the environment, rather than assuming a
uniform 10 nm NP size. Such variations in NP size may impact
not only the electrostatic interactions between proteins and NPs
but also potentially lead to NP agglomeration under real-world
conditions. This agglomeration could alter the size of PS clusters
and further change the content of the corona184,185.

3.4 Corona of PS NPs and possible implications for environ-
mental nanotoxicology and medicine.

The APO-AI apolipoprotein, immunoglobulin IGH, complement
component C3 and serum albumin HSA were predicted as the
most abundant in the protein corona of pristine and modified
10 nm PS NP in our calculations. The APO-AI apolipoprotein,
immunoglobulin IGH, complement component C3 and serum al-
bumin HSA were predicted as the most abundant in the protein
corona of pristine and modified 10 nm PS NP in our calculations.
These abundances can result in various outcomes. For example,
The presence of IGH in the protein corona can enhance the op-
sonisation of NPs, facilitating the immune system’s identification
and removal of PS NPs, and potentially increasing the NPs’ im-
munotoxicity by triggering an undesirable immune response186, a
complication undesirable for drug nanocarriers. A minimal num-
ber of surface-bound immunoglobulin molecules was sufficient
to trigger complement activation in response to superparamag-
netic iron oxide (SPIO) nanoworms187, indicating that natural
antibodies play a crucial role in C3 opsonization. Analogous im-
mune complement activation was observed for PS-coated QCM-D
sensor surfaces188. Experimental observations of the activation
of C-related pathways in pig and human serum in response to
exposure to PS NPs were also reported189. Activation of the com-
plement system via the C3-associated pathway is commonly as-
sociated with the immune response to pathogens and with pro-
inflammatory effects190,191. The prolonged activation of this
mechanism can lead to inflammation and tissue damage192. The
same pathway was also linked to neurological disorders193,194.
Interaction with the C3 proteins was reported for various nano-
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materials, and it was shown that C3 protein bound directly to the
foreign surface can be replaced195. In our KMC simulations, the
C3 adsorption was dominated in the case of negatively charged
PS-NH2 NPs and less dominant for negatively charged PS-COOH
NPs. As a consequence of C-activation triggered by interaction
between complement component C3 and the NP, the use of PS
NPs as intravenous material for biomedical NP-based applications
requires caution due to potential immunological risks. Yet, these
NPs might be useful, as it was shown that the C3-activation pro-
cess can be harnessed to regulate tumour growth196. Apolipopro-
teins, as well as lipoprotein particles, were found to be the main
adsorbates on polymeric biomaterial surfaces197–199. The adsorp-
tion of the APO-AI protein from the bloodstream onto silica NPs
(SiNPs) has demonstrated an initial reduction in the cytotoxic and
pro-inflammatory effects of SiNPs. The subsequent rapid clear-
ance of NPs coated with the protein corona resulted in a deple-
tion of APO-AI, leading to cardiovascular damage and atheroscle-
rosis200. Moreover, the interaction of APO-AI with NPs can be
influenced by the mode of exposure. The respiratory exposure
of mice to SiNPs led to the preadsorption of pulmonary surfac-
tants, which ultimately resulted in stronger adsorption of APO-
AI from the bloodstream. Due to the presence of APO-AI in the
corona of pristine hydrophobic PS NPs (Figure 4a), effects similar
to SiNPs may be expected to occur from exposure to engineered
or freshly synthesized PS NPs. The expected primary adsorption
of HSA can be viewed as beneficial factor if PS NPs are intended
to act as a drug carriers, as HSA adsorption is known to pro-
mote NP uptake201. Moreover, albumin plays a role in transport-
ing both exogenous and endogenous ligands in the bloodstream,
such as fatty acids, hormones, and AAs, which typically bind to its
two sites202, effectively functioning as a “nano-drug” itself. The
combination of HSA with NP can be used to develop a versatile
drug delivery system, offering advantages such as reduced toxi-
city, improved drug distribution, and the potential to overcome
multidrug resistance203,204. Nevertheless, there are drawbacks
to employing PS NPs as drug nanocarriers, as albumin’s interac-
tion with NP can negatively impact the pharmacodynamics and
pharmacokinetics of drugs205,206. For example, the presence of
NP led to a reduction in the stoichiometry coefficient of HSA-
paracetamol from 2 to 0.3 due to the loss of paracetamol binding
sites in HSA207. Docking studies208 have identified two binding
sites in HSA for paracetamol—Sudlow sites I and II (see Figure
2). Although there might not be a direct interaction with the sites,
the NP binding in proximity to the paracetamol site could cause
structural changes in Sudlow’s sites, thereby affecting the effi-
ciency of paracetamol binding. The presence of FG in the corona
was predicted only for PS-COOH NP (see Figures 4b). As a re-
sult of this interaction, the NP can weakly deplete FG from the
blood. This can modulate thrombosis and inflammation without
compromising hemostasis, demonstrating the potential to treat
fibrinogen-driven pathologies209. At the same time, triggering
of inflammatory cascades can be expected. It was demonstrated
for negatively charged poly(acrylic acid)-conjugated gold NP, that
protein unfolding can improve FG interactions with the Mac-1
integrin receptor183,210. In conclusion, the processes previously
discussed may have detrimental effects on human health as a re-

sult of long-term exposure to polymeric waste in the environment.
As the accumulation of polymeric materials in natural settings in-
creases, so does the bioaccumulation of these substances, poten-
tially leading to the processes mentioned earlier. The extensive
distribution of micro and nanoplastic particles, along with other
pollutants152,211, raises the probability of cell uptake of PS NPs
with co-adsorbed environmental contaminants, which can inten-
sify the nanotoxicity of PS particles. Moreover, studies have indi-
cated that the adsorption of plasma blood proteins onto PS NPs
slows their aggregation and significantly enhances their colloidal
stability212–216. This situation could pose a potential threat to hu-
man health as it may result in prolonged environmental exposure,
necessitating further research.

Conclusions
The key novelty of reported work is an application of a multi-
scale UA technique to predict interactions between PS nanoplas-
tics, a prevalent industrial and environmental polymeric pollu-
tant, and the five most abundant human blood plasma proteins
(albumin, fibrinogen, immunoglobulin, apolipoprotein, and com-
plement component C3 proteins). As a part of our ongoing efforts
in developing UA, we have introduced a new set of coarse-grained
parameters of PS-AA interactions, required to evaluate the bind-
ing affinity for other proteins with functionalized PS NPs. Using
novel parameters, we predicted the protein coronas of charged
and neutral PS NPs through a competitive adsorption model
(UA/NPCoronaPredict) incorporating the most abundant human
blood plasma proteins. Our analysis has shown that apolipopro-
tein APO-AI, immunoglobulin IGH, and complement component
C3 are the predominant proteins in the coronas of pristine, nega-
tively, and positively charged PS NPs, respectively. Consequently,
PS NPs are anticipated to elicit an immune response. Consistent
with previous predictions, our findings suggest that charged PS
NPs are likely to exhibit stronger interactions with plasma pro-
teins. Therefore, natural surface wear processes can chemically
and physically alter the outer layer of NPs, potentially leading to
an increase in the nanotoxicity of PS NPs following their inhala-
tion or ingestion. The presented parameterisation extends the
capacity of the UA/CoronaKMC method for modelling micro- and
nanoplastics and provides data for machine learning and “safe
and sustainable by design” pre-assessment of novel polymers.
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of protein-NP complexes and corresponding AAs, nearest to
the NP’s surface. The PDB structures of predicted complexes
(lowest energies) and the Jupiter Notebook for their visualiza-
tion, PS potentials, and UA configurational files are available
via GitHub link: https://github.com/juliasubbotina/uaCoronaPS.
The latest official release of UA/NPCoronaPredict package (includ-
ing material parameters, examples of required files, and post-
processing tools) can be found here: https://github.com/ucd-
softmatterlab/NPCoronaPredict.
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