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Machine learning for perovskite solar cells:
a comprehensive review on opportunities and
challenges for materials scientists

Victor de la Asuncion-Nadal,*® Christopher lliffe Sprague,@b Bertha Guijarro-
Berdifias, ¢ Ute B. Cappel 9 and Alberto Garcia-Fernandez & *°f

Perovskite solar cells (PSCs) have emerged as a promising technology due to their tunable optoelectronic
properties, low-cost fabrication and high efficiency. Despite this progress, key challenges such as long-term
stability, large-scale manufacturability, and recyclability remain unsolved. Moreover, traditional methods for
discovering new materials and optimizing device architectures rely on trial-and-error experiments. Machine
learning (ML) offers powerful tools to address these bottlenecks by uncovering hidden patterns in data,
accelerating discovery, and guiding rational design. However, the growing number of ML-driven studies
in PSC research can be difficult to navigate, particularly for experimentalists and scientists without
a computational background. To address this gap, this review is written with accessibility in mind, and it
is structured to serve as a bridge between ML experts and the broader materials science community. We
provide an overview of how ML can be applied to PSCs, from databases and data preprocessing to
model training, evaluation, and interpretability. Advantages and limitations of different approaches are
critically assessed, with emphasis on how dataset choice, algorithms, and metrics affect reliability. We
conclude by outlining current challenges and open questions, as well as potential directions where the
integration of ML with experimental and theoretical research could further advance the development of
perovskite solar cells.

The integration of machine learning (ML) into the research and development of perovskite solar cells (PSCs) represents a significant advancement in the field of

photovoltaics. PSCs have already demonstrated remarkable potential with their high power conversion efficiencies and cost-effective fabrication processes.
However, the challenges of stability, material degradation, and upscaling to large area have hindered their widespread adoption. In this regard, ML offers a new

approach by leveraging large datasets to identify patterns, predict material properties, and optimize device architectures more efficiently. This synergy between
ML and PSC research can accelerate the discovery of new materials and enhance the performance and stability of solar cells. This comprehensive review discuss

the progress in ML-driven PSC research and highlights the importance of interdisciplinary approaches in advancing materials science. It also discuss potential
future applications of ML in solar energy technologies.

1. Introduction

technologies, owing to their exceptional high absorption coef-
ficients, long carrier diffusion lengths, and defect tolerance.'”

Perovskite solar cells (PSCs) have rapidly emerged as one of the
most promising candidates for next-generation photovoltaic
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These properties enable PSCs to achieve high power conversion
efficiencies (PCEs) while maintaining relatively low production
costs.*® Since their introduction in 2009, the efficiency of PSCs
has increased from 3.8% to >26%,° making them one of the
fastest-advancing solar technologies to date. Their solution-
based fabrication methods allow for cost-effective and scal-
able manufacturing,”® leading to the development of new
perovskite-based technologies like flexible, lightweight, and
tandem solar cells.****

Despite these advantages, material stability, scalability, and
long-term performance remain major challenges. Environ-
mental factors such as moisture, heat, and UV exposure
significantly degrade PSCs over time, limiting their commercial

EES Sol, 2025, 1, 927-957 | 927


http://crossmark.crossref.org/dialog/?doi=10.1039/d5el00041f&domain=pdf&date_stamp=2025-12-15
http://orcid.org/0000-0003-4943-2501
http://orcid.org/0000-0001-8901-5441
http://orcid.org/0000-0002-9432-3112
http://orcid.org/0000-0003-1671-9979
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5el00041f
https://pubs.rsc.org/en/journals/journal/EL
https://pubs.rsc.org/en/journals/journal/EL?issueid=EL001006

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

Open Access Article. Published on 26 2568. Downloaded on 4/2/2569 0:53:43.

(cc)

EES Solar

viability.**** To address these limitations, extensive research is
being conducted to enhance material durability, improve
encapsulation techniques, and optimize fabrication processes.

In this context, machine learning (ML) has emerged as
a transformative tool for accelerating perovskite research. By
uncovering complex patterns in large datasets and enabling
predictive modeling beyond the limits of traditional trial-and-
error experimentation, ML offers unique opportunities to
guide materials discovery, optimize device performance, and
even design new fabrication strategies. The convergence of PSC
research with data-driven methodologies is part of a broader
paradigm shift in materials science, where artificial intelligence
and computational techniques complement experimental
efforts to shorten innovation cycles and reduce costs.*>*®

Over the past few years, a growing number of studies have
applied ML methods to various aspects of perovskite research,
including bandgap engineering, defect analysis, stability
prediction, processing optimization, and device performance
forecasting. The field now encompasses diverse approaches,
from simple regression models to advanced ensemble algo-
rithms and neural networks, reflecting the increasing maturity
and adoption of ML in photovoltaic research. At the same time,
the availability of open-source datasets, high-throughput
simulations, and automated laboratories is further fueling
this integration."”°

This review provides a comprehensive overview of machine
learning applications in perovskite solar cells, with the dual aim
of clarifying fundamental principles and highlighting key
advancements and future opportunities. We begin by intro-
ducing the fundamentals of PSCs, including their composition,
properties, and current technological limitations. Next, we
present a general ML workflow in materials science, which
serves as the framework for a detailed discussion of PSC-
focused applications. Within this structure, we examine each
stage of the workflow: data extraction, including current open-
source databases; data exploration and preprocessing, with
emphasis on computational tools and libraries; model selec-
tion, where we analyze the most widely used algorithms in PSC
research and illustrate their strengths and limitations through
representative examples; we continue by discussing model
training, validation, performance assessment, and results
interpretation, showing how these steps contribute to reliable
and impactful predictions. Finally, we outline the current
challenges in applying ML to PSCs, such as data quality, model
interpretability, and scalability, and discuss future research
directions where ML could play a decisive role in accelerating
materials discovery, device optimization, and commercializa-
tion of perovskite technologies.

2. Perovskite solar cells

The objective of this section is to identify the parameter-space
and challenges in perovskite solar cell research, from the
preparation of the materials and devices to the evaluation of
important metrics such as efficiency, stability, recyclability, and
scalability. Indeed, the preparation of solar cells is a multi-
parametric process that needs optimization from the
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laboratory-scale to industrial manufacturing, operational
conditions and post-operational recycling and waste manage-
ment. In this regard, ML offers unprecedented advantages
compared to classical research and optimization that will be
highlighted in the next sections of this review.

As previously introduced, perovskite solar cells (PSCs) are
based on a family of materials known as hybrid perovskites.
This class of materials combines organic and inorganic
components and is characterized by a perovskite crystal struc-
ture, usually represented by the formula ABX;. In this structure,
shown in Fig. 1 (left), ‘A’ is typically an organic cation (e.g., m-
ethylammonium (MA), formamidinium (FA)), but it can also be
an inorganic cation such as cesium (Cs) or a mixture of organic
and inorganic cations. ‘B’ is a metal cation (e.g., Pb*", Sn>*), and
‘X’ is a halide anion (e.g, iodine, bromine, chlorine).”****

PSCs, shown in Fig. 1 (right), typically consist of multiple
layers (substrate|electrode|transport material|perovskite|tran-
sport materiallelectrode) usually processed using co-
evaporation or solution-based methods, such as spin-coating,
blade coating, or inkjet printing.>**®

The substrate can be rigid, like glass, or flexible, such as
polymer films or even another solar cell for tandem device
integration.”®*” The electrodes collect and transport the gener-
ated charges. The transparent conductive electrode is usually
indium tin oxide (ITO) or fluorine-doped tin oxide (FTO), while
the back electrode is often gold, silver, carbon, or aluminum.
The electron transport layer (ETL) facilitates electron extraction
while preventing hole recombination. Popular ETL materials
include TiO,, SnO,, ZnO, and fullerene derivatives such as
PCBM (phenyl-Cg;-butyric acid methyl ester). The hole transport
layer (HTL) selectively extracts holes and blocks electrons.
Common HTL materials include organic molecules (e.g:, spiro-
OMEeTAD), polymer-based materials (e.g., PEDOT:PSS), and
inorganic alternatives such as NiO, and CuSCN.*®

The choice of transport layers and electrodes plays a crucial
role for the solar cell's efficiency and stability. For instance,
inorganic transport layers (e.g., NiO,, SnO,) improve thermal
and moisture stability, while organic transport layers (e.g.,
spiro-OMeTAD) offer high efficiency but require additives that
can degrade over time.**** Similarly, Ag/Au electrodes provide
excellent conductivity but are expensive and prone to diffusion
into the perovskite layer,**** whereas carbon electrodes offer
a cost-effective and stable alternative.*>*® Engineering interfaces
between these layers is essential to reduce charge recombina-
tion, improve carrier mobility, and enhance overall device
performance.*”**

The perovskite absorber layer, responsible for capturing
sunlight and generating charge carriers, offers a vast range of
possibilities. The high tunability of these materials enables
precise adjustments in bandgap, stability, and optoelectronic
properties, making them highly versatile.** The study of perov-
skite absorber materials has evolved far beyond the traditional
methylammonium lead iodide (MAPbI;) and formamidinium
lead iodide (FAPDbI;) systems. Research has expanded into
mixed-halide and mixed-cation perovskites, which offer
improved stability and efficiency.**** Additionally, alternative
material systems, such as lead-free perovskites,**** and low-
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Fig. 1 Example of a perovskite structure (left) and general scheme of a perovskite solar cell (right).

dimensional lead halide perovskites incorporating larger
cations like dimethylammonium (DMA),*** guanidinium
(GA),*>*° ethylammonium (EA)**> are being explored to address
stability and toxicity concerns. These larger cations can influ-
ence structural stability, enhance moisture resistance, and tune
optoelectronic properties, broadening the potential applica-
tions of perovskite materials in solar cells.>®>*

To evaluate the performance of PSCs, it is crucial to measure
their efficiency and assess their stability, providing key insights
into their long-term reliability and practical applications. The
power conversion efficiency (PCE) of PSCs is commonly evalu-
ated by measuring current-voltage curves under 1 sun illumi-
nation, where the maximum power is determined by three main
parameters: open-circuit voltage (Voc), short-circuit current
density (Jsc), and fill factor (FF). The rapid efficiency improve-
ments in PSCs have made them one of the most competitive
photovoltaic technologies, with lab-scale devices exceeding 26%
efficiency.® Another critical metric is their stability, which is
typically assessed by measuring operational lifetime.*® To
ensure real-world applicability, PSCs must be evaluated under
standard test conditions (STC), which include 1-sun illumina-
tion (AM1.5G spectrum), 25 °C temperature, and controlled
humidity levels.>®

Stability is often compromised by moisture, oxygen, light
exposure, and thermal stress, causing gradual degradation over
time. These environmental factors can trigger structural
decomposition, phase segregation, and ion migration, ulti-
mately reducing the long-term performance of the device.
Surfaces and interfaces play a critical role in the stability of
PSCs, as they are key sites for defect formation, ion migration,
and degradation processes under environmental stressors.>”*

Another challenge is toxicity, particularly due to the presence
of lead (Pb) in most high-efficiency PSCs. Lead-based perov-
skites present environmental and regulatory concerns, driving
research toward lead-free alternatives, and encapsulation
strategies to prevent lead toxicity.***>

Additionally, scalability and reproducibility remain key
barriers, as many high-performance PSCs are fabricated using
lab-scale techniques that may not be easily translated to
industrial-scale manufacturing. Defect formation, particularly

© 2025 The Author(s). Published by the Royal Society of Chemistry

at grain boundaries and interfaces, also affects charge trans-
port, recombination, and hysteresis, requiring improvements in
film quality and interface engineering.®*** Finally, fabrication
process control is crucial, as slight variations in humidity,
annealing temperature, or precursor solution quality can lead to
significant differences in device performance.”” Overcoming
these challenges requires a combination of advanced material
design, improved processing techniques, and data-driven opti-
mization methods.*

3. Machine learning principles for
materials science: insights from
perovskite solar cells

Machine Learning (ML), a branch of Artificial Intelligence (AI),
is increasingly transforming the landscape of materials science
by enabling data-driven discovery, optimization, and predic-
tion.®”*® In the context of perovskite solar cells (PSCs), ML offers
powerful tools to deal with the compositional flexibility of
hybrid organic-inorganic materials and the multiple options
for device fabrication.*®* By learning patterns from experi-
mental and computational datasets, ML models can predict
material properties, identify degradation pathways, and
recommend optimal synthesis and processing conditions,
thereby reducing dependance on costly and time-consuming
trial-and-error experimentation.””*

The application of ML solutions for perovskite research is
a thriving field as highlighted by the interest of the scientific
community on the combination of perovskite materials with ML
techniques. In this regard, the evolution of the number of
reports shows rapid growth, especially in the last 5 years (Fig. 2).
Approximately half of the reports in the Web of Science plat-
form on perovskites linked to ML techniques are related to solar
energy applications. This helps to understand the impact of
these novel technologies in the research and development of
new promising materials to help tackle the new environmental
and energy challenges that may arise from the current socio-
economic landscape.

ML has proven particularly valuable in addressing two of the
most pressing challenges in PSCs: performance optimization
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Fig. 2 Number of reports in the Web of Science platform with the
topics: perovskite + machine learning (blue) and perovskite + machine
learning + solar (orange).

and long-term stability. For example, supervised learning
models are being trained on labelled datasets to predict power
conversion efficiency (PCE), open-circuit voltage, or bandgaps,
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while unsupervised learning is applied to uncover hidden
patterns in synthesis outcomes or degradation behaviour.
Reinforcement learning and generative models are also
emerging as tools for autonomous materials design and process
control. To support these applications, a wide range of
computational tools and libraries are employed for data pre-
processing, feature extraction, model training, and interpreta-
tion. These platforms enable researchers to integrate diverse
data sources, from molecular descriptors and crystal structures
to device-level performance metrics, into predictive and inter-
pretable ML workflows.

In this section, the discussion is organized around the
typical machine learning workflow illustrated in Fig. 3, which
outlines the key stages of ML-based application development in
perovskite research, from data extraction and preprocessing to
model selection, model validation, performance evaluation and
results interpretation, providing a structured framework to
connect the diverse case studies that follow.

3.1 Data extraction

Machine Learning (ML) models are only as reliable as the data
used to train them, making data quality, diversity, and relevance
fundamental to their success.”” Balanced datasets are crucial for
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Fig. 3 Schematic representation of a typical workflow in ML development. Main steps involved in the development of a ML solution and

examples of techniques associated with each step.
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enabling models to generalize and avoid bias, while irrelevant
features can introduce spurious correlations and misleading
conclusions. Likewise, inaccurate, inconsistent, or incomplete
data compromise predictive performance and limit model
applicability.””* Therefore, access to high-quality, trustworthy
experimental or computational datasets is essential for building
robust ML solutions.””®

In recent years, several open-source databases have been
developed to address this need, providing data resources for ML
applications in perovskite research (summarized in Table 1).

Detailed examples are the Perovskite Database Project,”
which is described in Fig. 4 and offers data such as cell defi-
nition, device stack conformation, synthesis details and key
metrics from more than 42 000 perovskite-based devices. This
database stands out as one of the most comprehensive PSC-
specific resources and is invaluable for benchmarking device
performance and studying processing-performance relation-
ships. However, while rich in device-level data, it remains
limited in structural descriptors, which can constrain its direct
integration into atomistic-level ML models.

The 2D perovskite database,” which contains data for over
840 2D perovskites, provides a focused dataset for exploring
dimensionality effects. Although the dataset size is relatively
small and its most recent structural addition dates back to 2023,
its specialization makes it particularly relevant for studies

Table 1 Summary of databases for perovskite-related data
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targeting stability, excitonic effects, and layered perovskite
architectures. Its limitation lies in its scale, which restricts the
use of deep learning approaches requiring larger data volumes.
On the other hand, the 2D HOIP platform™ with 304 920 pre-
dicted structures and band gaps exemplifies high-throughput
computational screening efforts. Such datasets are powerful
for generating training sets for property prediction and identi-
fying unexplored regions of chemical space. Nonetheless, the
reliance on computational predictions introduces potential
discrepancies with experimental reality, highlighting the need
for validation workflows before direct application in device
design. Following this line, the Materials Project,*® including
more that 169 000 materials, also offers computational data on
material properties, including perovskite structures and elec-
tronic characteristics. Its strength lies in providing standard-
ized, high-quality DFT-computed descriptors that enable cross-
comparison across materials families. Its integration with tools
like Pymatgen® and Matminer®> makes it a cornerstone for
feature extraction and model development. However, its focus
on inorganic materials and DFT-derived properties may limit its
direct applicability to hybrid perovskites, while useful, it is less
detailed compared to specialized databases. From a different
perspective the Cambridge Structural Database (CSD) is
a comprehensive repository of crystallographic data for organic
and organometallic compounds that contains experimentally

Database Brief description URL
AFLOW Computational materials data including https://aflowlib.org/
thermodynamic, electronic, and structural
properties
CSD The Cambridge Structural Database is https://www.ccede.cam.ac.uk/
a repository of crystallographic data
CMR DFT-based computational data on material https://cmr fysik.dtu.dk/
systems
COD Free crystal structure database focused on https://www.crystallography.net/cod/

inorganic materials
HybriD® materials

Experimental and computational materials data

https://materials.hybrid3.duke.edu/

for crystalline organic-inorganic compounds,
predominantly based on the perovskite

https://icsd.products.fiz-karlsruhe.de/

https://www.icdd.com/

paradigm

ICSD The world's largest database for completely
identified inorganic crystal structures

ICDD Powder diffraction files for material
identification

JARVIS Repository designed to automate materials

https://jarvis.nist.gov/

discovery and optimization using calculations

and experiments
Materials Cloud

materials data and workflows
Materials Project

materials
Perovskite Database
Refractive index

Open-science platform for computational
Computed data on known and predicted

Open database with perovskite device data
Refractive index data for various materials,

https://materialscloud.org
https://next-gen.materialsproject.org/

https://www.perovskitedatabase.com/
https://refractiveindex.info/

including perovskites and transport layers

Springer Materials
materials
ZINC15

© 2025 The Author(s). Published by the Royal Society of Chemistry

Physical, chemical, and structural properties of

A free database of commercially-available
compounds for virtual screening

https://materials.springer.com/

https://zinc15.docking.org/
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determined crystal structures of more than 1.24 M
compounds.® It is a rich source for structural descriptors and
molecular geometry data, particularly useful for modeling
organic cations and interface materials in PSCs. Its general-
purpose nature, however, means that perovskite-specific meta-
data (e.g., device performance or synthesis conditions) is typi-
cally absent. This limitation becomes particularly evident when
compared with for example the Perovskite Database Project,
which emphasizes device architectures and performance
metrics. Used they could offer a more complete picture, each
compensating for the limitations of the other.

In addition to larger datasets, multiple smaller datasets have
been collected, some examples in literature containing data of
less than 800 devices are by She et al.,** Li et al,** Ramazan
et al.®**¥ and Liu et al.®® Although their scale restricts the
training of more complex ML models, these datasets are often
highly consistent and well-documented, offering excellent case
studies for proof-of-concept modeling and validation of
methods.

Beyond databases and data repositories, the annual
“Emerging PV Report”® highlights the latest advancements in
the performance of emerging photovoltaic (e-PV) devices across
various e-PV research areas. As good example highlighting the
importance of data sources, Felix Mayr and Alessio Gagliardi
explores seven open-source databases of perovskite-like mate-
rials and proposes a comprehensive comparison of structural
fingerprint-based machine learning models.*

Overall, the landscape of databases in perovskite research
reflects a balance between scope and specialization. Large-scale
platforms such as the Materials Project and CSD offer wide
coverage and versatility but require careful filtering to extract
perovskite-specific insights. In contrast, perovskite-focused
databases, such as the Perovskite Database Project and 2D
perovskite datasets, provide highly relevant, context-specific
data but are limited in scale. This duality highlights the need
for hybrid strategies that combine the depth of specialized PSC
datasets with the broad coverage of larger databases, along with
enhanced approaches for data validation and interoperability.

932 | EES Sol, 2025, 1, 927-957

3.2 Data exploration and preprocessing

Data preprocessing is a critical step in applying machine
learning to perovskite solar cells, as it directly impacts the
reliability of model predictions. PSC datasets often combine
experimental results with simulated data, which can introduce
inconsistencies in format, nomenclature, and quality.”® To
address this, preprocessing involves removing incomplete or
duplicated entries, harmonizing descriptors (e.g., device
parameters or material compositions), and applying trans-
formations such as normalization or encoding of categorical
variables. Outliers, arising from measurement errors, synthesis
variability, or reporting inconsistencies, must also be carefully
handled to avoid misleading trends.”* By ensuring that PSC
datasets are accurate, consistent, and accessible, preprocessing
provides the foundation for extracting meaningful relationships
and improving model performance and generalization.

To fully utilize the data from the previously discussed and
other databases, specialized computational tools are essential
for retrieval, processing, and analysis, a summary of the most
popular are presented in Table 2. Key ML libraries such as
Scikit-learn,” Keras,” TensorFlow,”* or PyTorch® and JAX*®
offer building blocks and algorithms for classification, regres-
sion, and deep learning, enabling advanced data-driven
research. In particular, PyTorch is often preferred for its flexi-
bility and ease of use, while JAX is often preferred for its high-
performance speed. In addition, by using the molecule's
SMILES,””*® as a as string input, Python packages, such as
Mordred®” and RDKit'® can generate hundreds of molecular
descriptors and fingerprints for use as feature vectors, enabling
their integration into machine learning models and materials
research.’® Moreover, there are open-source Python-based
platforms such as Matminer® that aims to facilitate data-
driven methods for analyzing and predicting material proper-
ties. It enables users to retrieve large datasets from external
databases like the Materials Project and Citrine, extract features
using a library of descriptors, and create interactive
visualizations.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Summary of computational tools and libraries for ML applications
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Functionality

Use in perovskite solar cells (PSCs)

Tool/library Type
Scikit-learn ML library
Keras Deep learning framework

Classical ML algorithms
(classification, regression,
clustering)

High-level API for building neural
networks

Used to predict device performance
metrics (e.g., PCE, bandgap), and
classify synthesis feasibility
Applied in deep learning models for
image-based crystal growth
monitoring and device architecture
design

TensorFlow Deep learning framework Scalable deep learning library with Enables training of large models for
GPU support predicting PSC efficiency and
analysing fabrication data
PyTorch Deep learning framework Flexible deep learning library with Used in generative models and
dynamic computation graphs CNNs for structure-property
prediction and synthesis control
SMILES Molecular representation Text-based representation of Input format for generating
molecular structures molecular descriptors for HTMs
and interface materials in PSCs
Mordred Descriptor generator Computes molecular descriptors Generates features for ML models
from SMILES predicting HTM performance and
stability in PSCs
RDKit Cheminformatics toolkit Molecular manipulation and Used for fingerprinting and feature
descriptor calculation extraction of organic components in
PSCs
Matminer Materials informatics Feature extraction, dataset retrieval, Facilitates ML workflows for PSCs
visualization by integrating with databases and
extracting features for PCE
prediction
JAX Deep learning framework High-performance deep-learning/ Often used to speed up scientific
computing library with functional simulations'®*

programming style

Finally, feature selection and feature extraction techniques
are key preprocessing steps to optimize the efficiency and
performance of the ML model to be trained.'**'** These
methods reduce the number of input features while retaining
most of the relevant information, which helps to optimize
computational time, avoid overfitting, and improve predictive
accuracy and interpretability. While feature selection tech-
niques'®>' select a subset of relevant features from the original
data set, feature extraction techniques, such as principal
component analysis (PCA) and partial least squares (PLS),
transform the original data into a new reduced space. PCA is an
unsupervised method that offers a data projection of lower
dimensionality in orthogonal axes (principal components) that
capture the maximum variance in the data. This projection can
then be used to classify the different datapoints into classes
according to the similarities between the clustered datapoints.
As practical example, Boubchir et al. used a multivariate tech-
nique based on principal component analysis (PCA) and the
partial least squares regression (PLS-R) to predict mechanical
properties of a set of 129 perovskites and propose 10 as the most
promising.*” This approach highlights PCA as a predictive tool
for identifying promising material combinations, with future
validation expected from high-throughput ab initio calculations.
PLS on the other hand, is a supervised dimension reduction
methodology, meaning that a quantifiable parameter is
assigned to each datapoint. Dimensionality reduction is per-
formed in a similar way to PCA by projecting the predicted and

© 2025 The Author(s). Published by the Royal Society of Chemistry

the observable variables to a new space by representing the
relation between one or more latent variables and the response
variable. Partial least squares discriminant analysis (PLS-DA)
operates under the same principles, but a categorical label is
assigned to the dataset instead of a quantitative variable, being
the output of PLS-DA a classification of the supplied datapoints
into the predefined categories. As an example, Imamura et al.
used PLS to predict the Néel temperature of perovskites,
whereas PLS-DA was used to organize the data into
subgroups.'®® In addition, feature engineering can be used to
create new features from existing ones if it can provide better
insights from the existing data. In their manuscript, Q. Deng
and B. Lin integrate feature engineering with automated
machine learning to explore structure-composition relation-
ships in cubic perovskite oxides. By identifying optimal
descriptors through feature elimination, the study demon-
strates that lattice constants are primarily determined by B-site
ionic radii, offering a simple predictive expression.'® This
approach enhances interpretability, accelerates materials
design, and provides a framework for data-driven materials
discovery.

3.3 Model selection

Considering that different algorithms are better suited for
specific tasks and data structures, the selection of the appro-
priate ML model is a critical factor to obtain impactful and
reproducible results to advance and optimize Perovskite Solar

EES Sol., 2025, 1, 927-957 | 933


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5el00041f

Open Access Article. Published on 26 2568. Downloaded on 4/2/2569 0:53:43.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

EES Solar

Cell (PSC) research. To guide this decision, a general flowchart
for ML model selection is presented in Fig. 5 (adapted from ref.
69) broadly, ML algorithms can be classified according to their
training approach: supervised, unsupervised, or reinforcement
learning."'*'"* Supervised learning, the most widely applied in
perovskite research, relies on labeled datasets and is particu-
larly effective for predicting well-defined output variables such
as bandgaps or device efficiency. It can be further subdivided
into regression methods, which predict continuous values, and
classification methods, which assign discrete categories.
Unsupervised learning, in contrast, uncovers hidden structures
in unlabeled datasets, while reinforcement learning enables
models to optimize strategies through iterative trial-and-error
interactions with their environment, making it promising for
tasks such as process optimization and autonomous materials
discovery.

In 2025, I. Mao and C. Xiang reviewed 119 research papers on
perovskite-based studies and concluded that the most
frequently used algorithms were random forest (36.1%),
support vector machines (16.8%), and linear regression
(15.1%).” The predominance of random forest reflects its
robustness in handling relatively small and noisy datasets,
which are typical in perovskite research, while the continued
use of SVM and linear regression, particularly for materials
discovery, highlights the community's reliance on well-
established, interpretable models despite the increasing avail-
ability of more complex algorithms.

In this section, the principal ML algorithms employed in
materials science and specifically perovskite research are
summarized in Table 3, followed by a detailed discussion of the
most widely applied approaches with representative examples.

Linear Regression (LR) is one of the most fundamental and
widely used algorithms in regression analysis. It is primarily
used to model the relationship between a dependent variable
(also known as the response or target variable) and one or more
independent variables (also known as predictors or features).

Model
selection

No Yes
Labels?

Fig. 5 General classification of ML models. Adapted from ref. 69 with
permission from OAE Publishing Inc., under a Creative Commons
Attribution 4.0 International License.
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The goal of linear regression is to find the linear relationship
between these variables and use this relationship to predict the
unknown value of the dependent variable based on the values of
the independent variables. To do this, the least squares method
is used to find the best fitting line or hyperplane minimizing the
sum of the squared differences between the observed and the
predicted values. Although this model is relatively simple, fast
and a good starting point to establish the baseline to be
improved by other more sophisticated methods, it is only
applicable to systems with linear relationships, unless modifi-
cations such as isotonic or ridge regression are implemented,
and complex multiparametric problems may need to be
simplified. As an example, Vakharia et al. used LR models as
shown in Fig. 6, including isotonic and ElasticNet regression to
predict the bandgaps of Cs-based perovskites compared to their
theoretical values with a low RSME of 0.13 eV and high corre-
lation of R* = 0.98."2

Support Vector Machines (SVM) are supervised machine
learning models that find an optimal hyperplane in an N-
dimensional space to classify data points. While similar to
linear regression in concept, SVMs are not limited to linear
relationships and can handle non-linear data through the use of
kernel functions. These kernels transform the data into
a higher-dimensional space, enabling the separation of data
points that are not linearly separable in the original space by
calculating pairwise similarities between data points. As an
example, Pilania et al. use a SVM algorithm to find new perov-
skite halide compositions using a dataset composed of 185
known compounds. Their model allowed to predict several
novel ABX; perovskites with high degree of confidence.'*
Advanced algorithms like sequential minimal optimization
(SMO) can be used to overcome problems faced when training
SVM models by using Lagrange multipliers and variational
calculus the error function is minimized when finding the
hyperplane.”* For instance, Alsulami et al. used a SMO algo-
rithm to assess the best materials to improve the stability of
perovskite-based devices."® Their results showed that
architecture-specific models, particularly for p-i-n devices (R =
0.963), outperformed general models, underscoring both the
value of ML in revealing stability trends and the need for careful
dataset segmentation to avoid obscuring architecture-
dependent behaviours.

Gaussian Process Regression (GPR) is a probabilistic method
that models data under a joint Gaussian distribution, using
a covariance function to capture similarities between points.
Unlike deterministic or black-box models, GPR provides not
only predictions but also an estimate of their uncertainty, with
the output variance reflecting the model's confidence. This
makes GPR particularly valuable in PSC research, where
understanding prediction reliability is as important as the
prediction itself. F. Akhundova and co-workers applied GPR to
link photoluminescence (PL) spectral features with non-
radiative losses in wide-bandgap mixed-halide perovskites. By
predicting PL quantum yield from spectral shapes, GPR iden-
tifies the key photophysical factors controlling PL quenching
and charge recombination, enabling rapid, high-throughput
optimization of film morphology. This demonstrates how GPR

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Algorithm type Type Training Description Related algorithms
Linear Regression Supervised A dependent variable and one or more Ridge regression, lasso
regression independent variables are correlated regression, polynomial
using a linear equation. It is used for regression
predicting continuous values
Logistic Classification Supervised It estimates probabilities using Softmax regression, probit
regression a logistic function. Probabilities are regression
used for classification of binary and
multi-class systems
Principal Dimensionality Unsupervised An unsupervised technique used for Independent Component
Components reduction reducing the dimensionality of large Analysis (ICA), Singular
Analysis (PCA) datasets while preserving as much Value Decomposition
variance as possible (SVD), autoencoders
Partial Least Regression Supervised Used when predictor variables are Canonical Correlation
Squares (PLS) highly collinear. It combines features Analysis (CCA)
of PCA and linear regression for
dimensionality reduction and
prediction
Support Vector Classification Supervised Finds the optimal hyperplane that Support Vector Regression
Machines (SVM) Regression maximally separates classes in high- (SVR), kernel SVM, linear
dimensional space. It is effective in SVM
both linear and non-linear
classification
Decision Trees Classification Supervised A rule-based model that splits data Boosted trees, conditional
(DT) Regression into branches based on feature values inference trees,
to make decisions. It can be used for Classification and
classification (categorical targets) or Regression Trees (CART)
regression (continuous targets)
Random Forest Classification Supervised Ensemble learning method that Extra trees, gradient
(RF) Regression builds multiple decision trees and boosting trees
averages their outputs to improve
accuracy and reduce overfitting
Gradient Classification Supervised Gradient boosting builds models XGBoost, LightGBM,
Boosting (GB) Regression sequentially using weak learners AdaBoost
collectively, correcting the errors of
previous models
K-Nearest Classification Supervised Labels are based on the majority class Weighted KNN, Density-
Neighbors (KNN) Regression Unsupervised among k-nearest data points. It is Based Spatial Clustering of
used for classification, regression Applications with Noise
(supervised), and clustering (DBSCAN)
(unsupervised)
Neural Networks Classification Supervised Composed of interconnected neurons Convolutional Neural
(NN) Regression Unsupervised that learn patterns in data. They are Networks (CNNs),

can serve as a fast, structure-sensitive tool for guiding material
processing toward higher-efficiency PSCs."®

The K-Nearest Neighbors (KNN) method is a non-parametric
supervised machine learning algorithm. KNN relies on a “lazy
learning” approach, meaning that it only stores a training
dataset, and the computation occurs when a classification or
prediction is performed. It is based on the principle that less
distant points in the dataset share the same category (classifi-
cation) or value (regression) as the queried datapoint. KNN is
easy to implement, is easy to update with new data, and requires
few hyperparameters but relies heavily on memory storage
which makes it harder to scale and is prone to overfitting when
testing lower values of k (or neighbors) and underfitting when
testing higher K values. Choe et al. used KNN along with time-

© 2025 The Author(s). Published by the Royal Society of Chemistry

the foundation of deep learning
models

Recurrent Neural Networks
(RNNs), transformers

correlated single photon measurements to study complex
energy transfer processes in perovskite nanocrystals. This
approach not only provided prediction capabilities over a data-
set but also yielded new insights to elucidate the physical
phenomena behind this complex process.""”

Decision Trees (DT) are non-parametric, supervised machine
learning algorithms in which variables (for regression) or
classes (for classification) are assigned to discrete values rep-
resented by leaves, connected through branches representing
the features leading to each outcome. While DTs are straight-
forward to implement and interpret, they are prone to over-
fitting and can be unstable, as small changes in the dataset may
lead to substantially different trees. To address these limita-
tions, ensemble methods such as Random Forest (RF) and
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Fig. 6 Predicted and calculated bandgap values the Cs-based perovskites (a) cubic, (b) tetragonal, (c) orthorhombicl and (d) orthorhombic2
symmetries using ElasticNet and isotonic regression algorithms. Reproduced from ref. 112 with permission from Elsevier, copyright 2022.

Extremely Randomized Trees (Extra Trees, ET) have been used.
These methods combine multiple trees to improve robustness,
reduce variance, and handle complex datasets. On this line,
Mammeri et al., trained an extra trees model on 1050 perovskite
device samples with varied materials, deposition methods, and
storage conditions."™® This model was used to identify the
optimal combinations of layers and processing parameters for
both regular and inverted cells. By examining the constituent
decision trees and applying feature importance analysis, the
study demonstrated the ability of ensemble ML methods to
capture non-linear relationships between materials, fabrication
processes, and long-term stability, highlighting the critical role
of manufacturing techniques in achieving high-performance,
durable PSCs. In addition, as the interest in Indoor Perovskite

936 | E£ES Sol, 2025, 1, 927-957

Solar Cells (IPSCs) is increasing due to their potential to effi-
ciently power IoT devices, more research in this area is done.
For example, Mishra et al. developed a machine learning
bandgap prediction model (BPM) to identify optimal wide-
bandgap perovskite materials.’* All six algorithms used (LR,
XGB, AdB, KNN, SVR, and RF) achieved low RMSE values, with
RF showing the highest r value with lowest RMSE. Simulations
using the selected materials propose excellent indoor efficien-
cies exceeding 35%, showing that ML methodologies can
effectively guide the discovery of new perovskite compositions
for high-performance IPSCs.

Gradient Boosting (GB) models work as an ensemble of weak
prediction learners, usually sequentially ordered DTs, where
each new tree corrects the errors of the previous ones, thereby

© 2025 The Author(s). Published by the Royal Society of Chemistry
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improving overall predictive accuracy. Different GB algorithms
have been adapted in the literature to improve the performance
of ML models related with perovskite research. For instance,
CatBoost models, which adds optimized handling of categorical
variables and regularization to reduce overfitting, have
demonstrated superior predictive performance for bandgap
estimation of ABX; perovskites for large datasets. In the testing
phase, CatBoost achieved the lowest prediction errors and the
highest coefficients of determination (R* = 0.88) compared to
other methods such as XGBoost, RF, CompoundNet, LightGBM,
and decision trees, as reported by D. O. Obada et. al.*** This
improved accuracy, however, comes at the cost of significantly
longer training times. In contrast, Adaptive Boosting (Ada-
Boost), focus on misclassified instances and refine the subse-
quent DTs according to the error of the current prediction. It is
commonly known as a one of the fastest GB models to imple-
ment although its predictive performance is usually lower than
other methods. Finally, XGBoost has emerged as the most
widely used GB algorithm in PSC studies due to its strong
predictive performance combined with short training and
execution times. In their manuscript, N. Shrivastav and co-
workers studied six cesium-based PSCs using SCAPS simula-
tions and machine learning models (LR, SVR, NN, RF, XGBoost)
trained on 2160 datasets varying absorber material, thickness,
and defect density. XGBoost achieved the highest predictive
accuracy (R* = 0.9999), with SHAP analysis revealing that the
absorber type and thickness most strongly influence efficiency,
highlighting CsPbl; as the most promising candidate for stable,
high-performance PSCs."*

Collectively, these studies highlight the importance of
selecting the appropriate GB variant depending on the research
goal, with CatBoost excelling in accuracy-driven applications
and XGBoost providing a practical balance for high-throughput
screening and device design.

Neural Networks (NN): neural networks are a group of
machine learning algorithms inspired by the human brain that
mimic how the neurons work collectively to obtain information
from different inputs. This model is based on nodes or neurons,
organized in a layered structure, that are interconnected by
edges that represent the human synapses. Each neuron receives
signals from other neurons, processes these signals using an
activation function (typically non-linear), and passes the result
to the next layer of neurons thorough the corresponding
synapses. During the training phase, the weights of these
connections (synapses) are adjusted through optimization
techniques to minimize the error in predictions, allowing the
network to learn from the data. In the field of perovskite
research, Bak et al. developed a deep neural network to accu-
rately predict the structure of high-performance leadfree
perovskite-based solar cells.**

Fig. 7 compares the performance of a neural network,
a random forest model, and a GB algorithm to predict the
efficiency of PSCs. According to the researchers, the GB algo-
rithm outperformed other approaches.***** In a related study,
the authors also performed a SHAP analysis to determine the
impact of each variable, being the absorber layer and thickness
the most relevant parameters in predicting the PCE of PSCs."*

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Although well-established approaches like GB can often
outperform NNs, especially when working with relatively small
datasets, the development of NN solutions in materials science
remains highly relevant. These algorithms are particularly
effective at handling high-dimensional descriptors and
capturing complex nonlinear relationships.

As section summary, model choice in PSC studies should
reflect the data type and the research question. For descriptor-
based datasets (composition, device-stack and processing
descriptors), tree ensembles (random forest; gradient boosting
such as XGBoost/LightGBM) are dependable first picks because
they capture non-linear interactions, accommodate mixed
descriptor types with minimal scaling, and provide interpret-
able behavior; regularized linear models (ridge/lasso/elastic-
net) remain fast and transparent baselines but typically
underperform when relationships are strongly non-linear.
Kernel methods (SVM; Gaussian processes) are competitive on
medium-sized datasets; Gaussian processes additionally offer
calibrated uncertainty (i.e., they quantify confidence in predic-
tions) at the cost of higher computational demands. Deep
networks become advantageous when learning directly from
images or spectra/time-series (e.g., SEM/AFM, PL/UV-vis, JV or
degradation  traces), provided careful regularization
(constraints to prevent overfitting) and data augmentation
(label-preserving transformations) are used. For stability clas-
sification, ensemble methods are widely used and tend to
perform strongly relative to simpler baselines.

As practical guidance, gradient boosting and random forest
frequently emerge as effective options for composition-to-
property prediction and for power-conversion-efficiency
modeling from device or processing descriptors; Gaussian
processes are often employed when calibrated uncertainty is
important; convolutional neural networks are typically well
suited to imaging data; one-dimensional convolutional
networks or Gaussian process regression (or partial least
squares when datasets are very small) are commonly used for
spectral signals; and linear or PLS models remain useful as
transparent baselines in data-scarce regimes. In terms of
accuracy-compute trade-offs, computational cost generally
increases from linear/PLS (lowest) through trees/random forest
(low-moderate) to gradient boosting and SVM (moderate-high),
with Gaussian processes and deep networks typically requiring
the most training effort, though deep models can be efficient at
inference once trained.

Model training and validation: the training and validation
stage is where machine learning models establish relationships
between input data and target tasks, ultimately determining
their reliability for real-world applications. While the technical
workflow of parameter initialization, iterative optimization and
validation testing, is well established, its implementation in
perovskite research poses unique challenges. PSC datasets are
often small, heterogeneous, and can also be with noisy data,
that means that choices in hyperparameter tuning or optimi-
zation strategies can disproportionately affect predictive accu-
racy and reproducibility. This underscores the need for careful
benchmarking and transparent reporting of training protocols,
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algorithms. From top to bottom: neural network (a,b), random forest (c,d), and XGBoost (e,f). Reproduced from ref. 121 with permission from

Elsevier, copyright 2024.

as seemingly minor changes can lead to large discrepancies in
model outputs.

On this regard, validation is particularly critical in PSC
research, where overfitting is a frequent risk due to the limited
size of available datasets. Models that perform exceptionally on
training data may fail to generalize when tested on unseen
devices or material compositions, limiting their utility for
discovery or optimization tasks. Conversely, underfitting
reflects insufficient model complexity to capture the intricate

938 | EES Sol, 2025, 1, 927-957

nonlinearities of PSC behavior, while data imbalance, for
instance in stability datasets where unstable devices dominate,
can bias predictions toward the majority class. Corrective
strategies such as cross-validation, resampling, data augmen-
tation, and adjusting model complexity can mitigate these
issues, but their application requires domain knowledge to
avoid artificially inflating performance.

Performance evaluation: assessing performance in machine
learning models for PSC research goes far beyond reporting

© 2025 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5el00041f

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

Open Access Article. Published on 26 2568. Downloaded on 4/2/2569 0:53:43.

(cc)

Review

accuracy, as different metrics capture complementary aspects of
model quality and can even lead to conflicting conclusions if
used in isolation. For instance, in regression models, the coef-
ficient of determination (R*) may be used to determine
proportion of the variance in the dependent variable that is
predictable from the independent variables, whereas the root
mean square error (RMSE) provides an estimation of how
accurately the model can predict the target value by measuring
the average difference between the actual values and those
predicted by the model. While R is often used to demonstrate
the explanatory power of a model, a high R* with a large RMSE
may still be scientifically meaningless if the absolute errors are
too large to guide material optimization. In PSC research, where
experimental uncertainties are already significant, RMSE often
provides a more practical assessment of predictive utility. In
classification tasks, accuracy alone is particularly misleading in
the presence of imbalanced datasets. For example, using
a dataset of stability studies where most devices fail rapidly.
Here, metrics like precision, recall, and F;-score are more
informative. For example, high recall but low precision might
suggest that the model correctly identifies most unstable
devices but at the expense of many false alarms, which could
slow down screening pipelines. Conversely, high precision but
low recall could overlook promising candidates. Balancing
these metrics through the F;-score or domain-driven weighting
is essential. For unsupervised tasks such as clustering, indices
like the silhouette score and Davies-Bouldin index quantify how
well materials are grouped based, for example, on structural or
electronic descriptors. However, in PSC research these indices
must be interpreted cautiously: a numerically “optimal” clus-
tering may not correspond to chemically meaningful aggrupa-
tion (e.g., grouping compounds by synthesis route rather than
intrinsic properties). Thus, coupling clustering metrics with
expert domain knowledge is vital for optimal interpretation.
Finally, in dimensionality reduction tasks," explained variance
and reconstruction error assess how much structural or
compositional information is retained when reducing feature
space. Yet, in PSC research, retaining interpretability may be as
important as preserving variance: a low-dimensional represen-
tation that highlights chemically meaningful trends (e.g,
tolerance factor vs. bandgap) may be more valuable than one
that optimizes statistical variance but obscures physical
relationships.

Overall, the choice of evaluation metrics is not merely
a technical detail but a scientific decision. Each metric
emphasizes different trade-offs, such as generalization versus
interpretability, sensitivity versus specificity, or variance
explained versus error magnitude. Selecting the right metrics is
therefore essential to ensure that ML models not only perform
well statistically but also generate insights that are physically
meaningful and truly useful for advancing perovskite solar cell
research.

Result interpretation: a persistent challenge in applying ML
models is that most of them behave as “black boxes,” producing
predictions without clear insight into the underlying physical
mechanisms. In the case of perovskites, this lack of interpret-
ability limits their usefulness in guiding rational material or

© 2025 The Author(s). Published by the Royal Society of Chemistry

View Article Online

EES Solar

device design, since knowing why a model makes a prediction is
often as important as the prediction itself.””® To shine some
light on this, explanation methods such as SHAP (Shapley
Additive exPlanations) have been increasingly adopted. SHAP
assigns quantitative weights to individual features. Importantly,
SHAP is model-agnostic and additive, ensuring consistent and
transparent feature attribution across different algorithms.
Within the context of PSCs, such interpretability tools have
proven especially valuable. For example, as shown in Fig. 8,
Mishra et al. used correlation matrixes and SHAP analyses to
establish the relative importance of the evaluated features on
the prediction of perovskite performance comparing different
algorithms including Decision Tree Regression (DTR), K-Near-
est Neighbors (KNN), Light Gradient Boosting Machine
(LightGBM), Random Forest (RF), and XGBoost."*® Here, they
not only discussed which models performed best but also which
descriptors influenced efficiency predictions most strongly.
This type of analysis goes beyond reporting accuracy metrics: it
provides mechanistic insights that can inform material
synthesis or device engineering.

While SHAP has become the most widely adopted inter-
pretability tool in perovskite solar cell research due to its
robustness and ability to capture non-linear effects, it is not the
only option available. Other approaches, such as Local Inter-
pretable Model-agnostic Explanations (LIME), Partial Depen-
dence Plots (PDPs), and feature importance rankings also
provide complementary perspectives but differ in scope, reli-
ability, and computational demands. No single interpretability
method is universally sufficient: SHAP offers detailed and
consistent explanations but can be computationally intensive;
LIME is lightweight and effective for local analyses, though
often less stable; and PDPs or feature importance give intuitive
global insights but may miss complex feature interactions, that
are critical to PSC performance.

4. Application cases of machine
learning in perovskite research

Many factors influence the performance and stability of perov-
skites and perovskite-based devices, being a complex multifac-
torial problem with many parameters to be optimized to
maximize their efficiency while minimizing the associated
pollution, waste, and expenses. All the processes in the device's
life cycle are subject to optimization including the synthesis of
the components, assembly, storage, deployment, maintenance,
and recycling. Fig. 9 is an example of a flowchart for a two-step
ML solution for perovskite discovery. Nonetheless, a similar
workflow can be adapted to other aspects of perovskite
research.®

Given the complexity of the challenges associated with
perovskite research, ML has emerged as a powerful tool.*”**71%*
Actual reports focus on the development of ML protocols for
predicting properties of halide perovskites'** and the discovery
of new perovskites™* for solar power conversion,”*>*¢ light
emitting diodes,"*” photodetectors,**® and of perovskite sensors
for monitoring the gas in lithium-ion battery.”* The following
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section aims to highlight the main ML-based solutions for
different aspects of the production and life cycle of perovskites
for solar power generation.

One of the most exciting applications of ML to perovskite
research is the use of advanced algorithms to discover potential
candidates for high-efficiency perovskite compositions. Due to
experimental limitations and time constraints, the number of
compositions that can be tested and compared in the same
experimental conditions is limited. Furthermore, most of the
compositions will underperform the current literature, making
the discovery of new perovskites costly and time-consuming.
ML can help researchers to screen hundreds or even thou-
sands of potential compositions and proceed only with the most
promising formulations.™*"** Yang et al. applied a multi-fidelity
RF regression model and a genetic algorithm (GA) trained with
a high-throughput DFT dataset of halide perovskite alloys to
obtain thousands of promising materials with low decomposi-
tion energy. Here the researchers combined theoretical
decomposition, energies bandgaps, and photovoltaic efficien-
cies with experimental data collected from the literature. In this
case, both models are employed sequentially; the RF model is
trained for property prediction while a GA is employed for
inverse design of new perovskite compositions."** This work
demonstrates the potential of mixed datasets of both compu-
tational and experimental data to expand the pool of available
stable and efficient materials. Alternatively, other ML screening
approaches are being adopted to elucidate new compositions
targeting a single desired property without inverse design. For
example, Kumar et al. trained a RF algorithm with open-source
data focusing on bandgap prediction with formability and
stability filters to predict 6855 new candidates and 7 prototype
structures (Fig. 10).*** In addition, novel narrow band gap
inorganic halide perovskites were discovered using XGBoost by

940 | EES Sol, 2025, 1, 927-957

Li et al. with an accuracy higher than 0.9.*** To do so, the
authors employed the open-source Matminer Python package.
Importantly, by performing a SHAP analysis, the authors linked
the electronegativity range to the possibility of obtaining new
perovskites with narrow bandgaps. Other gradient boosting
algorithms were also employed to discover new perovskites.
Specifically, LGBM showed a F;-score of 90% on an unseen set
and 176 promising perovskite compositions in terms of stability
and band gap were identified, of which 153 were not previously
reported."*® Convolutional Neural Networks (CNN) can also be
used to predict novel perovskite compositions. In this regard,
a CNN was trained with available data in a public repository to
predict new lead-free halide perovskite compositions. The
candidates were examined with DFT calculations to assess their
stability and theoretical band gap. Here the versatility of
research workflows integrating ML approaches is demon-
strated, as time-intensive DFT calculations can be minimized to
the most viable candidates.'*” Also, different models can be
used in different stages of the material discovery research, for
example Lu et al. used GB classification and regression models
to discover 151 ferroelectric perovskites with optimal band gaps
for photovoltaics, achieving >90% accuracy. Here, the authors
started with a large pool of unexplored candidate compounds,
of which more than 1000 perovskite and non-perovskite mate-
rials were employed as the training set. A classification algo-
rithm was used to determine whether the unexplored
compounds are perovskites or non-perovskite materials and
regression models were employed on the evaluated set to
determine the structure and band gap.**®

It is worth to note that some properties like the dimension-
ality of new perovskites may be directly linked to their appli-
cability in different scenarios. In this line, Lyu et al. developed
a ML-assisted approach to predict the dimensionality and

© 2025 The Author(s). Published by the Royal Society of Chemistry
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crystal structure of mixed halide perovskites using classification
algorithms. Notably, the model was able to predict the dimen-
sionality of both newly synthesized perovskites, and examples
extracted from the literature with a 79% prediction accuracy.**®
Finally, identifying candidates with feasible preparation
conditions in an industrial setting is decisive in the develop-
ment of new perovskites for solar applications. In this regard,
Pendleton et al. explored whether ML could predict halide
perovskite crystallization without explicit physicochemical data,
using GB, KNN, and linear SVM algorithms."® This work
represents a leap forward towards ML-assisted preparation of
novel materials in relevant scenarios.

The previous examples of ML approaches on perovskite
discovery are mainly based on datasets collected from experi-
mental evidence, theoretical computational data, or available
information from the literature or repositories and specifically
trained for a predefined purpose. Alternatively, general-purpose
large language models (LLM) are primarily generalist models
trained with undisclosed datasets to provide the users with
responses to virtually any prompt. Recently, generative Al (in
particular, Chat GPT) has been used by Chen and co-workers to

© 2025 The Author(s). Published by the Royal Society of Chemistry

generate candidates that were further filtered and tested using
computational approaches to discover new high-performance
perovskites and perovskite-based devices."® While this work
illustrates a promising trend in materials research, this
approach remains largely limited by the lack of explicit physi-
cochemical grounding, the opacity of the dataset and the lack of
transparency in feature attributions. However, these hurdles
may be tackled in the future by developing domain-specific
generative models in materials science.

Considering all above mentioned, machine learning has
emerged as a transformative tool in perovskite research,
enabling rapid screening of vast compositional spaces and
guiding the discovery of novel materials for solar cells and other
optoelectronic devices. While models such as RF, GF, and CNN
have demonstrated high predictive accuracy for band gap and
stability, their applicability remains constrained by data biases,
limited experimental validation, and narrow chemical coverage.
Recent advances, including generative Al for candidate idea-
tion, signal a shift toward human-AI co-design, though care
must be taken to ensure chemical plausibility and sustain-
ability. To fully realize the potential of ML in perovskite
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research, future efforts should focus on integrating predictive
models with experimental workflows, curating diverse and
standardized datasets, and developing evaluation metrics that
reflect practical device performance.

Once the candidate structures are determined, the synthesis
of the desired components remains a challenge. Similarly, the
adaptation of the processes carried out in a laboratory setting
are usually difficult to test and implement in a large-scale
industrial environment. Fig. 11 shows an example of
a support vector classification (SVC) algorithm to predict the
synthesis feasibility of different perovskites based on their
components. A SHAP analysis is also performed to determine
the most relevant descriptors in the prediction of synthesis
feasibility.”> The use of ML for the discovery of new perovskite
and device preparation procedures with higher yield, safer
solvents and antisolvents, or synthesis protocols that yield
byproducts that are easier to handle is a current field of study.
SVM algorithms have been developed to assess the feasibility of
proposed synthesis methods for the preparation of two-
dimensional perovskites, and the optimization of the experi-
mental conditions.”®™* Kirman et al employed high-
throughput screening using a CNN and a RF regressor to
accelerate single-crystal perovskite synthesis, successfully
identifying optimal growth conditions. In this approach, the
authors use dual-model approach. A CNN is trained to
discriminate between crystals and non-crystals, and a ML
regressor based on RF relates the experimental parameters to
the likelihood of successful crystal growth.' Gaussian pro-
cessing with a NN and a RF classifier was successfully

942 | E£ES Sol, 2025, 1, 927-957

implemented to predict the best experimental conditions to
optimize the synthesis of perovskite nanocrystals in a compu-
tationally affordable manner. Using this approach, the authors
were able to optimize the preparation of 2-6 monolayer thick
nanoplatelets with superior photoluminescence characteris-
tics.”®® Similarly, a ML framework was used to evaluate the
formation of perovskite 2D nanosheets. In this case, the authors
explore a joint spectral-kinetic model trained with both DFT
and experimental data and identify two mechanisms involved
in the complex formation processes.”” Also, different ML
algorithms including KNN, SVM, NN, and GB methods were
applied for the prediction of the crystal structure of perovskite
materials. In this context, the authors demonstrated superior
performance of XGBoost for this application.’®® In the same
line, XGBoost provided the best accuracy on the prediction of
the experimental conditions to obtain Ruddlesden-Popper and
Dion-Jacobson 2D lead halide perovskites among 26 ML
models including variations of different RF, KNN, SVM, and GB
algorithms.'*® Regarding the preparation of optoelectronic
perovskite-based devices, Wang et al. combined a RF model
with a genetic algorithm to determine the optimal device
architecture and fabrication conditions for the preparation of
vapor-deposited solar cells. A SHAP analysis was also per-
formed, showing that the ratio of cations to anions in the
perovskite layer and the annealing temperature are the leading
contributions to power conversion efficiency.’*® Also, ML
approaches were adapted to screen new interface materials and
passivation materials in p-i-n type PSCs.'**'%

© 2025 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5el00041f

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

Open Access Article. Published on 26 2568. Downloaded on 4/2/2569 0:53:43.

(cc)

Review

(a)

—

b)

View Article Online

EES Solar

(c) 20

Problem-specific descriptors 10l —— AUC=0385
g Predicted label” 15l
Q ® Count of N atoms Num, & 0.8} Non-2D 2D g
: g s
= =0
® STEI: - 2 2~ g 1.0
= Nj-Atom; % 0.4 < B =
2 .29 0.5
A c
® Disyy : 0.2 .- F§
2 P 2
ik olb”. i f ; 0.0
® Eccentricity : Max(dy.aom) 0.0 02 04 06 08 10
Count of rotatable bonds Fallse Positive:Rate
on the tail Numg,,
(d) (e) Synthesis feasibility weakening Synthesis feasibility enhancement
) Eccentricity /—NHZ Synthesis feasibility Base value 2f((;(?')
5re Numg, ¢ C|4©_< 8327 -6.327  -4327  -2.327 _ -0.327 _ 1.673 3.673 5673 7.673 __ 9.673
\ ) N
2 |e STEI o ») ) ) {4
E NumN ¢ Numy =-0.662 DISyy =-0.394 STEI=-1.209  Numgg; = 1.262 Eccentricity = 1.538  MolWt = 0.902
a Of, MolWt Q. N= 8327 6327 -4327 23271000327 1673 3673 5673 7.673 9673
S B T \ /" ™ -
: | e
% |® Disy ° - » -
Numy = -0.662 DIS, = -0.394 Eccentricity =-1.23 Numg,; =-1.043 MolWt = 0.967 STEI = 0.26
5 —— .
" N/ 8327 6327 4327 >%%307 0327 1673 3673 5673 7673 9.673
" ma el iy " am — 8

Feature value Numgor = 0.101 MolWt

=-0.503 Eccentricity =-0.308 STEI=1.797 Numy=1.076 DIS,, =0.116

Fig.11 Summary of an application for the evaluation of the synthesis feasibility of different 2D perovskites. Descriptors used in the SVC algorithm
(a), confusion matrix for the feasibility of 2D perovskites synthesis (b), and SHAP values for the different descriptors (c and d). SHAP analysis
representing the positive and negative contributions on the synthesis of selected 2D perovskites and overall feasibility bolded black (e).
Reproduced from ref. 152 with permission from Springer Nature, under a Creative Commons Attribution 4.0 International License.

Machine learning is increasingly being applied to address
the challenges of perovskite synthesis and device
manufacturing, particularly in scaling laboratory protocols to
industrial settings. Algorithms such as SVMs, CNNs, and
Gaussian processes have demonstrated utility in predicting
synthesis feasibility, controlling crystal growth, and optimizing
fabrication parameters. However, current approaches often rely
on limited datasets and oversimplified metrics, which may not
capture the complexity of real-world synthesis or device
performance. To enhance reliability and scalability, future
efforts should focus on curating comprehensive datasets, inte-
grating ML with automated synthesis platforms, and devel-
oping evaluation strategies that account for environmental and
long-term stability considerations.

In this section we discuss how ML models are used to predict
and optimize the performance of perovskite-based devices.
Various algorithms, including XGBoost, RF, CatBoost, and deep
learning, have been used to decrease the dependence on
traditional trial and error methods. In this line, performance is
a key factor to take into consideration to determine the appli-
cability of perovskite-based devices in the current and highly
competitive market. However, testing experiments are time-
consuming and expensive and relies on highly specialized
equipment and trained personnel to test the synthesized
materials and devices. In this regard, ML approaches allow
scientists and research centers to focus on the most promising
materials.'**

Considering that efficiency is one of the most important
features of new materials and devices, multiple studies have

© 2025 The Author(s). Published by the Royal Society of Chemistry

been focused on trying to understand and predict it. Fig. 12
shows an example of the implementation of a XGBoost algo-
rithm to accurately predict the photoelectric conversion effi-
ciency, open-circuit voltage, short-circuit current, and fill factor
of perovskite-based devices.'*® Similarly, XGBoost was employed
by Yilmaz et al. to predict the efficiency of solar cells with small
discrepancies between the predictions and the observed
values.'*® Pindolia et al. determined the theoretical efficiency of
KSnlI;-based PSCs using a RF algorithm,'*” CatBoost regression
was employed by Khan et al.'® In these manuscripts, the
authors used different algorithms to predict PCE, demon-
strating the feasibility of machine learning in predicting the
device performance before experiments and opening the door
to reverse experimental design of highly efficient PSCs. Building
on this idea, an important next step was to systematically
compare how different algorithms perform in this predictive
task. In this context, Yang A. et al. evaluated and compared the
PCE prediction capabilities of several widely used algorithms,
including LR, SVR, ANN, DT, RF, LGBM, XGBoost, and Cat-
Boost. Among these, RF and gradient boosting techniques
(LGBM, XGBoost, and CatBoost) demonstrated superior
performance based on RMSE and R* metrics.'*

Other relevant parameters in perovskite research have been
predicted using ML approaches. For example, RF has been used
to predict the band gaps (E;) of two-dimensional halide perov-
skites,"”® while XGBoost displayed superior capabilities for the
prediction of the band gap of organic-inorganic hybrid perov-
skites."* On this line, Taeseo, et al. presented a new approach
for accurately predicting experimental band gap values using
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machine learning models enhanced with transfer learning.
They developed surrogate models based on E, values calculated
using the GGA functional, incorporating easily accessible
features from chemical formulas. These models demonstrated
superior predictive performance, achieving a coefficient of
determination (R*) of 0.817 and a mean absolute error of
0.289 eV."7* Yang et al. used a dataset containing 2079 experi-
mental PSCs to predict PCE values using SHapley Additive
exPlanations (SHAP), achieving a coefficient of determination
(R?) value of 0.76, they reported that by following the optimi-
zation strategy suggested by the model, they successfully
enhanced the device's PCE to 25.01%."”* Mamunur Rashid et al.
used DFT and Monte Carlo simulations to train a ML model and
obtain crucial theoretical insights into the molecular dynamics
governing hole mobility in PSCs, aiming to understand its role
in developing efficient hole-transporting materials (HTMs) for
enhanced perovskite solar cell performance.” Moreover,
researchers from Karlsruhe Institute and Helmholtz AI pub-
lished a study in where they present three use cases of how deep
learning augments complex experimental data analysis to
process monitoring of scalable perovskite thin-film fabrication.
Specifically, the reported approach allows to: (1) monitor
material composition based on the precursors ensuring
consistency during fabrication, (2) predict thin-film quality and
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preliminary device performance, and (3) recommend process
control based on the final performance forecasts.'”

Stability of perovskites in the operational conditions is
another key factor to take into consideration to gauge the
applicability of perovskite-based solar power devices.'”*'”” More
stable perovskites will lead to longer lifetimes, reducing the
waste and pollution linked to the synthesis, transportation and
installation of new cells. Also, by understanding the processes
behind perovskite degradation, new recycling protocols can be
discovered.”” In this regard, researchers from University of
Washington have developed physiochemical machine learning
models to predict operational lifetimes of MAPbI; solar cells.
Also, different regression algorithms are compared to predict
the stability of perovskite based solar cells with lasso regression
showing the best predictive performance as shown in Fig. 13.
The model can be used to determine the parameters respon-
sible for better operational lifetimes."””® XGBoost has been re-
ported as a powerful tool for the thermodynamic stability of
perovskites. Notably, by analyzing feature attributions, authors
were able to identify a strong dependance between the pre-
dicted stability and the A-site elements, providing valuable
insights towards the preparation of stable perovskite mate-
rials.*® Other gradient boosting algorithms like LightGBM also
showed up to 92% classification accuracy in the prediction of
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Fig. 12 Comparison of predicted performance features including photoelectric conversion efficiency (a), open-circuit voltage (b), short-circuit
current (c), and fill factor (d) with their actual values using XGBoost. Reproduced from ref. 165 with permission from Elsevier, copyright 2023.
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thermodynamic stability metrics of double perovskites. Inter-
estingly, the authors of this work arrive to a similar conclusion
on the importance of cation composition in the design of
highly-stable perovskites for energy applications.'® Impor-
tantly, the final stability of perovskite-based devices may not be
limited by the stability of the perovskite materials instead.
Regarding the stability of PSC, recent studies by Mammeri M.
et al. reported the use of DT-based algorithms and NN to
determine the impact of environmental conditions on the
degradation of PSCs. For instance, ML allowed the researchers
to identify the use of hydrophobic layers to greatly influence the
stability of PSC.'#>'%

Considering that surfaces and interfaces play a crucial role in
the stability of PSCs,>”**'%1%¢ integrating machine learning
techniques such as photoelectron spectroscopy (PES) analysis
can further enhance surface characterization by identifying
complex trends in large datasets, improving signal interpreta-
tion, and enabling predictive modeling of perovskite behavior
under different environmental conditions.*®” This approach can
accelerate the optimization of PSCs by uncovering new corre-
lations between material properties and stability under illumi-
nation."®'® The screening of the thermal and mechanical
stability of perovskites-base materials is also relevant.******
Jaafreh R. et al. developed a machine learning-assisted
approach to a rapid and reliable screening for mechanically
stable perovskite-based materials.” By employing ML algo-
rithms it is possible to extrapolate relevant information that can
be used for material selection. ML force fields (FF) have been
successfully implemented to reduce the computational costs of
simulations related to the strain-induced grain boundary
stabilization."® Moreover, PCA and PLS were used by Boubchir
et al. to predict which perovskites and inverse perovskites are
promising in terms of hardness and fracture toughness for their
use as thermal barrier coatings.*”

ML algorithms can be trained with big sets of experimental
data and linked to conclusions drawn from experts across
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different fields and backgrounds in different ML-guided
research approaches. With careful design and training, it is
possible to obtain ML algorithms capable of drawing mean-
ingful conclusions and suggest pertinent actions according to
real-time inputs. In this regard, ML is an important tool in the
fields of applied and fundamental research. For example, a RF
system has been trained to help identifying relationships
between halide perovskite properties extracted from X-ray
detector data. The system helped the authors to identify the
main factors influencing the bandgap and performance of the
synthesized materials.”® NN have been also used to perform
grain-analysis from the raw experimental data to quantitative
numerical data, as shown in Fig. 14, this information was
further used to investigate the relationship between the
microscopic grain structure and the device performance.'
Also, a RF model coupled with appropriate features including
geometry-driven and key structural modes was employed to
accurately predict cation ordering in double perovskites.**
Finally, ML was employed for the interpretation of complex
electrochemical impedance spectroscopy (EIS) data and accu-
rately predict the low-frequency (50 Hz to 300 mHz) EIS
response of new materials.>* The developments recently re-
ported on the field of ML applied to perovskite research, new
expert systems are expected to help scientists and technologists
in relevant decision-making tasks while dealing with proce-
dures on complex systems such as perovskite-based optoelec-
tronic devices.

5. Challenges and limitations of
machine learning in perovskite solar
cells research

When integrated into the research workflow, ML has shown
great potential in accelerating the discovery and optimization of

perovskites and PSCs. This review highlights some of the main
tools and applications for integrating ML techniques in
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Fig.13 Predicted versus observed stability of perovskite-based solar cells at different operating conditions with varying temperature and relative
humidity using different algorithms: Greedy Feature Selection (a), LASSO (b), and Ridge Regression (c). Reproduced from ref. 179 with permission

from the Royal Society of Chemistry, copyright 2024.
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Reproduced from ref. 199 with permission from Elsevier, copyright 2024.

materials science research. However, several challenges and
limitations challenge the implementation of these techniques
on a larger scale. Hence, these hurdles must be properly iden-
tified and addressed to continue with its effective imple-
mentation in this field.

One major challenge is the availability and quality of data.
ML models require large, diverse, and high-quality datasets to
generate reliable predictions. However, existing PSC datasets
are often limited in size, inconsistent in measurement condi-
tions, or biased toward specific material compositions and
device architectures. This lack of standardized, high-quality
data hinders the generalizability of ML models. Large
amounts of data can be extracted from traditional computa-
tional methods like DFT. However, these methods are generally
time-consuming and computationally expensive, which in turn
limits their scalability for high-throughput data generation. ML
approaches present the potential to greatly reduce the time and
computational burden of DFT and other computational
approaches by learning surrogate models that can generate
large amounts of data without the need for first-principles
calculations. Another limitation is the computational cost
associated with training complex ML models, particularly for
deep learning architectures that require extensive training on
large datasets. Balancing accuracy and computational efficiency
remain an ongoing challenge. Some alternatives to tackle this

946 | £ES Sol, 2025, 1, 927-957

problem include transfer learning from models trained in
related datasets, active learning by using ML to identify the
most informative data for the intended application, or hybrid
models combining ML with physical constraints. Alternatively
emerging approaches such as cloud computing and para-
llelization can speed up the handling of large datasets.

Interpretability of ML models is another critical issue. Some
ML techniques, especially deep learning, function as “black
boxes,” making it difficult to understand how predictions are
made. In materials science, interpretability is crucial for gaining
insights into the underlying physical and chemical principles
governing perovskite stability and efficiency. Tools like SHAP
have been proven effective towards identifying the key physi-
cochemical parameters that can be further guide the experi-
mental design and development of new materials and
architectures. In the case of deep learning, approaches like
autoencoder latent space visualization can help to explore
patterns used by the model by projecting latent variables.
However, feature attribution remains a challenge in fully
unsupervised models.

Also, extrapolation to new materials and conditions remains
challenging, most ML models perform well within the range of
data they have been trained on but struggle when predicting the
properties of novel perovskite compositions or device struc-
tures. Ensuring that models can generalize beyond known data

© 2025 The Author(s). Published by the Royal Society of Chemistry
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is essential for accelerating materials discovery. In this context,
leveraging knowledge from pre-trained models or applying
cross-domain learning strategies could provide valuable
insights and enhance predictive capabilities in this field.

Finally, integration with experimental workflows also
present several challenges, while ML can suggest promising
materials or device architectures, translating these predictions
into practical experiments requires collaboration between
computational and experimental researchers. In this line, the
iterative process of ML model validation and refinement
through experiments is still largely underdeveloped in PSC
research and can help with the integration of ML tools in
common research practices.

Addressing these challenges requires the development of
standardized datasets, improved model interpretability, effi-
cient computational strategies, and stronger collaboration
between data scientists and experimentalists. However, over-
coming these limitations is key to unlock the full potential of
ML in advancing PSC technology.

6. Future perspectives and emerging
trends in machine learning for
materials scientists

The integration of ML in perovskite solar cell (PSC) research is
rapidly evolving, with several emerging trends shaping the
future of this field.**> As computational techniques and exper-
imental methodologies advance, ML-driven approaches are ex-
pected to play an even greater role in materials’ discovery, device
optimization, and stability improvement.

In this line, the combination of ML with robotic systems may
pave the way for autonomous experimentation schemes, where
experiments are designed and conducted automatically. The
concept of “self-driving lab” combines closed-loop systems
where ML designs experiments with robots to execute them.
These systems are envisioned as active learning strategies,
where the data is fed back to refine the ML models, allowing for
iterative loops that can be tailored to optimize an experimental
workflow according to predefined goals. The use of cloud
computing in this field must be encouraged to provide access to
vast resources and shared data, fostering collaboration to
accelerate research by facilitating the use of transfer learning
techniques.

Future autonomous labs will go beyond simply automating
tasks. They could integrate advanced sensing techniques like
hyperspectral imaging, and in situ characterization allowing for
the collection of richer data that will lead to more accurate ML
predictions. Also, the use of augmented and mixed reality can
also be adapted to experimental routines by providing scien-
tists, engineers and technicians with relevant contextual infor-
mation in real time. Furthermore, if we keep following this
trend, robots will become more intelligent, utilizing AI algo-
rithms, such as reinforcement learning, making autonomous
decisions and navigating complex material design spaces.

Labs will also become more flexible with modular robotic
systems that can be easily adapted for different materials and

© 2025 The Author(s). Published by the Royal Society of Chemistry
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experiments. Another key advancement will be the integration
of multiscale modeling, predicting material properties from the
atomic level up to the macroscopic scale, which will greatly
enhance our understanding and predictive capabilities. Finally,
we could also expect the rise of digital twins (virtual replicas of
materials and processes) enabling researchers to conduct
experiments in a digital environment, reducing the need for
physical trials and speeding up the development process.

In summary, Al and ML tools are expected to play an
increasingly important role in shaping the workflows of future
materials scientists and technologists. Their applications range
from assisting in data collection and interpretation to sup-
porting ML-guided experimental design and providing special-
ized tools that can streamline various processes in materials
research.

7. Conclusions

ML has emerged as a powerful tool for accelerating advance-
ments in PSCs, offering innovative approaches to materials
discovery, device optimization, and stability enhancement. By
leveraging large datasets and predictive algorithms, ML enables
more efficient material screening, improved synthesis proto-
cols, and enhanced performance predictions.

Here, the main algorithms used in materials research were
introduced, along with the general workflows and main appli-
cations where ML have been proven advantageous. In this
regard, the intersection of ML and perovskite research presents
both opportunities and challenges to materials scientists. While
ML can significantly enhance efficiency and help discover new
materials, a deeper understanding of computational methods
and interdisciplinary collaboration is essential to harness its
full potential. Future efforts should focus on expanding high-
quality standardized databases, refining ML algorithms
tailored for perovskite research, and developing explainable Al
models to bridge the gap between computational predictions
and experimental validation.

As the field evolves, ML-driven approaches are expected to
play a crucial role in overcoming the limitations of traditional
trial-and-error methods, paving the way for more stable, effi-
cient, and scalable perovskite solar technologies. By addressing
current challenges and embracing the potential of ML, the
materials science community can drive forward the next
generation of PSCs and contribute to the broader transition
toward sustainable energy solutions.
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