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Excited state mechanisms in crystalline carbazole:
the role of aggregation and isomeric defects†

Federico J. Hernández and Rachel Crespo-Otero *

The molecule of carbazole (Cz) is commonly used as a building block in organic materials for

optoelectronic applications, acting as a light-absorbing, electron donor and emitting moiety. Crystals

from Cz and its derivatives display ultralong phosphorescence at room temperature. However, different

groups have reported inconsistent quantum efficiencies for the same compounds. In a recent

experimental study by Liu et al. (Nat. Mater. 2021, 20, 175–180), the ultralong phosphorescence properties

of Cz have been associated with the presence of small fractions of isomeric impurities from commercially

available Cz. In this paper, we use state-of-the-art computational approaches to investigate light-induced

processes in crystalline and doped Cz. We revisit the role of aggregation and isomeric impurities on the

excited state pathways and analyse the mechanisms for exciton, Dexter energy transfer and electron

transport based on Marcus and Marcus–Levich–Jortner theories. Our excited state mechanisms provide a

plausible interpretation of the experimental results and support the formation of charge-separated states

at the defect/Cz molecular interface. These results contribute to a better understanding of the factors that

enhance the excited state lifetimes in organic materials and the role of doping with organic molecules.

1 Introduction

The field of organic optoelectronics has experienced significant
growth in the last few decades. The development of novel
organic luminophores, commonly, aggregated structures of
p-conjugated materials in the solid phase, has boosted the
design of new materials for technologies such as photovoltaics,
solid-state lasers, phototherapy, molecular sensing, optical
imaging, and spintronics, amongst others.1–6 Since some of
these applications benefit from long-lived excited states,
achieving high populations of triplet states presents significant
advantages.

Metal-free organic chromophores have low spin–orbit couplings
(SOCs) limiting the efficiency of intersystem crossing (ISC).
However, different strategies can be implemented to promote
ISC including designing donor–acceptor systems with small
singlet–triplet gaps and molecules with electron transitions
that involve a change in the character of the states such as
n-p* transitions (El-Sayed rule).7 Other pathways include heavy-
atom and halogen substitution as well as crystal engineering.8–10

The discovery of several pure organic room-temperature
phosphorescence (RTP) materials, displaying excited state life-
times of over 100 ms in the crystalline phase, has attracted

significant attention due to their promising applications.11–17

Despite the recent experimental and theoretical efforts in this
direction, the mechanisms behind ultralong organic phosphor-
escence (UOP) are yet to be fully understood.

Because of its extensive p-conjugation and easy derivatisa-
tion, Cz is a common building block in molecular materials for
optoelectronic applications, acting as a light-absorbing, electron
donor and emitting moiety.1,8,18 Molecular crystals from pure Cz
and its derivatives display UOP at room temperature.8,19

However, there are inconsistencies in the values of the lifetimes
and quantum yields reported by different groups.20 In a recent
study, Liu et al. explored the role of isomeric defects in the UOP
mechanism of Cz. The authors detected that the small fractions
of 1H-benzo[ f ]indole (Bd, Fig. 1) found in commercial Cz are
responsible for the ultralong lifetimes of the excited states. The
isomeric defects serve as microplanar heterojunctions facilitat-
ing the formation of charge-separated states.20

In organic semiconductors, defects enable the formation of
localised carrier states acting as traps for electrons and holes.21

The controlled use of defects to tune excited state lifetimes
represents a promising opportunity in the field of functional
electronic materials, which has been recently exploited for
other organic systems demonstrating that this phenomenon
is not exclusive to Cz.22 To better understand the mechanism of
formation of long-lived triplets in Cz crystals, we investigate the
processes activated by light and the role of isomeric defects.
We start by examining the mechanism following a localised
excitation on the embedded monomers. We analyse the exciton
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states and transport and evaluate the role of H-dimerisation in
deactivation processes. We then investigate the formation of
charge-transfer states in pure and doped crystalline Cz and the
effect of isomeric defects of Bd on the excited state pathways.
Our simulations help understand light-activated processes in
crystalline Cz with implications in the design of new electronic
materials for a broad range of applications.

2 Computational methods

The crystal structure of Cz, obtained from the CCDC (CCDC
number: 1525166), was optimised with periodic DFT using
Quantum Espresso.23 These calculations were done using the
PBE-D2 functional with a plane wave cut-off of 40 Ry and
ensuring Monkhorst–Pack k-point convergence (2 � 1 � 2).

To simulate the excited states in the molecular crystal, we
created cluster models of Cz and applied the QM–QM0 ONIOM
schemes implemented in fromage.24,25 The QM regions
included either one or two molecules of Cz simulated at the
(TD-)B3LYP/6-311++G(d,p) level of theory using Gaussian 16.26

We tested different functionals including long-range corrected
functionals with optimal tuning. The B3LYP functional showed
the best agreement with the experiments (Section S1, ESI†). The
cluster models considered 16 molecules for the case of one
molecule in the QM region and 27 or 28 molecules for the QM
regions including dimers. The QM0 region was described using
the density functional tight-binding formalism as implemented
in the DFTB+ package.27

The minima for the S0, S1, S2 and T1 states were optimised using
the ONIOM Embedded Cluster model (OEC). The geometries of the
T3/T2 and S2/S1 crossings were optimised with a penalty function28

with the condition of a zero energy gap. To explore the excited state
mechanisms, we generated linear interpolated pathways based on
the Cartesian coordinates of the stationary points (for example,
between FC and S1min, T3min, T3/T2, T2min and T1min).

The effect of the long-range electrostatic interactions was
addressed using the ONIOM Ewald Embedded Cluster (OEEC)
model.24 For the electrostatic embedding at the higher level of
theory, we use RESP charges obtained at the same level of
theory. For the embedding of the lower level of theory, the
charges were obtained with PBE/6-31G(d). Because long-range

Coulomb interactions (model OEEC) do not have a significant
effect on the energies (see Section S3, ESI†), we focus our
discussion on the results obtained using the OEC model.

The probability of a radiative transition kif (and the corres-
ponding radiative lifetime from state i, ti) between an initial
state |Cii and a final state |Cfi can be calculated using Fermi’s
Golden rule:29

kifðoÞ ¼
4o3n2

3�hc3
Cijm̂jCfh ij j2d Ei � Ef � �hoð Þ; (1)

where o is the frequency of the photon, n is the refractive index
of the medium, h� is the Planck constant divided by 2p, c is the
speed of light in vacuum, m is the electric transition dipole
moment operator, and Ej is the energy of the state j.
We considered a refractive index of n = 1.781 for the crystal.30

For fluorescence,~mi-f = hSn|m̂|S0i, where Sn is the emitting state,
and in most cases n = 1 (Kasha’s rule).

In the case of phosphorescence, hTm|m̂|S0i can be approximated
using the first-order perturbation theory to include the spin–orbit
coupling operator ĤSOC allowing intensity borrowing from spin-
allowed transitions.31 This approximation converges slowly with the
number of excited states and significant errors can be obtained
even when hundreds of excited states are included.32,33 In this
work, we use instead the multiconfigurational quadratic response
(MCQR) method, which provides reliable values for mTm-S0

.33 These
calculations were performed at the TD-B3LYP/6-311++G(d,p) level
of theory using the Dalton software.34,35

Herein, we estimate the rate constants for nonradiative
electron transfer (ET) processes as intersystem crossing (ISC),
and transport processes like exciton and charge transfer using
the semiclassical Marcus theory as

kET ¼
2p
�h

Habj j2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT
p exp � DG� þ lð Þ2

4lkBT

 !
; (2)

where T is the absolute temperature, kB is the Boltzmann
constant, l is the reorganisation energy and DG1 stands for
the variation of the adiabatic Gibbs free energy during the
process. Hab is the electronic coupling term between the
diabatic states involved in the ET process.

For ISC, Hab = hSn|HSOC|Tmi, where Sn and Tm are the singlet
and triplet states involved in the Sn - Tm nonradiative transition.
The reorganisation energy was approximated as lE ETm

(Rmin Sn
) �

ETm
(Rmin Tm

), as it has been done in previous studies.36 The spin–
orbit couplings (SOCs) were evaluated at the TD-B3LYP/
6-311++G(d,p) level of theory adopting the Breit–Pauli spin–
orbit Hamiltonian with effective charge approximation as
implemented in the PySOC package.37

The ET rate coefficients were also calculated using the
Marcus–Levich–Jortner (MLJ) equation as implemented in
ref. 38 and 39:

kET ¼
2p
�h

Habj j2Fk; (3)

where Fk is the final vibrational state density at the point of the
initial state energy level weighted by Franck–Condon factors.
The vibrational modes with frequencies well above 210 cm�1

Fig. 1 Isomeric defect of Bd (1H-benzo[f]indole) highlighted with ball and
stick representation.

Paper Journal of Materials Chemistry C

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
 2

56
4.

 D
ow

nl
oa

de
d 

on
 8

/2
/2

56
9 

19
:4

3:
17

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d1tc02019f


11884 |  J. Mater. Chem. C, 2021, 9, 11882–11892 This journal is © The Royal Society of Chemistry 2021

(kT300K) and the highest reorganisation energies were considered
as quantum modes qj as explained in Section S2 of the ESI.† The
Huang–Rhys factors and reorganisation energies were calculated
using the DUSHIN code.40

For the calculation of the fluorescence time constant (tf) and
quantum yield (Ff), we analysed the processes depleting the
population of S1 including internal conversion (kIC) and inter-
system crossing (kISC). Experiments showed that internal
conversion to the ground state is negligible with respect to kISC

(kIC { kISC).41,42 This is in line with the large gap between S1

and S0. We calculated the rates of intersystem crossing from S1

considering the transitions to T4, T3, T2 and T1. However, the
transition S1 - T3 accounted for 99.9% of the total value. More
information about the calculations of tf and Ff can be found in
Section S4 of the ESI†.

For the calculation of the exciton hopping rates of the
singlet and triplet states, the coupling terms (Hab = J S

ij and
Hab = JT

ij) were evaluated using the half energy splitting method.
The coupling terms used to evaluate the energy transfer rates of
triplets (HT

ab) or charge hopping rates (HCT
ab ) were computed

using constrained DFT with configuration interactions (CDFT-
CI) as implemented in Q-Chem.43 The active space considered
for the CDFT-CI calculations of the couplings between the
triplets was {|S0S0i,|S0T1i,|T1S0i}. For the calculation of the
charge transfer between negatively charged (Cz�) and neutral
molecules, the active space compromised the following states:
{|S0Cz�i,|Cz�S0i}. To analyse the performance of these
methods, additional single point calculations were performed
using the ADC(2)/TZVP level of theory with point charge
embedding as implemented in Turbomole.44

We have also estimated the diffusion constant in the singlet
or triplet state as

D ¼ kijRij
2

z
; (4)

where kij is the exciton hopping rate coefficient between the
donor i and the acceptor j, Rij is the distance between the
centres of mass of i and j, and z is a parameter equal to 2, 4 or 6
for one-, two- and three-dimensional diffusion, respectively.
Eqn (4) was derived considering nearest neighbour random
walk hopping in an isotropic medium for a cubic cell.45

Herein, we use it to provide a qualitative comparison between
transport in singlet and triplet states. The diffusion length was
calculated as

LD ¼
ffiffiffiffiffiffi
Dt
p

; (5)

where t is the fluorescence or phosphorescence lifetime.

3 Results and discussion

Given the weak nature of intermolecular interactions in molecular
organic crystals, localised excitations and incoherent exciton
transfer are common mechanisms at room temperature.46

We have considered the formation of excited species localised
on monomers and dimers in the Cz crystal as the initial step in
the excited state mechanism. In the next section, we explore the

excited state mechanism following the excitation of a single
monomer in the crystal environment.

3.1 The molecule centred mechanism

To understand the excited state processes, we explored the
linear interpolated pathway between the ground state and the
excited state minima and also evaluated the SOCs between
the triplets and S1 (Fig. 2). There is a good agreement between
the calculated energies at the TD-B3LYP/6-311++G(d,p) level of
theory and the experimental data (Table S3, ESI†).18,19,20,47

A value of 3.73 eV is obtained for the S0 - S1 absorption energy
of a cluster including 6 molecules of Cz in contrast with the
experimental value of 3.62 eV.

The experimental oscillator strength for the S0 - S2 transition
in the gas phase is an order of magnitude greater than that for
S0 - S1.41 A similar trend is observed in the solid state.18,19

Depending on the initial energy, either the S1 or the brightest S2

state can be populated. Provided initial excitation to S1, the system
will follow vibrational relaxation in the picosecond scale to
S1min from which fluorescence can compete with non-radiative
mechanisms and processes like exciton transfer (see Section 3.2).
Experiments in the gas phase using jet-cooled molecular
beams do not show phosphorescence or nonradiative decay to
S0 (ff E 1).41 However, ISC is the main non-radiative pathway
from S1 in the condensed phases.19,20,42

The fluorescence lifetime (tf) of Cz in solution under an inert
atmosphere or dispersed in a solid matrix is around 14–15 ns,
with a quantum yield of Ff = 0.4–0.6. When Cz is dissolved in
organic media under an air saturated atmosphere, tf = 7.7–8.8 ns
with Ff = 0.28–0.48.42 In the crystalline phase, tf = 8.2 ns at 300 K
with a Ff = 0.78.18 For the pure crystal, we obtained fluorescence
lifetimes of 11.1 and 7.9 ns and fluorescence quantum yields of

Fig. 2 (a) Linear interpolated Cartesian coordinate (LICC) pathway from
the Franck–Condon (FC) geometry, to S1, to the excited state minima
(OEC model, TD-B3LYP/6-311++G(d,p)). (b) Spin–orbit coupling values
along the LICC pathway.
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0.76 and 0.55 considering the Marcus and MLJ models,
respectively. These values are in excellent agreement with the
experimental ones (Table 1), which indicates that ISC is the most
important competing pathway.

At the S1 minimum, the SOCs are smaller than 1 cm�1,
which is not surprising in the light of the El-Sayed rule given
the p–p* character of all states involved. However, if the energy
gaps between the states of different multiplicities are small, ISC
can happen even for small SOCs.48 Our values are in line with
those reported by Ma et al. for Cz.49 The SOCs between S1 and
Tn=1,2,3 remain almost unaltered between the FC and S1min

geometries (Fig. 2b). Due to the similar energies of S1 and T3

(DES1–T3
= 0.07 eV), direct intersystem crossing is likely to occur

(Fig. 2a). While the SOC values with T1 are almost 4 times
greater than those with T3, a large energy gap (0.77 eV) prevents
the occurrence of ISC to T1. The rates for the S1 - T3 transition
calculated using the Marcus and MLJ equations are 2.14 107 s�1

and 5.75 � 107 s�1, respectively. These values are in line with
the ISC rate of 3.87 � 107 s�1 obtained in a solid matrix of iso-
propanol-ethyl ether and the rates obtained for Cz derivatives in
the solid state (Table 1).18,42

The existence of a region for the crossing between both
surfaces (T3/T2) promotes internal conversion from T3 to T2.
The optimised geometry of the crossing shows a slight out-of-
plane distortion from one of the aromatic rings (Fig. S6, ESI†).
After the crossing, the population can split into two branches
(right or left, Fig. 2), resulting in either phosphorescence or
nonradiative decay. The band associated with phosphorescence
from T1min appears at 2.25 eV18 (calculated value: 2.57 eV).

Crystalline Cz also shows a phosphorescence sideband at
2.95 eV, in very good agreement with the predicted emission
from T2 found at 2.98 eV.19 This band becomes more intense
when the crystal is electronically excited at energies over the S1

excitation energy (3.62 eV).19 Initial excitation to S2 could be
followed by either IC to S1, the most likely pathway, or ISC to T4.
The linear interpolated pathway considering relaxation from S2

is shown in Fig. S5 (ESI†). An appreciable vibronic coupling has
been observed between S2 and S1 states in the gas-phase41 and
solid state as well.50 We have also located an accessible S2/S1

crossing, which can help facilitate IC (Fig. S5 and S6, ESI†).
Once in S1, the system can explore the relaxation pathways
described before. Our estimated value of the ISC rate for the

S2 - T4 transition is kS2ISC ¼ 7:3� 107 s�1 which is just 3.3 times

greater than kS1ISC. At the S2min structure, S2 and T4 have very

similar energies (DES2–T4
= �0.008 eV).

Once the system is in the lowest energy triplet manifold,
provided the excess of vibrational energy, the molecule will be
able to explore the left brand for a longer time allowing
phosphorescence emission at higher energies (2.98 eV), which
explains the sideband in the phosphorescence spectrum. The
energies of T1 and T2 are almost degenerate and very close to
the energy of the T2 minimum. Non-Kasha phosphorescence
has been also observed for analogue systems based on
dibenzothiophene, where a sideband shifted to blue from the
T1 emission band was unambiguously assigned to the emission
from T2.51

3.2 Exciton processes

3.2.1 Dimers: is H-aggregation relevant? H-aggregation has
been hypothesised as the reason for the stabilisation of long-
lived triplet states in crystalline Cz and UOP materials in
general.19,52 The Cz molecule crystallises in a herringbone
packing motif (Fig. 3).47 Herein, we investigate how the
aggregation patterns affect the excited state mechanism of
crystalline Cz.

We have identified six different dimers (A–F, Fig. 3). Dimers
A, B, and C have been previously reported.19,20 Dimers A, B,
and E show edge-to-face arrangements commonly found in
herringbone crystals, while dimers C and D are slipped p-stacking
face-to-face structures. Dimer F is planar displaying a close H. . .H
contact at 3.19 Å. Table 2 displays the splitting of the first excited
state into the excitonic states S1 and S2. A very small red-shift of
the absorption energy is predicted. For the singlet states, S1 and S2

are excitonic states. The largest exciton couplings are obtained for
dimers B (4 � 10�3 eV) and C (2.3 � 10�2 eV) (Tables 2 and 3).

Using the spectroscopic classification based on the oscilla-
tor strength values, the dimers can be classified as H- (D, E and
F) or J-aggregates (A, B and C). The H-aggregates are obtained
when fS2

4 fS1
and J-aggregates when fS1

4 fS2
. Previous studies

on the effect of H-aggregation in UOP organic materials have
considered the classical Kasha’s exciton model,19,52 which is
based on the analysis of Coulombic interactions between two
chromophores:

JCoul ¼
l1 � l2 � 3 l1 � R̂

� �
l2 � R̂
� �

4peR3
; (6)

where li is the transition dipole moment (TDM) vector of the
molecule ‘‘i’’,

-

R = RR̂ is the intermolecular displacement vector
connecting the centres of mass of the monomers, and e is the
optical dielectric constant of the medium. For co-planar TDM
vectors, the angle y is defined as the angle between

-

R and the
TDM vector of any of the chromophores, and JCoul is given by

JCoul ¼
m2 1� 3cos2 y
� �

4peR3
: (7)

From eqn (7) emerges the H/J classification based on the magic
angle y = 54.71, i.e., J-aggregates are formed if 01 o y o 54.71
and H-aggregates if 54.71o yo 90.01, which is strictly valid for
systems with co-planar TDMs.53 The transition dipole moments
for dimers A and B are oblique and define different planes
(Fig. 3). Because of this, the spectroscopic classification of

Table 1 Fluorescence lifetime (tf) and quantum yield (Ff). Phosphores-
cence lifetime (tp). kISC, was calculated using eqn (2). The values in brackets
were obtained using eqn (3)

Predicted Experimental

tf 11.1 (7.9) ns 8.2–11.5 ns18,19

Ff 0.76 (0.55) 0.7818

tp 7.2 (7.2) s 1.11 sa 18

kISC 2.14 � 107 (5.75 � 107) s�1 3.87 � 107 s�1 b 42

a Measured in a solid matrix at 4 K. The value at 300 K is 0.852 s.
b Measured in a solid matrix at 77 K.
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dimers A and B does not agree with that obtained with the
Kasha’s angle (Table 2). For F, the TDMs are co-planar either;

however, in this case the angle y is close to the magic angle
of 54.7.

The exchange interactions not considered in Kasha’s model
could be relevant for these dimers with intermolecular
distances of around 3 Å (Fig. S8, ESI†). Close packing arrange-
ments are susceptible to experiencing a significant wave
function overlap and therefore short-range interactions as
exchange or superexchange. The magnitude of the short-
range coupling can be comparable to or even exceed the
Coulomb coupling. These interactions can promote a different
exciton behaviour than normally associated with Kasha’s
H/J-aggregates,54 and thus the conventional geometric classifi-
cation is incomplete at best.

In the case of the triplet states for the dimers A, B, C and E,
the lowest energy states are localised and we could not find
exciton states. For the dimers D and F, where the states T1–T6

are excitonic, the values of J are smaller than 2.5 � 10�4 eV
except for the T5–T6 splitting with JT5T6

= 1.0 � 10�3 eV.
We optimised the geometries of the T1 and S1 states of all
dimers in the crystal environment. In line with the
experimental observations, the predicted phosphorescence
from T1 is an out-of-plane polarised transition (Fig. 3).55

Dimerisation has a minimal effect on the energy of the T1 -

S0 transition and the corresponding phosphorescence lifetimes
(see Table S7, ESI†). The SOC values between S1 and triplet
states with lower or similar energies are not considerably
increased with respect to the monomer (Tables S4 and S6,
ESI†). Hence, no increase in the ISC rate constant is expected
via direct SOC due to the presence of dimers though the
number of ISC channels could be greater.

For embedded dimers, the T1 - S0 transition densities are
localised on single molecules. A significant degree of localisation
is also found for a cluster of six Cz molecules, all of them being
treated quantum mechanically (Fig. S10, ESI†). Our calculations
show that H/J-aggregation does not have a relevant effect on the
energies or lifetimes of the triplet states of Cz. In the next
section, we analyse the implications of the localisation of the
excitations for different transport regimes for singlets and
triplets in pure crystalline Cz.

3.2.2 Exciton transport. Exciton transfer competes with
radiative and nonradiative molecule-centred processes in the
molecular crystals. Exciton transport can proceed via coherent
or incoherent hopping. In the latter case, it occurs mainly via
Coulomb coupling which in its most simple form can be
modelled by eqn (6), obtaining a R�6 decay of the hopping
rate.56 Due to the lower concentration of triplets and their weak
exciton couplings in Cz, triplet diffusion is likely to proceed
through a Dexter energy transfer (triplet-singlet) instead of
a triplet–triplet diffusion process. Triplet diffusion is not
theoretically limited to 100–200 nm as in singlet excitons
because the SOCs, which determine the triplet lifetimes, do
not govern the transport of triplets.57

To evaluate the rates of singlet exciton transport and triplet
energy transfer in Cz crystals, we have considered the exciton
coupling rates between adjacent molecules using the Marcus
and MLJ models (eqn (2) and (3)). Table 3 shows the exciton

Fig. 3 Molecular dimers in the Cz crystal optimised at the TD-B3LYP/
6-311++G(d,p) level using the OEC model. Distances between the centres
of mass (R) are also shown. The green, blue and red arrows represent the
transition dipole moments of the S0 - S1, S0 - S2 and T1 - S0 transitions,
respectively. The arrow lengths are not proportional to the transition
dipole magnitudes.

Table 2 Photophysical properties of the six different dimer motifs present
in the crystal packing of carbazole. ES1

and ES2
are the absorption energies

of the lower and upper states produced by exciton splitting, respectively.
fS1

and fS2
are the corresponding oscillator strengths. The aggregates

were classified spectroscopically according to their oscillator strengths.
The angle y was evaluated at the respective S0 equilibrium geometry of
each dimer

Dimer ES1
(eV) fS1

ES2
(eV) fS2

Aggregate y

Mon 1 Mon 2

A 4.010 0.032 4.011 0.016 J 28.91 79.71
B 4.001 0.032 4.009 0.012 J 26.51 77.11
C 3.972 0.077 4.019 0.001 J 27.81 26.71
D 4.021 0.000 4.023 0.058 H 83.01 83.11
E 4.018 0.018 4.020 0.044 H 72.01 77.61
F 4.019 0.000 4.020 0.063 H 57.11 57.11
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hopping rates kij, diffusion coefficients D and diffusion lengths
LD for S1 and T1 at 298 K. D and LD are obtained with eqn (4) and
(5), respectively, using the distances between monomers shown
in Fig. 3 and the experimental radiative lifetimes (Table 1). For
both singlets and triplets, the hopping rate coefficients are
systematically greater when the MLJ model is used. This shows
the active role of vibrations in the exciton hopping process
because the process is accompanied by a concomitant molecular
distortion, i.e. the motion should have a polaronic character and
thermally activated diffusion could be important.

The total reorganisation energy for exciton transfer in S1 is
l = 0.246 eV, which corresponds to an approximate barrier of
l/4 = 0.062 eV for the exciton hopping between adjacent
molecules. This barrier is larger than the values of exciton
couplings for all dimers. Thus, a significant localisation of the
singlet excitation is expected and exciton transport should
proceed through an incoherent hopping mechanism. In our
calculations, six modes with frequencies of 670, 1035, 1307,
1337, 1371 and 1661 cm�1 associated with in-plane bending
and stretching vibrations of the C–C/CQC/CQN bonds of the p
conjugated ring had the highest Huang–Rhys factors and were
treated as quantum modes (see Section S2 and Fig. S7, ESI†).
The largest value of J is obtained for dimer C due to its
p-stacking structure. For dimer C, kij is comparable to the value
obtained for the analogue slipped p-stacked dimer of anthracene,
which also features a herringbone structure and an incoherent
exciton transport mechanism.39

Fig. 4 shows possible exciton transfer paths through the
dimers with the shortest intermolecular distances (A, B and C).
The predicted exciton rate coefficients (Table 3) indicate that
the only process likely to compete with vibrational relaxation to
S1min (taking hnvib = 103 cm�1 leads to 2p/nvib = 2 � 10�13 s) is
exciton transport along dimer C. Exciton hopping through
dimer B involves further transfer through dimer A (Fig. 4a),
which has a very small exciton coupling and hence a small
hopping rate coefficient. The 1-D diffusion coefficients

and diffusion lengths obtained considering exciton transport
in S1 for dimer C are 2.7 � 10�3 cm2 s�1 and 134 nm,
respectively, in qualitative agreement with the experimentally
and computationally reported values for pure anthracene
crystals.39 Exciton transport is also anisotropic in anthracene,
where the slipped p-stacked dimer similar to dimer C also
shows higher diffusion constant and length.39

In the case of T1, the rates were calculated considering l =
0.643 eV and the normal mode with ok = 1661 cm�1 with the
highest Huang–Rhys factor (Fig. S7, ESI†), which involves the
in-plane stretching vibration of the C–C/CQC/CQN bonds of the
ring. Due to their lower couplings and higher reorganisation
energies, dimers B, C, and D show hopping rates three orders of
magnitude smaller in T1 than in S1 (see Table 3). The small
couplings in dimers A, E and F are caused by a small overlap
between the constituent monomers, preventing any energy
transfer in these directions (see Fig. 4a).

Due to the spin-forbidden nature of phosphorescence,
triplets exhibit lifetimes on the order of milliseconds for many

Table 3 Exciton couplings (Jij), exciton hopping rate coefficients (kij), diffusion constants (D) and diffusion lengths (LD) computed for the six dimers
present in the crystal packing using eqn (2), (4) and (5), respectively, at the TD-B3LYP/6-311++G(d,p) level of theory. The values in brackets are obtained
by computing kij with eqn (3)

Singlets

Dimer JS
ij (eV) kS

ij (s�1) DS (cm2 s�1) LS
D (nm)

A 1.0 � 10�3 7.8 � 108 (4.5 � 109) 9.0 � 10�7 (5.2 � 10�6) 1 (2)
B 4.0 � 10�3 5.0 � 1010 (2.9 � 1011) 5.9 � 10�5 (3.4 � 10�4) 8 (20)
C 2.3 � 10�2 1.7 � 1012 (9.5 � 1012) 2.7 � 10�3 (1.6 � 10�2) 56 (134)
D 1.0 � 10�3 3.1 � 109 (1.8 � 1010) 1.5 � 10�5 (8.9 � 10�5) 4 (10)
E 1.0 � 10�3 3.1 � 109 (1.8 � 1010) 1.5 � 10�5 (8.9 � 10�5) 4 (10)
F 1.0 � 10�3 7.8 � 108 (4.5 � 109) 5.2 � 10�6 (3.0 � 10�5) 2 (6)

Triplets

Dimer HT
ab (eV) kT

ij (s�1) DT (cm2 s�1) LT
D (nm)

A E0 E0 E0 E0
B 4.2 � 10�4 7.4 � 106 (1.3 � 108) 8.7 � 10�9 (1.6 � 10�7) 979 (4179)
C 2.3 � 10�3 2.3 � 108 (4.1 � 109) 3.7 � 10�7 (6.8 � 10�6) 6390 (27 282)
D 1.2 � 10�4 6.0 � 105 (1.1 � 107) 2.9 � 10�9 (5.4 � 10�8) 569 (1399)
E E0 E0 E0 E0
F E0 E0 E0 E0

Fig. 4 Schematic representation of two possible exciton transport path-
ways involving dimers A and B (a), or dimer C (b). The highlighted molecule
represents the initial position for electron (e�, in blue) or exciton (|S*i or
|T*i) transport (in red). The crosses indicate specific pathways that are less
likely due to the small values of the couplings.
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of the pure organic materials with potential use in opto-
electronics, or even longer as it is the case of Cz (1.1 s).18 The
longer lifetime compensates the slow velocity yielding a much
longer diffusion length for triplet excitons reaching lengths of
tens of mm as shown in Table 3. Taking dimer C as an example,
the diffusion constant in T1 is D = 6.8 � 10�6 cm2 s�1, 4 orders
lower than that in S1, and two orders lower than the reported
value for anthracene D = (0.5–2) � 10�4 cm2 s�1. However, the
diffusion length estimated for dimer C is 27 mm, 200 times
greater than LD in S1 and comparable to the value measured in
anthracene crystals (LD = 7–20 mm).56 This huge increase
comes from the long phosphorescence lifetime of T1 for Cz
(see eqn (5)) (for anthracene tp = 23 ms).58

The long lifetime of triplets in Cz enables delayed fluores-
cence via triplet–triplet annihilation (TTA). Considering the kij

of dimer C and no trapping or quenching, a triplet can visit
4.5 � 109 molecules in its lifetime period (1.1 � 105 for a
singlet). However, the generation of triplets is limited by the
slower kISC which is three times lower than kf (Table 1). Dopants
can be used to facilitate ISC, for example, N,N-di(9H-fluoren-2-
yl)phenanthrene-3-amine (DFAP) has been successfully used to
increase triplet–triplet annihilation delayed fluorescence
(TTADF) in fluorene crystals.59

The rate equation of the concentration of triplets [T] is

@½T�
@t
¼ GT þ kr þ knrð Þ½T� þ gTTA½T�2; (8)

where GT is the rate of the generation of triplets, (kr + knr) is the
sum of the radiative and nonradiative decay constants of the
triplet states, and gTTA is the bimolecular annihilation constant
which is related to the triplet diffusion coefficient D via the
Smoluchowski theory of bimolecular reactions:

gTTA = 4pRaD, (9)

where Ra is the annihilation radius calculated as the average
distance between two excitons undergoing annihilation.

Under the condition of a continuous generation of triplets
(GT = const), the steady-state solution of eqn (8) produces two
different regimes.56 At a low excitation power density (kr +
knr)[T] c gTTA[T]2 and [T] p GT, the spontaneous decay governs
the dynamics of excitons, whereas for high densities more
triplet excitons are produced, gTTA[T]2

c (kr + knr)[T] and

½T� /
ffiffiffiffiffiffi
GT

p
. Especially interesting is the power density at which

(kr + knr)[T] = gTTA[T]2 because it represents the threshold at
which the TTA process starts dominating the exciton dynamics.
This power density threshold can be estimated from the
material photophysical constants as

Gth ¼
1

gTTAt2
; (10)

where t is the lifetime of the excitation.
Eqn (10) indicates that exciton–exciton annihilation

becomes more important as the exciton lifetime is longer.
Considering dimer C, the bimolecular annihilation constant
estimated for Cz is gTTA = 4.9 � 10�12 cm3 s�1. This value is
comparable with the reported value for anthracene crystals

gTTA = 2.1–2.4 � 10�11 cm3 s�1.60 Despite the low bimolecular
annihilation constant, Cz presents a remarkably long phos-
phorescence lifetime which can yield a small Gth to produce
TTADF using relatively low powers. Delayed fluorescence
has been observed for pure Cz crystals,20 but no systematic
investigation of the effect of the temperature or the light power
density has been reported so far.

3.3 Isomeric impurities

Liu et al. showed that very low concentrations of Bd (even
0.1 mol%), an impurity commonly present in commercial Cz,
display UOP at room temperature.20 Direct excitation and
transport of singlets and triplets in the Cz crystal can enable
the charge separation at Cz/Bd molecular junctions. Herein, we
evaluate how the presence of Bd isomeric defects can affect the
excited state mechanism of Cz in the solid state.

In our calculations, we considered Bd-Cz dimers created by
substituting a Cz molecule by a Bd molecule and reoptimised
the geometries of the ground and excited states using the OEC
method. The inclusion of long-range interactions (OEEC
model) has a minimal effect on the energies of the excited
states (Table S10, ESI†). Because of the alignment of the energy
levels of Cz and Bd, the CT state where Cz acts as an electron
acceptor from Bd (Cz�Bd+) is more stable than the (Cz+Bd�)
state (Tables S9 and S11, ESI†).20 To analyse the role of the
Cz�Bd+ states in the electron transfer process, we optimised
these states using the CDFT method for dimers with smaller
distances between the centres of mass (A–C).

Our calculations show that the presence of the Bd impurities
redshifted the fluorescence emission energy of Cz around
33 nm (Table 4) which is in line with the 54 nm obtained
experimentally. Both the S1 and T1 minima of the embedded
Cz–Bd dimers show a significant localisation of the excitation
on the Bd moiety (Fig. S12–S14, ESI†). The calculated
absorption of the Cz–Bd dimers at 3.5 eV agrees with the onset
absorption signal observed after HPLC of commercial Cz,
which has been attributed to Bd.20

The predicted fluorescence band of the Cz–Bd dimers
appeared at 3.14–3.16 eV within the region where delayed
emission of Cz doped with Bd has been observed (354–543 nm).20

For dimers A and B, the energy gap between the Cz�Bd+ state
and the ground state is around 3 eV, which is also in the same
region. We explored the mechanism of formation of Cz�Bd+

states at the Cz–Bd molecular junction using the energy profiles
based on different excited state minima for dimers A–C.
Herein, we focus on the analysis of dimer A (Fig. 5), and the
energy profiles for dimers A–C are shown in Fig. S12–S14 (ESI†),
respectively.

Table 4 Absorption and emission energies (in eV) for dimers A, B and C
obtained with TD-B3LYP/6-311++G(d,p) using the OEC model

Transition Dimer A Dimer B Dimer C

S0 - S1 3.51 3.50 3.50
S1 - S0 3.14 3.16 3.16
T1 - S0 1.58 1.60 1.60
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For pure crystalline Cz, we have already discussed the
monomer-centred mechanism in Section 3.1. Based on the
localisation of the excitations and the energy profiles for
the Cz dimers, we expect similar deactivation mechanisms. In
this section, we analysed these decay pathways in doped dimers
(Cz–Bd) contrasting them with the behaviour of pure Cz.
The mechanism for the Cz dimers starts with the excitation
to one of the exciton states (S1–S4), and analogously to the
molecule-centred mechanism, vibrational relaxation is likely to
stabilise the excitation in S1. For all dimers, S1 is clearly
localised on one of the Cz monomers. In the case of Cz–Bd,
for all dimers, the excitations obtained for the Franck–Condon
and S1 minima are localised on Bd. Once in S1, the systems will
emit light or nonradiative decay processes will be activated
including exciton transport (Section 3.2.2) and charge transfer.

Decay to the triplet manifold through ISC is highly likely. For
pure Cz, given the proximity in energy with T5 and T6 and their
similar SOCs (0.36 and 0.26 cm�1, respectively) the transition
could occur to any of these states (Table S6, ESI†). For doped
Cz, at the S1 geometry, the T2, T3 and T4 states are almost
resonant with S1 making ISC very likely. For B and C, the largest
SOCs are obtained for T3 (0.53 and 0.45 cm�1, respectively) and
in the case of A for T4 (0.92 cm�1). The SOCs are slightly larger
than those obtained for pure Cz, which suggests that the
impurity could help ISC. Following the population of the
triplets, internal conversion will take the system to the localised
T1 state.

3.3.1 Charge transfer states. From the S1 minima, another
possible mechanism is the formation of charge separated
states. For dimer A, the energy of the optimised Cz�Cz+ state
in the singlet state is nearly resonant to the initial excitation
energy, while accessing the Cz�Cz+ triplet requires surpassing a
classical inaccessible energy barrier of around 0.4 eV. Similarly,
for both dimers B and C, the barriers to access the triplets are
very high and classically forbidden, provided initial excitation
to the lower singlet manifold. While increasing the initial

excitation energy or the temperature can allow populating these
states, recombination is very likely. Due to the high energy of
the Cz�Cz+ state, other decay mechanisms will dominate.

How does the picture change for the Cz–Bd molecular
junctions? Both the singlet and triplet Cz�Bd+ states are
significantly more stable than in pure Cz. For the Bd doped
dimers A and B, the energies of the Cz�Bd+ states at their
optimised geometry are below the reference excitation energy
for any of the S1–S4 states. Small amplitude vibrational
distortions allowed in the crystalline phase facilitate the access
to Cz�Bd+ states swiftly when an isomeric defect is nearby. For
dimer C, Cz�Bd+ singlets and triplets are above the initial
excitation energy and will require additional energy to become
accessible. Given the longer lifetime of triplet states, it is highly
probable for the electron transfer to happen from the
triplet state.

While the energy of the optimised geometry for the Cz�Bd+

state is slightly higher than that for S1, charge separation can
occur because the rate of charge transfer involving Cz� for
dimers A–D is in the order of vibrational relaxation (Table 5).
The mechanism involves the formation of Cz�Bd+ states
associated with dimer A or B, followed by charge separation.
The Bd+ radical cations can get trapped by the defects but Cz�

can transport across the crystal (Cz�+ Cz = Cz + Cz�). Our
calculated rates (Table 5) indicate that charge separation is
faster for dimer C (1.7 � 1015 s�1, MLJ value), followed by dimer
A (4.1 � 1014 s�1) and dimers D and B (4.1 � 1014 and 7.9 �
1013 s�1, respectively). Fig. 4 shows some possible pathways for
electron transfer after the formation of the Cz� polarons. These
processes keep the excitation alive for longer times contributing
to the UOP.

The overall energy makeup indicates that the presence of
isomeric impurities helps charge separation allowing the for-
mation of negatively charged polarons (Cz�). In the experi-
mental work, the absorption band at 460–472 nm (2.6–2.7 eV)
has been assigned to the Cz� species.20 Our calculations of the
embedded Cz� have the excitation with a higher oscillator
strength predicted around 2.1 eV (2.3 eV with ADC(2)/TZVP,
Table S12, ESI†).

For dimer A embedded in point charges, we compared the
energy levels of the Cz�Cz+ and Cz�Bd+ geometries optimised
at CDFT-B3LYP/6-311++G(d,p) with those calculated with
ADC(2)/TZVP (Table S11, ESI†). For example, the energy gaps
between the optimised Cz�Bd+ state and the ground state are
3.87 and 3.85 eV for ADC(2)/TZVP and CDFT-B3LYP/

Fig. 5 Energy profiles for singlet and triplet states, including the Cz�Cz+

and Cz�Bd+ charge transfer states (SCT and TCT) computed at the critical
points for dimer A embedded in the crystal environment using the OEC
model.

Table 5 Charge transfer Cz� - Cz rate coefficients computed for the
embedded dimers A–F using eqn (2) and (3) for the values shown in
brackets

Dimer kCZ
�!Cz

CT s�1
� �

A 7.6 � 1013 (4.1 � 1014)
B 1.4 � 1013 (7.9 � 1013)
C 3.2 � 1014 (1.7 � 1015)
D 2.4 � 1013 (1.3 � 1014)
E 5.5 � 1012 (3.0 � 1013)
F 6.8 � 1011 (3.7 � 1012)
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6-311++G(d,p), respectively. Both methods confirm that both
the singlets and triplets of the Cz�Bd+ state are accessible
provided initial excitation energy to S1. In the case of Cz–Cz
dimers, these states are higher in energy, which explain why
charge transfer states have not been observed in pure
crystalline Cz.

4 Conclusions

Carbazole and its derivatives have applications in organic
functional materials with long-lived excited states and ultralong
phosphorescence. Due to the contradictory values of efficiencies
and quantum yields obtained for materials synthesised by
different groups, the interpretation of the processes underlying
the UOP in Cz has been under debate.20 In this paper, we
explore in detail the light-activated pathways in pure crystalline
carbazole and Cz doped with Bd. In contrast with previously
proposed mechanisms based on H-aggregation,19,52 we found
that H- or J-aggregation does not affect appreciably the excited
state deactivation pathways or the triplet lifetimes.

In crystalline Cz, because of the small values of exciton
couplings with respect to the reorganisation energies, the
excited states are localised (1.0 � 10�3 eV o J S

ij o 2.3 �
10�2 eV, l = 0.246 eV for S1). This is in line with the behaviour
of most semiconducting organic crystals.21,39,61 Light-activated
mechanisms centred on molecular Cz initiate a cascade of
processes starting with the initial population of singlet states,
which rapidly decay to S1 or the triplet manifold. These
processes are essential to describe the excited state properties.
This is supported by the excellent agreement between the
predicted values of quantum yields only based on molecule
centred processes and the experimental ones (0.76 (0.55) vs.
0.78). Our estimation of the intersystem crossing rates is also in
excellent agreement with the experimental value, highlighting
that ISC is the main nonradiative decay process depleting the
singlet population.

Triplet states are clearly localised on independent Cz
molecules and their main transport mechanism is the Dexter
energy transfer. Based on the estimation of hopping rates, we
analysed possible singlet exciton and triplet transfer pathways.
In the Cz crystal, exciton transport is very effective along
C dimers, with a p-stacking structure. Because of the less
effective couplings between triplet and singlet states, the Dexter
energy transport involving triplets is slower. However, due to
the long lifetimes of triplets, their diffusion lengths are longer.
Bimolecular processes such as triplet–triplet annihilation
are limited by the concentration of triplets. In line with
experimental observations, our calculations indicate that
delayed fluorescence can occur using low powers.20

We analyse the effect of isomeric defects and the formation
of charge transfer states in Cz doped with Bd. Our results are in
line with the experimental observations by Liu et al.20 Triplets
(and singlets) can travel to the Bd defects or they can be directly
excited at the molecular Cz–Bd junctions. The (Cz�Bd+) states
are appreciably more stable than the (Cz�Cz+) states. Because of

this, charge separation occurs at the Cz–Bd molecular inter-
faces generating Cz� polarons. These calculations indicate that
the presence of impurities, even at small concentrations, is
essential to allow the formation of charge separated states.
The effective charge transfer (1014 s�1) from Cz� to neutral Cz
helps keep the excited states alive increasing the lifetimes in
commercial or doped samples of crystalline Cz.

We hope that our results contribute to a better understanding
of light-activated mechanisms in crystalline Cz and the role of
isomeric defects on the long-lived excited states. Controlling the
functionality of organic materials by isomeric doping seems to
be a promising strategy with plenty of applications in the field
of optoelectronics.20 Our simulations provide a plausible
explanation for the generation of charge-separated states in line
with the experimental observations. In a recent study, Ding et al.
explored the concept of defect incorporation in crystals of 1-(4-
bromophenyl)-1H-imidazole (1BBI) achieving a yield of 74.2%
with a lifetime of 430 ms for one of the bicomponent systems.22

This research shows that this phenomenon is not limited to Cz
highlighting the potential of the use of organic impurities to
achieve efficient RTP systems. We hope our work can help
support further advances in this exciting field.
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39 J. Aragó and A. Troisi, Adv. Funct. Mater., 2016, 26,
2316–2325.

40 J. R. Reimers, J. Chem. Phys., 2001, 115, 9103–9109.

Paper Journal of Materials Chemistry C

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
 2

56
4.

 D
ow

nl
oa

de
d 

on
 8

/2
/2

56
9 

19
:4

3:
17

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d1tc02019f


11892 |  J. Mater. Chem. C, 2021, 9, 11882–11892 This journal is © The Royal Society of Chemistry 2021

41 A. R. Auty, A. C. Jones and D. Phillips, Chem. Phys., 1986,
103, 163–182.

42 S. M. Bonesi and R. Erra-Balsells, J. Lumin., 2001, 93, 51–74.
43 Y. Shao, Z. Gan, E. Epifanovsky, A. T. Gilbert, M. Wormit,

J. Kussmann, A. W. Lange, A. Behn, J. Deng, X. Feng,
D. Ghosh, M. Goldey, P. R. Horn, L. D. Jacobson,
I. Kaliman, R. Z. Khaliullin, T. Kuś, A. Landau, J. Liu,
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