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Data-driven methods have transformed the prospects of the computational chemical
sciences, with machine-learned interatomic potentials (MLIPs) speeding up calculations
by several orders of magnitude. | reflect on theory-driven, as opposed to data-driven,
discovery based on ab initio random structure searching (AIRSS), and then introduce
two new methods that exploit machine-learning acceleration. | show how long high-
throughput anneals, between direct structural relaxation, enabled by ephemeral data-
derived potentials (EDDPs), can be incorporated into AIRSS to bias the sampling of
challenging systems towards low-energy configurations. Hot AIRSS (hot-AIRSS)
preserves the parallel advantage of random search, while allowing much more complex
systems to be tackled. This is demonstrated through searches for complex boron
structures in large unit cells. | then show how low-energy carbon structures can be
directly generated from a single, experimentally determined, diamond structure. An
extension to the generation of random sensible structures, candidates are stochastically
generated and then optimised to minimise the difference between the EDDP
environment vector and that of the reference diamond structure. The distance-based
cost function is captured in an actively learned EDDP. Graphite, small nanotubes and
caged, fullerene-like, structures emerge from searches using this potential, along with
a rich variety of tetrahedral framework structures. Using the same approach, the pyrope,
MgzAlL(SiO4)3, garnet structure is recovered from a low-energy AIRSS structure
generated in a smaller unit cell with a different chemical composition. The relationship
of this approach to modern diffusion-model-based generative methods is discussed.

. Introduction

The introduction of unbiased, first principles, structure prediction in the mid-
2000s revolutionised materials discovery.! It was no longer necessary to trawl
through databases of the “usual suspects”, or to concoct novel structures by hand.
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Unknown structure types, and surprising phenomena, emerged from explora-
tions of the density functional theory (DFT) energy landscape, where previous
approaches to structure prediction depended on the fast evaluation of empirical
forcefields.”® DFT provides an approximation to the underlying quantum
mechanical interactions governing the stability of different phases, balancing
computational efficiency with a robustness® that permits genuine predictions. In
Section II, I review several examples of theory-driven discovery enabled by my
approach to structure prediction, ab initio random structure search (AIRSS),”*
while in Section III, the generation of the random sensible structures on which
AIRSS depends are discussed.

There is a further revolution underway, sparked by the discovery that machine-
learning techniques can routinely be exploited to accelerate the exploration of
energy landscapes, either through molecular dynamics (MD) or structure
prediction. From early attempts in the 1990s,® the groundbreaking contributions
of Behler*® and Csanyi'* have stimulated the development of a wide array of
machine-learned interatomic potentials (MLIPs)."*> Among these are the ephem-
eral data-derived potentials (EDDPs)**** - briefly reviewed in Section IV - which
were introduced with the explicit aim of accelerating AIRSS.

In Section V, I will show how the multiple orders of magnitude acceleration
offered by EDDPs over DFT allow for a style of calculation that would have simply
been too computationally expensive previously — a novel extension to AIRSS, hot-
AIRSS. hot-AIRSS exploits the integration of long MD-driven anneals as part of the
high-throughput optimisation of stochastically generated structures.

In Section VII, I introduce a new approach to the generation of random
sensible structures, building on the concept of constructing structures that
respect measured inter-species distances, and are likely low in energy even before
structural optimisation - see Section VI. The new method is based on the opti-
misation of a cost based on the distance to a reference structure (or potentially
multiple structures) evaluated in the space of EDDP environment/feature vectors,
and requires few modifications to the existing AIRSS/EDDP workflow. In Section
VIII, this new approach is applied to two challenging systems - carbon, and
Mg;AL(Si0,)s.

Finally, in Section IX, it is recognised that the method introduced in Section
VII is very closely related to modern diffusion-model-based generative
approaches, providing a point of connection with traditional structure prediction
methods, and AIRSS in particular.

Il. Theory-driven discovery

AIRSS, introduced in ref. 7 and described in depth in ref. 8, is built on the high-
throughput first-principles relaxation of diverse stochastically generated struc-
tures (from crystals, to clusters, molecules, surfaces, interfaces, and grain
boundaries). The emphasis is on exploration, and the hunting for outliers, or
surprises, through an attempt to uniformly sample configuration space, within
a defined distribution of candidate structures.

Throughout my work, there is a focus on the discovery of unexpected
phenomena, as opposed to the detail of a particular crystal structure - not
forgetting that it is essential that the structural details are correctly identified in
order to meaningfully predict the discovered material’s properties. When
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a surprising result is encountered, considerable effort is expended in attempting
to identify the competing phases that might render the prediction unsound. In
many cases, this is indeed the outcome. Persisting in this approach leads to a high
success rate, with few false positives, and high-quality predictions.

The first applications of AIRSS were to the high-pressure sciences, beginning
with an exploration of superconductivity and metallicity in the dense hydrides.”**
This has grown to be a very active area with many well-known successes® - see
Section IL.D. With other first-principles structure-prediction techniques,
USPEX,"” CALYPSO,"™ and XtalOpt,” AIRSS is now a key tool for materials
discovery with applications ranging from battery materials**** to molecular
polymorphism,** and nanoconfined water.*

The emphasis of first-principles random structure search on highly paral-
lelisable and broad sampling ensures it is particularly well-adapted to modern
computational trends, statistical physics and machine learning in particular,
where it has become an indispensable source of training data.>*"*

A. Mixed phases in hydrogen

An early application of AIRSS was an attempt to understand phase III of dense
hydrogen, and in particular to identify model structures that exhibited the key
vibrational spectroscopic signatures measured in diamond anvil cell experi-
ments.”” Our prediction of the C2/c-24 structure as the best model for phase III is
standing the test of time.*®*®

Analysing the large number of AIRSS-generated structures, I was confronted by
a striking family of metastable structures, of a type that had not previously been
suggested for an element. They consisted of layers, alternating between graphene-
like and molecular; see Fig. 1(a). I felt these structures must be important and
potentially dynamically stabilised phases (either through zero-point motion, or
temperature), but the techniques were not then ready to allow a full phase
diagram to be computed. Nevertheless, we published the mixed phase structures
in ref. 27 and emphasised them in presentations to experimentalists.

Initially, the mixed phases did not address any open experimental questions
and were largely ignored. This changed when Goncharov and Gregoryanz
approached me with a puzzle - they were seeing a surprising softening in a high-
frequency Raman peak in warm (room temperature) hydrogen at megabar pres-
sures. I suggested that they were observing a mixed phase, and on investigation
this proved to be the case.*® The mixed phases are now an established feature of
the hydrogen phase diagram. It is fair to say that, given the experimental chal-
lenges in determining the positions of protons, our current understanding of
dense hydrogen is largely due to first-principles structure searches, with much
having been mapped out in ref. 27.

Why was first-principles structure search so successful in tackling this well-
explored problem? Of course, the high-throughput nature of the searches made
a big difference, increasing the sheer number of structures considered. But the
most important structures could probably have been found using contemporary
MD methods. The fact that they were not is likely because MD was frequently
conducted in cubic, or orthorhombic, unit cells, and with fixed numbers of atoms,
typically multiples of 8. But my candidates for dense hydrogen, C2/c-24, Cmca-12
and the mixed phases, all contained multiples of 12 atoms. I had been in the habit
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Fig. 1 (a) Pbcn mixed phase of hydrogen at 300 GPa, (b) Pma2 NH,—NH4 phase of
ammonia at 100 GPa, (c) 11-atom host—guest phase of aluminium at 5 TPa, and (d)
dynamically stable 0 GPa cubic phase of Mg,lrHg with a predicted superconducting T of
160 K.

of not assuming the number of atoms in the unit cell and choosing them
randomly as part of the structure generation. This was also to be very important
for aluminium, described below in Section II.C, and highlights the importance of
minimally biased stochastic searches.

B. Ionic ammonia

When searching for molecular crystal structures, a well-established protocol is to
stochastically pack connected molecular units.®** This shrinks the search space,
as compared to a less restricted search starting from unconnected atoms, and
dramatically increases the odds of finding low-energy configurations. But it is at
the cost of potentially missing the most stable one, if it does not adhere to the
chosen molecular unit. In the spirit of assuming as little as it is computationally
feasible to, I had been searching for dense phases of NH; by randomly placing
the N and H atoms into randomly shaped unit cells individually. It was a routine
project, but Iwas jolted awake one early morning while checking the results of the
overnight runs. The most stable units under pressure were, by some margin,
NH, ™ and NH," - see Fig. 1(b) - not the expected NH;.* I assumed that something
was wrong with the calculations. This possibility had not been discussed for pure
ammonia previously, and it was not something we were looking for. After careful
testing, the result held, and the spontaneous ionisation of NH; has been exper-
imentally established.*® Spontaneous self-ionisation more generally is now
considered as a possibility where it might not have been previously.
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C. Complex phases of aluminium at terapascal pressures

We (and others, particularly Yanming Ma and co-workers) had been starting to
find a great number of electride-type structures in the dense elements.**** One
striking feature of these was the localisation of states under increasing pressure,
and band narrowing. I wondered whether I could find a non-magnetic element
that, under the right conditions, would exhibit magnetism. I began the hunt,
systematically working my way through the periodic table. Importantly, it turned
out, I was randomly choosing the number of atoms in the unit cell. When it came
to aluminium, I was surprised to find that the most stable structure at 3 TPa
contained 11 atoms in the unit cell. At that time, few groups would even consider
odd numbers of atoms as a possibility, based on the heuristic that they would
unlikely be the most stable. The 11-atom cell was, however, significantly more
stable than the other candidates, and initially, when I visualised it, it made no
sense. It appeared to be amorphous, or still random somehow. This was unusual,
as the most stable structures usually exhibit some symmetry. But I continued
building supercells and spinning the structure around in the visualiser, and
eventually all became clear.

The structure consisted of tubes and chains of atoms - see Fig. 1(c). I was aware
of the work of Nelmes and McMahon?®® on incommensurate host-guest phases in
the alkali metals,*” as Volker Heine had publicised it in the Theory of Condensed
Matter Group, Cambridge. This turned out to be exactly what I was seeing in the
11-atom structure - an approximant of a kind of 1D quasicrystal. Once I had
recognised that, it was straightforward to manually construct other, larger,
approximants, and estimate the ideal lattice parameters for the host and guest
phases. I was also able to determine that the structure was of the electride type
and construct a simple model for it,*® based on a generalised Lennard-Jones
model, which later became the basis of the EDDPs - see Section IV.

This result has not been confirmed experimentally - yet. But it has had an
impact on the field - it showed that materials under extreme compression might
be complex, and not just simply close packed. This has inspired the high-pressure
community, particularly the shock physicists, for example being used as part of
the justification for using the National Ignition Facility (NIF) to perform explor-
atory science.* Continuing my sweep through the periodic table, I did eventually
manage to find magnetism in an electride phase, in potassium.*’

D. High-throughput hunt for conventional superconductivity

Bringing the applications of AIRSS up-to-date, recent work has refocussed on the
search for high-temperature superconductors, specifically the hydrides, which
may be (meta-)stable at ambient pressures, and superconduct at temperatures
exceeding the critical temperature (7.) of magnesium diboride. The field of
hydride superconductivity has not been without controversy,** and it is essential
to be able to identify candidate superconductors that might maybe be synthesised
at low pressures, opening the field to broad and intense experimental scrutiny.
With the growth of computational resources since the debut of AIRSS, as well
as refinements in the methods and optimisations of the key DFT code used for
structural optimisation (CASTEP*?), it is now possible to add an additional layer of
sampling to the searches. While early studies would concentrate on elements or
compounds with a fixed composition, it later became possible to study the
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composition space of a given binary, or ternary, system.*>** The next step has been
to search over a wide range of composition spaces simultaneously, in a high-
throughput manner.

In an initial study, we explored the binary hydrides over a range of pressures
from 100 GPa to 500 GPa.*® Several novel superconducting hydrides were
discovered, and known ones rediscovered. The maximum superconducting
transition temperatures, T, varied from 380 K at 500 GPa, to above 250 K at
100 GPa. A striking feature of our result was that the T, did not drop precipitously
as the pressure was reduced, and through extrapolation one might expect hydride
T.s to be as high as 200 K at ambient pressures. This stimulated an extension of
this approach to the ternary hydrides at low, and ambient, pressure.*

The searches across composition space were performed entirely using first-
principles methods - and so theory-driven at this stage - and resulted in the
discovery of Mg,IrH, (see Fig. 1(d)) as a dynamically stable, moderately meta-
stable, candidate conventional superconductor with a predicted T, of 160 K. Once
Mg,IrHs had been identified, detailed structure searches over the Mg-Ir-H
composition space, accelerated with the EDDP machine-learned interatomic
potentials (see Section IV), provided a thorough picture of the competing phases,
as well as a feasible synthesis route. Having highlighted the power of theory-
driven search for discovery, this most recent work touches its limits, and
demonstrates the power of data-driven approaches, which will be the focus of the
rest of this contribution.

lll.  Generating random sensible structures

Key to the success of AIRSS is the initial step of generating an ensemble of
chemically sensible random structures for subsequent high-throughput structure
relaxation. This step is performed by the buildcell code of the GPL2 open-source
AIRSS package.” The random structures are constructed once an appropriate
distribution of parameters has been selected - based on either chemical insights
or previous calculations (see Section VI). When building a random unit cell, its
volume and shape should be chosen. These must be selected from a range, and it
makes sense to choose this range to adhere to experimentally reasonable values -
even if only very approximately so. There is little point in searching in excessively
small, or large, unit cells. Similar choices must be made for other parameters —
how closely should atoms be permitted to approach each other in the initial
structures? Structures might be generated to have randomly generated space (or
point) group symmetries. The structural units might be molecules or fragments,
rather than individual atoms. Composition can be stochastically chosen, but the
ranges of compositions to be considered must be specified. Some thought should
be given to load balancing the searches - each of the stochastically generated
structures should have roughly the same computational cost.

The initial random structures look sensible and certainly some of them might
be expected to have reasonably low energies, even before structural optimisation.
Put together, these choices define a generative model, in machine-learning
terminology. This will be explored further in Sections VI and VII, and the rela-
tion to modern generative approaches to structure prediction will be discussed in
Section IX.
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IV. Ephemeral data-derived potentials

The prospect for data-derived potentials to accelerate structure search had long
been apparent, and in ref. 24 it was shown that the random structure search and
Gaussian approximation potentials (GAPs)' could be combined to iteratively
generate a robust boron potential. At that time, the development of GAPs was
relatively intricate and time consuming, and the resulting potentials slow. To
ensure the AIRSS could routinely benefit from the promised acceleration, with
minimal interruption to the successful high-throughput workflow, ephemeral
data-derived potentials (EDDPs) were introduced.”® The emphasis on their
ephemeral nature was intended to draw the attention away from the difficult task
of developing high-quality benchmarked potentials, towards the generation of
disposable potentials that could be trained and used rapidly.

EDDPs are based on a simple model for the interatomic interaction, inspired
by Lennard-Jones style potentials, with a minimal extension to handle many-body
interactions.*** The resulting feature, or environment, vectors are the input for
small neural networks (in many cases, a single hidden layer with just five nodes).
Multiple neural networks are fitted, in parallel with random initialisations, just as
in AIRSS. Early stopping, based on a validation portion of the 80:10: 10 training :
validation : testing data split,”® is used to discourage overfitting. The Levenberg—
Marquadt (LM) optimiser is found to be fast and produce excellent training and
testing losses. Combining the many neural networks together, minimising the
non-negative least squares (NNLS) error, again to the validation split, results in
a sparse ensemble, with only a fraction of the neural networks being selected for
the final model. The ensemble enables the variance of the predicted energies
among the many fits to be evaluated, and this can be used to detect pathological
structures, as well as to drive an active learning to less certain configurations.***°

A key feature of EDDPs is that they are trained on the DFT energies of large
numbers of small, and so rapid to compute, structures. To date, forces are not
used in the training, which might be a limitation compared to other methods.
However, there are advantages to this approach, and using AIRSS to generate
many highly diverse structures, the resulting potentials have proven to be more
than adequate for the purposes of accelerating structure prediction. In ref. 14, it is
shown that EDDPs can also be used as the basis for reliable and quantitative
molecular and lattice dynamics simulations. The structures encountered in
arandom search are extremely varied as compared to those sampled by molecular
dynamics, and this diversity of the structures on which the EDDPs are trained
appears to largely eliminate the problems of stability of molecular dynamics
simulations.

EDDPs have been extended to be able to handle large numbers of chemical
species using the alchemical ideas of Ceriotti.”* The GPL2 open-source EDDP
package is available.>

V. Introducing hot random structure search

For many problems, AIRSS is an extremely effective approach to discovering low-
energy structures. The first-principles potential-energy surface is relatively
smooth, and for moderate system sizes, the probability of encountering low-
energy configurations is sufficiently high that when coupled with high-
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throughput computation, AIRSS is a competitive structure-prediction technique.®
However, as more complex problems are attempted, the exponential growth in
local minima begins to dominate, and without extensive use of constraints to
prepare sensible initial starting points, the likelihood of generating low-energy
configurations becomes too low to justify the computational effort in searching
for them. For example, in ref. 13, an EDDP was generated for boron, and a free
search for y-boron® was attempted. No symmetry was exploited, nor was the
knowledge that boron tends to favour icosahedra, and unit cells containing 28
boron atoms at approximately the correct density were generated. A slightly dis-
torted version of the orthorhombic Pnnm vy-boron structure was successfully
located, but only twice out of 362 754 putative structures. In tests, the 12-atom o-
boron structure can typically be found in free AIRSS searches once every 3000
attempts. Making an assumption of an exponential increase in difficulty, we
might estimate that identifying the y-boron structure in a doubled cell of 56
atoms would take something like 3 x 10° structure optimisations, unfeasible
from first-principles and challenging even using EDDPs.

A difficulty that the use of fast potentials for structure search has created is the
management and storage of the vast number of structures that can be generated
on even modest computer hardware. The writing of the data to disk can become
a bottleneck on some high-performance computing (HPC) systems. One option is
to only store the most stable structures encountered, for example by rejecting any
new structures that are outside a given energy threshold of any previously
encountered for that composition. An alternative is to embrace the acceleration
and perform more intense computation for each generated and stored structure.

Probably the greatest impact of the MLIP revolution has been the opening up
of the possibility of performing long time-scale, large length-scale, MD simula-
tions at approaching first-principles quality.”****® We exploit this here to perform
random structure search integrating an extended annealing period, between local
optimisations. AIRSS, and what we introduce here as hot-AIRSS, are contrasted in
Fig. 2. An initial random structure is generated, just as in traditional AIRSS,
potentially using the several strategies to prepare the structures described in
Section III, and relaxed to its nearest local minimum using the repose code.
Rather than stopping there, the ramble molecular dynamics code supplied in the
EDDP package is used to perform an anneal at a fixed temperature for a given
time. The resulting structure is then again relaxed to the now nearest local
minimum, which, if the temperature chosen is sufficiently high, is not likely to be
the same as the initial one.

The two parameters introduced are the temperature for the anneal (typically
chosen to be approaching but below the melting temperature of the system), and
the time for the anneal. The time is typically selected to exceed 10 picoseconds,
and potentially as long as nanoseconds. There is no quenching of the system
during the molecular dynamics run, and the overall process, given the final local
optimisation, can be thought of as an elaborate optimisation scheme, and from
the point of view of AIRSS is a direct replacement of the usual local optimiser.
From this perspective, it is reasonable to permit the exploitation of symmetry
during the anneal. The ramble code implements symmetrised MD, a functionality
that is not generally available in more widely used codes. While not currently
implemented, the ability to optimise and run dynamics on defined structural
units is likely to prove useful.
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Fig.2 Top: A representation of AIRSS: a random sensible structure is generated using the
buildcell code, and is then structurally optimised to the nearest local minimum of the
energy landscape, which is either described by DFT, or a fast equivalent, such as an EDDP.
The resulting structure is stored. This is repeated, in parallel, a large number of times.
Bottom: hot-AIRSS proceeds in a similar manner, but after the first optimisation with an
EDDP, a long anneal is performed at a chosen temperature, close to but below the melting
temperature, for a given time. The resulting structure is finally structurally optimised and
stored.

To explore the capability of hot-AIRSS, we revisit the high-pressure phases of
boron and attempt to locate the Pnnm y-boron phase at 10 GPa. An EDDP is
prepared so that the required high-throughput MD-driven anneals are feasible. It
is generated using the chain script, with seven iterations of active learning. In the
first step, 10 000 random structures containing 12, 24 and 28 boron atoms are
constructed, and their PBE GGA* single-point energies are computed using
CASTEP** with the default QC5 OTFG pseudopotential for boron, a k-point
spacing of 0.07 21t A™*, a plane-wave cutoff of 340 eV, and default grid scales.
Marker structures consisting of 11 known and putative phases of boron are added
to the dataset, each one shaken 1000 times with an amplitude of 0.1. For each
iteration of active learning, AIRSS is used to generate 10000 structures at
a randomly chosen pressure between 5 GPa and 15 GPa, which are each shaken
once with an amplitude of 0.1. 30 individual potentials are trained, with NNLS
selecting 12. The resulting training and testing MAEs are 13.33 and 13.67 meV per
atom, respectively.

The results of three searches for 56 atoms of boron at 10 GPa are presented in
Fig. 3. The structures generated using traditional AIRSS are highly disordered.
The most stable are around 0.3 eV per atom less stable than the known ground-
state y-boron structure. The probability of generating low-energy structures is
low, and consistent with the above estimate of the difficulty of this task. Even
given the very rapid structural optimisation, this is not a viable approach to
finding the ground-state structure in such a large unit cell.

In the second search, hot-AIRSS is performed. After an initial relaxation, a 10
ps anneal at 1800 K is performed. This temperature is selected after conducting
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Fig. 3 Unconstrained search for 56 boron atoms at 10 GPa. Structural densities of states
for (red) an AIRSS search, (green) a hot-AIRSS search at 1800 K for 10 ps, and (blue) a hot-
AIRSS search at 1800 K for 50 ps. The enthalpy per boron atom relative to the ground-state
Pnnm y-boron phase (shown) is plotted.

a few short runs and assessing the average mobility of atoms in the unit cell. The
temperature should be below the melting temperature, as fully molten configu-
rations relax to approximately the same distribution as AIRSS. However, the
atoms should be sufficiently energetic so as to be mobile enough to explore a wide
range of configurations. Should a low-energy configuration be encountered, since
the system is at below the melting temperature, it is liable to freezing. This is
acceptable, since on further relaxation the low-energy configuration will be
maintained. In principle, it should be possible to set the anneal temperature
automatically, and on a per-sample basis, but this is not explored further here.

The resulting structural density of states exhibits a much broader distribution,
with an increased diversity of structures. Out of 2996 samples, two of the struc-
tures located are found to be identical to the known y-boron structure. One of
them was the 56-atom Phcn modification of y-boron discussed in ref. 58. On
increasing the time of the anneal to 50 ps, the distribution shifts to lower energies
still, and the y-boron phase is found 11 times out of 3806 samples. It should be
noted that while the probability of encounter has increased by 4.3, each anneal
was five times longer - so the length of anneal is a parameter that should be
adjusted to maximise computational efficiency.

It is currently thought that rhombohedral B-boron is the most stable phase at
low temperatures and pressures. The structure is complex, and likely high in
defects, leading to entropic stabilisation.” In ref. 24, we used an actively learned
GAP potential to explore the relative energy of the defects and interstitials. In ref.
60, it was shown that moment tensor potential®* accelerated evolutionary algo-
rithms could generate low-energy approximants of rhombohedral B-boron
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without recourse to experimental information. Tetrahedral f-boron is thought to
have a region of stability at elevated temperatures and pressures. Similarly to the
rhombohedral phase, the tetrahedral phase is complex, with the best models
containing 192 atoms in the primitive unit cell, and is also stabilised by
a propensity to defect and interstitial formation. The stabilisation of these, and
other, phases of boron has recently been studied in detail by Hayami et al.®>

In Fig. 4, the results of AIRSS and hot-AIRSS searches for 105 to 111 boron
atoms in a single rhombohedral unit cell, fixed to experimental lattice parame-
ters, are shown.® The density of structural states for the AIRSS search is narrowly
peaked around 0.4 eV above the most stable structure found. The distribution of
states from hot-AIRSS calculations at 1800 K for 25 ps is much broader, extending
to lower energy. There is a peak at low energy, consisting of many structures
visually similar to known B-boron models, but exhibiting a wide range of defects
and interstitials, which can be expected to contribute to entropic stabilisation.
The situation for tetragonal B-boron is very similar - see Fig. 5 — although the low-
energy peak of defective structures is significantly narrower in energy. Apart from
the work of Podryabinkin et al.,* theoretical studies of the B-borons have pro-
ceeded by analysing defect and interstitial populations of the experimental
structures. Here we see that hot-AIRSS can discover the underlying structural
motifs of these complex phases.

hot-AIRSS is an elegant modification to AIRSS that maintains the trivial par-
allelisability of random structure search, and requires minimal changes to the
computational workflow, or the provided airss.pl script in which the workflow is
embodied. Temperature has been long recognised as a key parameter in structure

Density of States

1800K 25ps

0 0.1 0.2 0.3 0.4
Energy (eV)

Fig. 4 Fixed cell search for 105 to 111 boron atoms. Structural densities of states for (red)
an AIRSS search, and (blue) a hot-AIRSS search at 1800 K for 25 ps. The energy per boron
atom relative to the most stable structure (shown) is plotted. The lattice parameters for
rhombohedral B-boron were fixed and taken from ref. 63.
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Fig. 5 Fixed cell search for 192 boron atoms. Structural densities of states for (red) an
AIRSS search, and (blue) a hot-AIRSS search at 1800 K for 25 ps. The energy per boron
atom relative to the most stable structure (shown) is plotted. The lattice parameters for
tetrahedral B-boron were fixed and taken from ref. 64.

search, most notably in simulated annealing,® basin hopping,*® and more
explicitly through short molecular dynamics explorations in minima hopping.®”
The computationally efficient EDDPs now allow temperature to play a role in
random structure search, and it is shown to be a powerful approach to tame
complex and challenging systems.

VI. Generating structures from measured
minimum separations

The computational creation of random, yet chemically sensible, structures is
central to the success of AIRSS; see Section III. One of the most powerful
approaches is the building of structures satisfying a defined (but potentially
stochastically generated) species-wise matrix of minimum separations - the
MINSEP method of the AIRSS buildcell code. With the method additionally tag-
ged with AUTO, the minimum separations are measured from the most stable
structure with the desired composition, if available, along with a target density. If
there are no structures available, the specified minimum separation parameters
are used.

For well-packed inorganic materials, the random structures generated in this
way are likely to be chemically sensible and hence of relatively low energy when
computed using DFT. The measured structures are typically the result of earlier,
less constrained, searches. However, should experimentally known crystal struc-
tures be available for a given composition, the separations and density can be
measured from those.
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VII. A new approach to generating structures
from measured EDDP feature vectors

The development of many body descriptors or feature/environment vectors as the
basis for MLIPs, such as the EDDPs described in Section IV, opens the way for
much more sophisticated measurements to be made of atomistic structures.
Related to the measurement of the minimum atomic separations, these
descriptors provide a detailed measurement and description of the environment
around a chosen atomic site. If structures can be generated that have similar
environment vectors to a known, stable, structure then those structures are likely
to be chemically similar to the target, and similarly low lying in the potential-
energy landscape.

If the so-generated structures exhibit some diversity, and are not identical to
the target, this provides an alternative approach to building structures for AIRSS,
and one might expect them to be not only sensible, but close to their nearby local
minimum, and hence require little or no structural optimisation using DFT.
Computing the single-point total energies should be sufficient to rank the
candidates.

We now present such a scheme to generate structures that are closely related to
a target structure. First, the feature vectors for the atomic environments in the
target structure are computed. We will use the EDDP feature vectors, and these are
obtained using the frank code. One might then perform an AIRSS search where
the structural optimiser (for example, CASTEP in first-principles searches and
repose when EDDPs are used to accelerate the search) is replaced with a code that
computes the gradient with respect to atomic displacements and changes in unit
cell shape, of some cost function that monotonically depends on the distance of
the new structure’s feature vectors from the target vectors; see Fig. 6. Here we
instead actively train an EDDP on this cost function, using a modified version of
the chain script, manifest. While a less direct approach, it has advantages.

Firstly, it permits the use of the AIRSS/EDDP tools with no modification - once
the cost-based EDDP has been trained, it can be used as any other EDDP,
permitting structure searches using repose, molecular dynamics using ramble,
and lattice dynamics through wobble. Secondly, while the cost function may (or
may not) be a strictly smooth function, the learned EDDP will be, by construction.

As the manifest script progresses, structures are generated randomly, as in the
first step of the iterative training of an EDDP, as shakes of the target structure (a
marker structure), and from shaken AIRSS structures with intermediate genera-
tions of the cost-based potential. Instead of computing the DFT single-point total
energies for these configurations, the cost for each one is computed from the sum
of a function of the distances from the configuration environments to the target
environments. The training of the cost-based EDDP then progresses iteratively,
and rapidly, as no DFT computations are required.

The cost contribution of a single environment in a structure is defined as
a function of the soft minimum Euclidean distance to the potentially many
environments of the target structure. This choice avoids the need to assign and
pair the environments between the structure and the target structure and means
that a minimum cost can be achieved if the environments of the new structure
match any combination of the environments in the target structure.
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environment to
be optimised

measured
environment

manifold

Fig. 6 Optimisation to the manifold of measured environments. The blue circles are the
environments, j, in the chosen feature space, measured from the target structure. They are
assumed to lie on a low-dimensional manifold embedded in the feature space, sketched
by the light red band. The green circles represent the distinct environments, /i, of the
structure to be generated by optimisation towards the manifold, in the direction of the red
arrows.

A choice of the function of the Euclidean distance might be the commonly
used squared distance. However, this function becomes very large for dissimilar
environments, and the optimisation scheme may lose discrimination between
environments similar to the target once the EDDP has been learned from the cost
data. To maintain resolution close to the target environments, the partial costs
are evaluated as:

For small distances between the feature vectors F; and Fj, of length N, the
squared Euclidean distance is recovered, but for large distances, the cost is
moderated, and does not grow to be too large. The parameter § controls the
degree to which small distances increase the cost, and so for large 3, the cost is
minimised by more strictly enforcing similarity with the target environments.

To evaluate the cost for each configuration, with respect to the target envi-
ronments, the most straightforward approach is to identify the minimum partial
cost for each atom in the configuration:

E.g= Zm/ln {ei}- (2)

This approach has the disadvantage that the resulting cost landscape is not
smooth. To some extent, this could be managed through learning the EDDP
representation of the cost landscape. However, it is preferable to instead
construct a softened approximation to the minimum:
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Ecost = _Z& In M Z e, (3)
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where M is the total number of target environments. The parameter « controls the
degree of softness of the approximation. For large values of «, the strict minimum
is recovered. It is worth noting that for typical values of «, the cost for the target
structures computed against themselves does not evaluate to zero. However, if « is
appropriately set, the cost should increase for all distortions of the target.

VIIl. Datum-driven discovery

We have discussed the power of theory-driven discovery in Section II. Data-driven
approaches are emerging as powerful methods to accelerate search and discovery,
but it is instructive to consider what can be learned from a single data point, or
datum. Using the scheme described above, we first investigate the discovery
potential of a using a single, experimentally known, structure as a generative
source of hypothetical structures. We then explore how the approach might be
integrated within a first-principles searching strategy.

A. Carbon

Carbon is a fascinating element, with a great number of theoretically proposed
allotropes,®® and fewer iconic experimentally known structures. Graphite is the
thermodynamically favoured structure under ambient conditions, with diamond
becoming stable at high pressures, and being an important metastable material.
At higher pressures still, several phase transitions have been predicted, from
bc8,* to sc’ at terapascal pressures, and sh, fce, dhep and bee up to petapascal
pressures.”* Carbon structures that are metastable under all conditions include
graphene, nanotubes, and fullerenes.”

We will now explore what can be learned about carbon from a single known
carbon phase - the diamond structure. This high-symmetry Fd3m cubic structure
has a single environment, so the generated structures will be optimised to have
environments as close to this environment as possible.

A cost-based EDDP potential was generated using the manifest script, which
performs the active learning process. A three-body neural network potential, with
16 polynomials for the two-body terms of the environment features, and 4 for the
three-body, was trained, with two hidden layers of 20 nodes each. 31 individual
networks were trained, with 18 selected by the NNLS ensembling procedure. 1000
structures with 1 to 12 atoms were randomly generated in the first step, along with
1000 shakes of the target diamond structure with a position and cell amplitude of
0.1. The cutoff radius was set to 3.75 A. During the active learning phase, there
were 10 cycles of adding 1000 AIRSS-generated structures, added with a 0.1
position and cell amplitude shake. The parameters for the cost function were o =
10 and 8 = 100.

A search for low-energy carbon structures was performed in the following way.
Using the cost-based EDDP, an AIRSS search is conducted for 8 to 48 atoms,
generating initial structures with a volume per atom between 5 and 10 A® and 12
to 24 randomly selected symmetry operations. The application of high symmetry
ensures a diversity of generated structures, and at the same time reduces the
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Fig. 7 Selected low-dimensional carbon structures. The zero-dimensional structure
consists of a face-centered lattice of Cyug clusters, but is relatively unstable compared to
the fullerenes due to the presence of four-membered rings. The one-dimensional
structure is an array of small nanotubes, and the two-dimensional structure is a complex
stacking of graphite.

number of low-energy structures that are simply defect-containing versions of
diamond or graphite. The ranking of the structures is performed in three stages,
using PBE-DFT,”” computed by CASTEP.** First, single-point DFT energies are
computed for all the generated structures using the following settings: the default
QC5 OTFG pseudopotential for carbon, a k-point spacing of 0.07 27t A, a plane-
wave cutoff of 340 eV, and default grid scales. Next, all structures within 1 eV of
the most stable structure are DFT geometry-optimised with the same settings.
Finally, the structures within 0.5 eV of the ground state are re-optimised with
more stringent settings: the default C9 OTFG pseudopotential for carbon, a k-
point spacing of 0.03 27t A™*, plane-wave cutoff of 700 eV, and standard and fine
grid scales of 2 and 2.3, respectively.

Analysing the structures up to 1 eV reveals a wide variety of bonding beyond
that of the tetrahedral diamond from which the structures are generated,
including sp, sp> and sp® bonding and mixtures. In Fig. 7, the most stable zero-,
one- and two-dimensional structures are highlighted. The observation that,
starting from the experimental diamond structure, isolated clusters
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(foreshadowing the fullerenes), nanotubes and graphitic structures are generated
is astonishing, and suggests the discovery potential of single pieces of data. Even
without the DFT energetic data, which points to a given structure’s stability and
likely synthesisability, the existence of the low-dimensional, threefold coordi-
nated, carbon structures among the generated structures would likely encourage
speculation, had they not been previously known. It should be noted that the
application of symmetry enforces the large diversity of structures. However, even
without applying symmetry in a search of 8 carbon atoms, layered graphitic-like
structures are generated, albeit somewhat distorted, and highly compressed.
The data relaxed to a higher level of accuracy, up to 0.5 eV above the most
stable structures, are filtered so as to highlight only the three-dimensional carbon

Table 1 Three-dimensional carbon framework structures. Space groups are reported in
the Hermann—Mauguin notation, along with the number of atoms in the primitive unit cell.
The total energies, with respect to the graphitic two-dimensional structure shown in Fig. 7,
and volumes are reported per atom. The SACADA serial number is reported where
identified. A dash indicates no SACADA entry has been identified

Space group Number Energy (eV) Volume (A%) SACADA #
Fd3m 34 0.205 6.583 158
Pm3n 46 0.238 6.526 159
P4,/ncm 12 0.239 5.954 107
Pn3m 24 0.241 9.411 46
P6522 6 0.242 6.213 29
P63/mcm 48 0.260 5.855 917
P63/mmc 36 0.292 5.908 549
P6;/m 42 0.316 5.948 —
P6,22 36 0.323 5.907 569
I4/mmm 4 0.328 6.011 60
Fd3m 44 0.341 7.029 —
I43m 31 0.342 5.894 —
I43m 23 0.346 6.293 204
P62m 32 0.352 5.988 —
P6,22 48 0.359 5.861 —
F43m 17 0.365 7.223 —
P6,22 48 0.373 5.868 —
P62m 15 0.378 6.043 —
P63/m 48 0.380 6.427 —
I4/mmm 16 0.383 5.848 916
P6322 48 0.386 6.048 —
P6/m 48 0.388 6.048 —
P6/mmm 12 0.427 6.049 —
I44/acd 32 0.428 6.114 —
P3c1 48 0.431 6.131 —
P6522 36 0.433 5.920 —
I4/mem 8 0.435 6.392 76
F43m 29 0.436 7.904 —
P6/m 16 0.436 7.611 —
P6/mmm 36 0.455 6.193 1037
Im3m 24 0.462 10.046 54
P6/m 34 0.475 6.328 —
Im3m 30 0.485 6.180 121
P4/mnc 40 0.494 6.103 —
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framework structures. The resulting structures are listed in Table 1 and a selec-
tion highlighted in Fig. 8. The SACADA®® online database aims to collect the many,
often repeated, predictions of carbon structures from the literature. This is
a challenging task, and absence in the database does not necessarily indicate the
novelty of a given structure. Further, many topologies may have been reported for
related systems such as silicon, and the silicates. However, it is notable that
a significant fraction of the structures reported in Table 1 are not currently listed
in the SACADA database, again pointing to the discovery potential of generating
structures related to a single known experimental structure.

B. Pyrope garnet Mg;Al,(SiO,4);

To extend the investigation to a more complex example, we consider the pyrope
garnet composition, Mg;Al,(SiO,);. The garnet structure is rather elaborate, Ia3d
cubic with 160 atoms in the conventional unit cell. With four chemical species, in
contrast to the diamond structure there are multiple local environments.

F43m (17) F43m (29)

Fig. 8 Selected three-dimensional carbon framework structures. The space group and
number of atoms in the primitive unit cell are indicated. The left hand, high aspect ratio,
structure has space group P6,22 and 48 atoms. It is characterised by regions of diamond-
like material, connected by graphitic regions, reminiscent of diaphite.”
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To explore the transferability of the approach, and to test its integration into
a measurement-based structure-searching strategy, rather than starting from the
pyrope composition, or an experimental crystal structure, a DFT-driven AIRSS search
with a single formula unit of a 1: 1: 1 composition of MgO, Al,O; and SiO, was first
performed. The initial random structures were generated to have a range of volumes
and a random MINSEP matrix of between 2 and 3 A. Symmetry was applied to the
structures, randomly choosing 2 to 4 symmetry operations. CASTEP, QC5 OTFG
pseudopotentials, a 340 €V plane-wave cutoff, and 0.07 27t A~ k-point spacing and
the PBE density functional were used to structurally optimise 29 random structures

b) Lowest cost, pyrope composition

Fig. 9 Generation of pyrope garnet structure. (a) The conventional cell of the R3
symmetry AIRSS-generated structure for a single formula unit of MgO-AlLO3-SiO, at
10 GPa. (b) The lowest predicted cost structure in the pyrope MgzAl,(SiO4)s composition,
which is identical to the experimentally known 180-atom conventional cell garnet
structure.
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under 10 GPa of applied external pressure. A structure with the space group R3, see
Fig. 9(a), was encountered multiple (6) times, and taken as the target structure for
the generation of a cost-based EDDP potential.

A two-body EDDP was trained on the cost data using manifest, with 16 poly-
nomials for the environment features, and two hidden layers of 20 nodes each. 30
individual networks were trained, with 9 selected by the NNLS ensembling
procedure. 1000 structures with a single formula unit of MgO-Al,0;-SiO, were
randomly generated in the first step, applying 2 to 4 symmetry operations and
a random MINSEP matrix of 2 to 3 A, along with 1000 shakes of the target lowest
energy MgO-Al,05-Si0, structure with a position and cell amplitude of 0.1. The
cutoff radius was set to 5 A. During the active learning phase, there were 5 cycles
of 1000 AIRSS-generated structures, added with a 0.1 position and cell amplitude
shake. The parameters for the cost function were « = 100 and 8 = 10.

Using the cost-based EDDP, a random search is performed in the pyrope,
Mg;Al,(SiO,)3, composition, with a unit cell containing 4 formula units, 24 and 48
randomly chosen symmetry operations, and a random MINSEP matrix of 2 to 3 A.
Of the 814 structures generated, the one with the lowest EDDP predicted cost had
a space group of Ia3d and was encountered three times. Already visually
appearing very similar, geometry optimising the generated structure, using
CASTEP, QC5 OTFG pseudopotentials, a 340 eV plane-wave cutoff and a gamma
point sampling of the Brillouin zone, leads to an identical structure to the
experimentally known pyrope garnet; see Fig. 9(b). The next lowest predicted cost
structure, with space group 14,32, is 223 meV per atom less stable when optimised
at 10 GPa. The rediscovery of the garnet structure demonstrates both the trans-
ferability of the approach to novel compositions, and a practical and highly
computationally efficient method to uncover complex crystal structures.

IX. Relation to diffusion-based generative
approaches

It can be a challenge to navigate the differences in terminology when research
fields collide. Generative machine-learning methods have excited the research
community. The field of structure prediction is no exception, with a wide array of
generative approaches to structure prediction being explored.”®”*” In the above, I
have tried to make the case that the building of “random sensible structures” is
a generative process. But the similarities to machine-learning-based approaches
go beyond that.

The scheme outlined in Section VII is in essence identical to a generative
diffusion process. In a diffusion model, target images, or structures, are “noised”
- or in the language of random structure searching, “shaken”. The noise is
increased until no remnants of the original target remain. Given the target, and
the noised intermediates, a machine-learning model is trained to “find its way”
from a noised to a less-noised configuration. As described illuminatingly in ref.
80, the denoising can be achieved by starting from a random configuration and
minimising some cost function of the distance to the manifold of the target
examples. It is clear that this is exactly the procedure described in Section VII,
where the machine-learning model is an EDDP, trained on distance (in feature, or
environment vector, space) derived data. Indeed, it is clear that such a diffusion-
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style model is also very similar to random structure search based on an EDDP (or
other MLIP) trained on DFT energetic data of marker structures — and going
downhill in energy takes you back to the marker structures, or new similar ones,
with similarly low energy. From this perspective, it is instructive to note the
fundamental similarity of generative models (such as MatterGen*®), and universal
potentials (such as MACEO (ref. 81)) coupled with AIRSS.”®

When creating diffusion models, a lot of care is taken in designing the noising
process. From the perspective of structure prediction, this is equivalent to
designing appropriate shakes in AIRSS, or moves in basin-hopping-style algo-
rithms. This suggests that there is expected to be considerable benefit from
exploring the respective field’s insights - for the generative models to learn the
denoising process, and for MLIPs to design optimal sampling of energy land-
scapes for the construction of training datasets.

X. Conclusion

We have seen that first-principles, theory-driven, random structure searching, as
implemented in AIRSS, is an engine for the discovery of novel arrangements of
matter, exposing new science, which is frequently experimentally confirmed -
almost to the point of it being routine. These searches must be thoroughly carried
out, to identify all competing, and potentially less interesting, phases, and to
avoid over-prediction. Purely first-principles searches are computationally
demanding, and this thoroughness can be difficult to achieve. With the rise of
data-driven methods - especially MLIPs, which massively accelerate traditional
structure searches, but also the closely related generative approaches — AIRSS is
emerging as a key source of training data. The broad sampling of structure space
that AIRSS naturally offers is essential to the development of robust MLIPs,
something that is challenging when restricted to the datasets derived from highly
biased materials structure databases. Innovations enabled by machine-learning
acceleration, such as hot-AIRSS, introduced here, broaden the applicability of
AIRSS to a greater variety of ever more complex structures, combined with more
sophisticated schemes for generating candidate structures, such as our new
EDDP distance-based approach, emphasising data-driven discovery as an
emerging and powerful force in the atomistic sciences.
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