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Benchmarks for transition metal spin-state
energetics: why and how to employ
experimental reference data?†

Mariusz Radoń

Accurate prediction of energy differences between alternative spin states of transition metal complexes

is essential in computational (bio)inorganic chemistry—for example, in characterization of spin crossover

materials and in the theoretical modeling of open-shell reaction mechanisms—but it remains one of the

most compelling problems for quantum chemistry methods. A part of this challenge is to obtain reliable

reference data for benchmark studies, as even the highest-level applicable methods are known to give

divergent results. This Perspective discusses two possible approaches to method benchmarking for spin-

state energetics: using either theoretically computed or experiment-derived reference data. With the

focus on the latter approach, an extensive general review is provided for the available experimental data

of spin-state energetics and their interpretations in the context of benchmark studies, targeting the

possibility of back-correcting the vibrational effects and the influence of solvents or crystalline

environments. With a growing amount of experience, these effects can be now not only qualitatively

understood, but also quantitatively modeled, providing the way to derive nearly chemically accurate

estimates of the electronic spin-state gaps to be used as benchmarks and advancing our understanding

of the phenomena related to spin states in condensed phases.

1 Introduction

Transition metal (TM) complexes with d4–d8 electronic config-
urations may exist in alternative spin states with different
magnetic and spectroscopic properties, molecular geometries,
and chemical reactivities.1–5 If the energy difference separating
the low-spin (LS) and high-spin (HS) states is small enough, it
may be overcome by entropic effects, resulting in a spin cross-
over (SCO) behavior.6–8 If the energy difference is larger, it may
be still of significant interest for spectroscopy and the descrip-
tion of reactions in which the ordering of spin states flips along
the pathway.9,10 Thus, knowledge of the energy differences
between alternative spin states—so called spin-state energetics
or spin-state splittings—is highly relevant in various areas of
(bio)inorganic chemistry. However, accurate computation of
these energy differences is a grand challenge for quantum
chemistry because different methods usually give divergent
results.4,8,9,11 Benchmark studies are thus necessary to quantify
the accuracy of computed spin-state energetics and devise the
best computational protocols.

In widely used approximate density functional theory (DFT)
methods, the results obtained for TM complexes are strongly
dependent on the choice of the exchange–correlation func-
tional.9,12 The primary influencing factor is the admixture of
exact exchange (EE) from Hartree–Fock theory: with more EE
admixed, the HS state is stabilized relative to the LS state.13,14

(This effect, although mediated by the exchange functional, has
been recently connected to the description of nondynamic
correlation in DFT.15,16) The functionals with 10–15% of the
EE, such as TPSSh or B3LYP*, were reported to perform well for
typical SCO complexes,17 but they do not maintain consistent
accuracy for different oxidation states (FeII vs. FeIII),18 and can
lead to significant overstabilization of the intermediate-spin (IS)
state in FeIII porphyrins.19,20 There is hope in the community of
quantum (bio)inorganic chemistry to find functionals capable of
providing a balanced description of the spin-state energetics for
diverse bonding situations and different oxidation states,4,8,21,22

but there is also a growing amount of evidence that none of the
commonly used functionals is universal enough to fulfill these
expectations.23,24

One should be aware that failure to accurately compute spin-
state energetics may have profound consequences in the stu-
dies of reaction mechanisms. The most obvious issue is when a
qualitatively wrong spin state is predicted for some reactants or
products. This can be corrected if the spin state is known from
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the experiment. For example, in the computational studies of
oxygen reduction in cytochrome c oxidase, Blomberg and
Siegbahn decided to assume the experimental HS state for
some intermediates although their DFT calculations (incorrectly)
pointed to an LS ground state.25,26 However, a similar approach
cannot be used—due to a lack of experimental information—for
short-living intermediates or in a computational exploration of
hypothetical mechanisms. Moreover, even if the spin states are
assigned qualitatively correctly, the energy differences computed
between species with different spin states on both ends of the
reaction, such as in spin-forbidden reactions,10 may still suffer
from imperfect descriptions of the spin-state energetics. This
problem manifests even in seemingly simple ligand binding reac-
tions. For example, the present author has shown27 that common
DFT methods notoriously fail in reproducing the comparative
experimental data of NO binding energies to MnII and CoII

porphyrins, which is partly rooted in the difficulty of calculating
accurately the spin-state relaxation energy accompanying formation
of the MnII–NO bond. Similar effects are relevant for ligand
binding to heme.28,29 It is now appreciated that the problems
of approximate functionals in accurately describing spin-state
energetics, metal–ligand bond energies, and redox potentials of
TM systems may hamper our understanding of complicated
reaction mechanisms, for example in the case of nitrogenase.30

The accuracy limitations of approximate DFT methods stimulate
interest in correlated wave function theory (WFT) methods,9,11,31–34

such as the ‘‘gold standard’’ coupled cluster (CC) method with
singles, doubles, and approximate triples [CCSD(T)] or multirefer-
ence methods (i.e., based on multiconfigurational complete active
space reference wave function), including relatively cheap perturba-
tional approaches (CASPT2 and NEVPT2) and more expensive
multireference configuration interaction (MRCI). Recently, Phung
et al. proposed a hybrid method CASPT2/CC35 intended to address
the inaccuracy of CASPT2 in describing the TM’s outer-core correla-
tion effects.36 Another hybrid method called CASPT2 + dMRCI was
proposed by Reimann and Kaup.37,38 In this approach a high-level
correction estimated using MRCI with a small basis set is added to
the CASPT2 energy extrapolated to the complete basis set limit
(CBS), in order to obtain a method performing as good as MRCI/
CBS, while being computationally cheaper. Some of the quantum
Monte Carlo (MC) approaches, especially DMC (diffusion MC),39,40

AFQMC (auxiliary field quantum MC)41 and FCIQMC (full configu-
ration interaction quantum MC)42 have also been applied to TM
complexes with the aim of providing accurate energetics.

The WFT methods, owing to their high computational cost,
are still mainly used for single-point energy calculations on top
of DFT-optimized geometries or in low-dimensional energy
scans, although their potential for applications is increasing.
For example, full geometry optimization at the CASPT2 level
was recently demonstrated to be feasible for relatively large TM
complexes.43 Wherever WFT calculations for a realistic model are
computationally too expensive, it may be possible to extrapolate
the results of WFT calculations from a simplified model to the
larger one by describing the effect of model extension at the DFT
level.19,44,45 We have recently illustrated20 how this approach can
be used to correct deficiencies in DFT thermochemical functions

and equilibrium constants for FeIII porphyrins. Last but not least,
with local correlation approaches, for instance, Neese’s domain-
based local pair natural orbital (DLPNO) technique46,47 or
Werner’s implementation of pair natural orbital (PNO)
technique,48,49 there is great potential for extending the applicability
of CC calculations to study large molecules, including TM
complexes.50–53 Here, one should be aware of a possible accuracy loss
in local CCSD(T) calculations, as was reported by Feldt et al.,54,55

although a new formulation of the triples correction [(T1)] and
tightening of the accuracy thresholds may reduce these problems.56

The WFT methods have an important advantage of being
systematically improvable towards the exact solution, but
approximations and compromises have to be made in practi-
cally affordable calculations for systems as large as typical TM
complexes with organic ligands (e.g., a limited number of active
orbitals in multireference calculations, and a limited level
of excitations covered in single-reference CC calculations).
Therefore, with the growing popularity of calculations employ-
ing approximate WFT methods, such as CASPT2, CASPT2/CC,
CCSD(T), MRCI or DMC, it becomes critical to address the
question of their actual reliability for a given problem. The
answer, in the context of TM spin-state energetics, is far from
being obvious. As will be detailed below, even calculations with
‘‘high-level’’ and ‘‘respectable’’ methods may lead to contra-
dictory results for spin-state energetics, with mutual discrepan-
cies up to B20 kcal mol�1, suggesting that one should be
very careful in assuming any of them as reliable before making
a detailed comparison with the experimental data. Although
some of these methods were presented in the literature as pro-
ducing ‘‘accurate’’35 or ‘‘benchmark’’40 data of spin-state energetics,
these usually reflect the authors’ experience or presumptions, rather
than the results of thorough benchmark studies. In this context, one
should be aware that TM spin-state energetics are not yet part of any
standard benchmark set used in computational chemistry, even
these sets that include TM molecules,57–62 making it a pressing
problem to establish widely accepted reference datasets of TM spin-
state energetics.

In this perspective recent benchmark studies of TM spin-
state energetics, including the author’s contributions, will be
selectively reviewed and some new results will also be pre-
sented. The scope is limited to mononuclear TM complexes,
where different spin states originate from different numbers of
unpaired electrons (thus, for example, exchange couplings in
polynuclear complexes or solids will not be covered). Being
aware of limitations in virtually all of the presently available
benchmarks—for instance, due to a small number of studied
TM complexes or the way in which the reference values were
obtained—it will not be attempted here to make definite
conclusions on the accuracy of particular methods for TM
spin-state energetics. Rather, the discussion will be focused
on general aspects of establishing reference values for spin-
state energetics, using either high-level theoretical calculations
or experimental data. The main focus will be on the use of
experimental data, concerning both their availability and their
relation to computed spin-state splittings. As the experimentally
measured quantities are not straight electronic energy differences
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and they are nearly always determined in condensed phases
(solution or crystal), it becomes necessary to quantify the role of
vibrational effects and the impact of the molecular environment on
the spin-state splittings, so that objective reference values for the
benchmark studies can be derived. State-of-the-art approaches to
describe the vibrational and environmental effects will be reviewed
along with numerous examples in the context of spin-state ener-
getics. Understanding and quantification of these effects are not
only essential for developing experiment-based benchmarks, but
also relevant in a broader context of molecular modeling: to
enhance the interpretative and predictive value of theoretical
calculations for TM complexes and models of metalloenzymes.

2 How to establish reference values?
2.1 Reference values from theory

The majority of benchmark studies in quantum chemistry are
based on theoretically computed reference data,63 i.e., the
quality of the results from approximate methods is judged by
comparison with those of a more reliable method (eventually
full configuration interaction, FCI, as an exact solution of the
time-independent Schrödinger equation within a given one-
particle basis set). The main advantage of this approach is the
possibility of direct comparisons between electronic energies
calculated for well-defined molecular models, whose geome-
tries can be precisely controlled. There is no need to bother
about possible inaccuracies or limitations of the experimental
data, or ambiguities in their interpretations. There is also no
need to introduce vibrational zero-point or thermodynamics
corrections, solvation effects, or performing conformational
sampling, which all might be potentially relevant when bench-
marking against experimental data. Moreover, the reference
values can be generated for any desired molecular structure,
even for hypothetical models or artificial molecules,64 or spe-
cies that cannot be studied experimentally due to their instabil-
ity. However, the limitation of theory-based benchmarks is the
difficulty of choosing a theory level that is always sufficiently
accurate to provide the reference data. In principle, the accu-
racy of calculations using WFT methods can be systematically
improved towards the FCI limit (for example, by increasing the
excitation level in CC calculations) and when the results are
extrapolated to the CBS limit and relativistic corrections are
included, nearly exact results can be obtained. This approach
has been shown to be very effective for small molecules (for recent
examples, see ref. 65–69). However, for larger molecules, like TM
complexes, such a rigorous approach is usually not affordable,
resulting in approximations and compromises that have to be
made in practice, for example concerning the basis set quality, the
size of the active space (in multi-reference calculations), whereas
in single-reference CC calculations it is seldom affordable to fully
include the triples, let alone higher excitations. How the approxi-
mations made affect the accuracy of the calculated energy differ-
ences is not always clear to predict, making it challenging to
systematically approach FCI accuracy. Consequently, as Zhang
and Truhlar most appropriately pointed out, ‘‘in large systems, it

is often hard to evaluate the accuracy of the most accurate
available value used as the benchmark.’’70

During the last two decades, a number of theory-based
benchmark studies have been reported for TM spin-state ener-
getics, where various approximate WFT methods were employed
to provide the reference data. The CASPT2 method was extensively
used in this context, starting from seminal studies of Pierloot and
Vancoillie,71,72 Fouqueau et al.73,74 (who also used SORCI, the
spectroscopically oriented configuration interaction method), as
well as Robert75 and de Graaf76 with their respective co-workers.
Alternatively, the CCSD(T) method was used, for example by
Harvey with co-workers,77,78 Pierloot with co-workers,79 Lawson
Daku et al.,80 and by the present author.19 Over the years, the
number of studied molecular systems tended to increase and
some limitations of the original approaches were addressed. For
example, when it became clear that CASPT2 does not deal well
with the outer-core correlation effects in first-row TM com-
plexes,36 a modified CASPT2/CC method was proposed by Phung
et al.,35 in which the outer-core correlation is obtained from
separate CCSD(T) calculations. The CASPT2/CC energies were
subsequently taken as the reference data by several research
groups to benchmark the accuracy of either local-correlation
approximations to CCSD(T),53–55 the multiconfigurational pair-
density DFT (MC PDFT),81 or DFT+U results.82,83 A benchmark
study of DFT methods against the CASPT2/CC reference data was
also presented by Mark Iron at the WATOC conference (Vancou-
ver, July 2022). In variance, Zhang and Truhlar proposed their
CASPT2.5 results (the average of CASPT2 and CASPT3) as refer-
ence data for testing DFT methods.70 Song et al. advocated the
usage of DMC results as the reference data,40 and the same choice
was made by others.84,85 Finally, in a recent work, Reimann and
Kaupp used the energies computed with their CASPT2 + dMCRI
hybrid method as reference data of FeII octahedral complexes for
testing the accuracy of DFT and other WFT methods.37

The main limitation of such studies is the arbitrariness in
choosing the ‘‘high-level’’’ method to provide the reference
data. Approximate WFT methods like CCSD(T), CASPT2/CC or
DMC are used for this purpose because they are assumed to
produce reliable results (usually based on the positive experi-
ence with a given method in previous studies), but one should
bear in mind that all of these methods have strengths and
limitations when dealing with a complicated interplay of dynamic
and non-dynamic correlation effects in TM complexes.76,86,87 For
example, single-reference CCSD(T) energies are potentially less
reliable if some excitations contribute with large amplitudes.‡
On the other hand, the currently available multireference methods

‡ For typical problems of the nondynamic correlation, such as bond dissociation
curves, it has been shown that the standard perturbative (T) correction performs
worse than alternative, completely-renormalized (CR) corrections.88 While there
exist some (but still relatively few) applications of the CR methods to TM
systems,89–91 the standard (T) correction is still predominately used both in
general-purpose thermochemistry protocols and in specific applications to the
TM spin-state energetics problem. The present author once compared the results
of standard CCSD(T) and completely renormalized CR-CC(2,3) methods for
simplified heme models and found differences up to 2.5 kcal mol�1 in relative
spin-state energies.19
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are also not perfect. CASPT2 calculations based on typically afford-
able active spaces may suffer from an imbalanced description of
electronic states with different amounts of charge transfer89,92

(and, indeed, spin states of TM complexes differ in the amount
of metal–ligand charge transfer; see ref. 15 and 93, and references
therein), whereas MRCI suffers from the lack of appropriate size
extensivity. Overall, it is a very complicated problem to determine
which of the approximate WFT methods applicable to TM com-
plexes can predict their spin-state energetics most accurately.

In cases where the reference value is uncertain, good mutual
agreement between predictions from different ‘‘high-level’’
methods can be treated as a support of their reliability (unless
these methods are subject to the same systematic error95).
However, in the context of TM spin-state energetics, the appli-
cation of methods assumed by different authors to be ‘‘reliable’’
can lead in some cases to strikingly divergent results (Table 1). The
first example is the adiabatic singlet–quintet gap of [Fe(NCH)6]2+

complex, which is a well-studied model in the context of SCO
(albeit it is not itself an SCO system and hence there is no
experimental reference for the discussed energy difference).
In this case, the best available CCSD(T)23,56,80 and DMC39,40

predictions published in the literature differ from each other by
as much as 20 kcal mol�1!

Only to some extent, these discrepancies may originate from
incompleteness effects of one-particle basis sets (or different
protocols used in different studies to estimate the CBS limit),
different treatments of relativistic effects, and the use of slightly
different molecular geometries in single-point energy calcula-
tions. With the aim of gauging the importance of these factors,
Table 1 contains additional results where only one factor is
varied at a time. It is then found, for instance, that the scalar
relativistic correction to the singlet–quintet splitting at the
CCSD(T) level amounts to 4 kcal mol�1. There is also a
considerable dependence on the choice of molecular geome-
tries when comparing those from ref. 56 (‘‘g2’’ in Table 1) and
those from other studies39,40,80 (‘‘g1’’’, ‘‘g3’’, ‘‘g4’’ in Table 1).
Altogether, if the comparison between the CCSD(T) and DMC
results is made for exactly the same set of geometries and
consistently either with or without the scalar relativistic effects,
the discrepancies of 18–20 kcal mol�1 remain.§

For the discussed case of [Fe(NCH)6]2+, it is also possible to
compare the CCSD(T) with the CASPT2 and CASPT2/CC
results.36 When using identical basis sets, the differences are
within 3 kcal mol�1, therefore tolerably small. However, for the
second example shown in Table 1, the singlet–triplet gap in
the [Co(NH3)5(NO)]2+ complex, the present author with co-
workers94 found that the discrepancy between CCSD(T) and
CASPT2 results is again as large as 20 kcal mol�1. (The CASPT2
calculations were based on a decent active space of 14 orbitals,

taking into account the character of the NO ligand.) The corres-
ponding CASPT2/CC result lies almost exactly in between the two
numbers with a discrepancy to CCSD(T) of 13 kcal mol�1 (Table 1).
As with the previous example, it remains unclear which of the
three different values is the best approximation of the true energy
difference.

These two examples of large discrepancies between various
WFT methods are emphasized here not to argue in favor of
(or against) one particular method, but rather to show the
potential danger of blindly trusting any of them as a provider
of reference data for TM spin-state energetics.

Although it is not our main goal here to judge the relative
performance of different methods, some insight into the accu-
racy of single-reference CCSD(T) calculations can be obtained
by inspection of the leading cluster amplitudes and the con-
vergence pattern of the relative energies: starting from HF,
through CCSD, up to the inclusion of the perturbative triples
correction. Such an analysis is provided in the ESI,† showing
that [Fe(NCH)6]2+ looks like a well-behaving case for single-
reference calculations, in which however dynamic correlation
related to metal–ligand bonding contributes substantially to the
spin-state splitting. This perfectly aligns with the conclusions
of ref. 80 and 56, but note that other authors expressed slightly37

or very40 different opinions on the accuracy of CCSD(T) for this
complex. The case of [Co(NH3)5(NO)]2+ is more peculiar because
certain single and double excitations (involving orbitals of the
Co–NO group) contribute to the CC wave function with very large
amplitudes, which is a signature of nondynamic correlation.

Table 1 Examples of large discrepancies between spin-state energetics
predicted by different high-level WFT calculations

Theory level DEad
a Ref. Geomb Detailsc

Singlet–quintet splitting for [Fe(NCH)6]2+

CCSD(T) �2.0 80 g1 rel CBS
�2.7 23 g1 rel CBS
�6.6 23 g1 nrel CBS
�5.5 36 g1 reld

�8.8 56 g2 rel CBSe

�8.0 This workf g2 rel CBS
�6.8 This workf g3 nrel CBS
�3.1 This workf g4 rel CBS

CASPT2 �7.3 36 g1 reld

CASPT2/CC �3.6 36 g1 reld

DMC �27.0 40 g3 nrelg

�21.2 39 g4 relh

Singlet–triplet splitting for [Co(NH3)5(NO)]2+

CCSD(T) 13.4 94 rel CBS
CASPT2 �9.8 94 reli

�8.4 This workf rel CBS
CASPT2/CC �0.1 This workf rel CBS

a Adiabatic energy difference between indicated spin states, defined as
E(higher-spin) � E(lower-spin), values in kcal mol�1. b Different sets of
molecular geometries for [Fe(CNH)6]2+: g1 = ref. 80, g2 = ref. 56, g3 =
ref. 40, g4 = ref. 39. c rel = scalar relativistic, nrel = nonrelativistic, CBS =
estimate of the complete basis set limit, either from extrapolation or
F12 approach. d ANO-RCC basis [7s6p5d3f2g1h] for Fe, [4s3p2d1f] for C
and N, [3s1p] for H. e DLPNO-CCSD(T1). f Using computational proto-
col from ref. 23, see Section 1 in the ESI for details. g DMC(B3LYP), cc-
pVTZ basis set. h DMC(PBE0), pVQZ basis set with pseudopotential.
i ANO-RCC basis [10s9p8d6f4g2h] for Co, [5s4p3d2f1g] for N and
O, [3s2p1d] for H.

§ We further note that the (fixed-node) DMC calculations cited here have some
dependence on the choice of trial wave function (TWF).39 The presently quoted
DMC results were obtained with a single determinant Slater–Jastrow TWF based
on DFT orbitals. This choice is supported by extensive comparison with the
alternative choices of the TWF provided in ref. 39 and it seems that none of the
alternative choices tested therein could substantially reduce the discrepancy
between the DMC and CCSD(T) results.
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However, these effects are apparently comparable in the two
spin states resulting in rather small differential correlation
effects and suggesting that single-reference CCSD(T) calcula-
tions may still provide a balanced description of the relative
energy, due to favorable error cancellations. Other examples
were reported in which CCSD(T) maintains high accuracy of
computed energy differences despite the presence of large
cluster amplitudes.31,68 As a matter of fact,94 the CCSD(T)
energy difference for [Co(NH3)5(NO)]2+ is at least qualitatively
consistent with the experimental ground state (singlet), which
is not the case of CASPT2. Perhaps, neither CCSD(T) nor
CASPT2 (with the typical choice of active space) can describe
the energetics of complexes like [Co(NH3)5(NO)]2+ rigorously
and accurately.

In addition to the inspection of the leading amplitudes, it is
common in the literature to judge the reliability of single-
reference CC calculations based on the so-called diagnostics
of multireference character (see ref. 96 and 97 for a discussion
and review of various diagnostics in the context of TM com-
plexes). The diagnostics, including the historically first and still
widely used T1 of Lee and Taylor,98 were proposed with the aim
of determining the quality of a single-reference description and
filtering out difficult cases where either genuine multireference
or higher-order single-reference coupled-cluster calculations
are needed to attain a realistic description. However, an extensive
statistical analysis by Sprague and Irikura99 (for atomization
energies of small molecules composed of main-group elements)
shows that these diagnostics are rather ineffective in predicting the
error of single-reference CCSD(T) calculations with respect to the
experimental values. The similar ineffectiveness of commonly used
diagnostics to predict the magnitude of multireference corrections
was demonstrated by Aoto et al. in their study of 60 TM diatomic
molecules.69 Also for a larger set and more diverse set of 225 small
TM molecules studied by Jiang, DeYonker and Wilson, ‘‘no linear
correlation has been established between the diagnostics and
the accuracy of single reference methods.’’97 Thus, the criteria of
reliable single-reference calculations appearing in the literature
(for example T1 o 0.05 from ref. 97) are not to be treated as strict
and absolute in terms of the accuracy of the obtained energies.
Moreover, the most popular diagnostics T1 and D1 actually mea-
sure the effect of orbital relaxation in response to the Coulomb
correlation, and hence, it is unjustified to directly interpret them
as diagnostics of multireference character.100 Replacing Hartree–
Fock (HF) orbitals in the reference function with Kohn–Sham (KS)
orbitals reduces the T1 and D1 diagnostics and sometimes also
improves the convergence of CC iterations.77,78 In cases where the
HF method does not converge to the desired electronic state,
switching to the KS method is obviously beneficial,19,32,54 but is
unclear whether the use of KS orbitals systematically improves the
accuracy of the CCSD(T) energies.101 In particular, the lowering of
the T1 and D1 diagnostics does not prove this.

2.2 Reference data from the experiment

In view of the practical difficulties in establishing reliable
reference data based on theoretical calculations, it is an attrac-
tive alternative to employ the experimental data of spin-state

energetics. Various approaches making use of experiment-derived
reference data will be therefore discussed in this section.

2.2.1 Ground-state prediction. The simplest approach is to
look at the ability of a computational method to predict the
ground spin state in agreement with that observed experi-
mentally. The information on the ground spin state of a TM
complex is readily available from a number of experimental
data, for example, from the crystal structure (because different
spin states typically differ in their metal–ligand coordination
geometries, including bond lengths), magnetic susceptibility
measurements (effective magnetic moment), as well as Möss-
bauer and other spectroscopies. Swart with co-workers noticed
that the correct determination of ground states simultaneously
for [Fe(amp)2Cl2] (HS) and [Fe(dpa)2]2+ (LS) complexes (where
amp = monopyridylmethylamine, dpa = dipyridylmethylamine)
is a critical test of accuracy for DFT methods.102–104 Another
challenging test is the ability to recover the experimentally
observed triplet ground state for four-coordinate FeII

porphyrin.9,19 Recently, Truhlar with co-workers benchmarked
DFT methods by comparing their success rates in determining
experimental ground states of 14 iron complexes.105

A limitation of this approach is its qualitative character: the
success rate of predicting the correct spin state is important,
but it cannot be used to quantify the accuracy of calculated
energy differences. For a complex with a large spin-state gap,
even a relatively inaccurate method will most likely capture the
ground state correctly. By contrast, for a complex with a small
gap, a method giving a reasonably small error on the energy
differences may accidentally fail to reproduce the correct
ground state. (The impact of these issues can be partly miti-
gated by increasing the number and diversity of complexes in
the test set.) Moreover, the experimentally observed ground
state is the one with the lowest free energy, which is not
necessarily the one with the lowest electronic energy,106 and
the ordering of spin states in condensed phases may also be
influenced by intermolecular interactions, for example with the
solvent molecules.107 The entropic and other thermal effects as
well as corrections due to solvation or crystal packing can be
modeled (see Section 3.3), but are usually ignored in the
computational studies focused on a qualitative ground-state
prediction, such as in ref. 105.

2.2.2 Spin-state splittings from atomic spectroscopy. Another
potentially interesting source of experimental data for TM spin-
state splitting is the atomic spectroscopy of bare metal ions. Very
accurate (uncertainty o1 cm�1) excitation energies for isolated
TM atoms and atomic ions are experimentally well established
and available in the NIST atomic spectroscopy database.108

By contrast to TM complexes, which are usually characterized
in solutions or crystals, the atomic spectroscopy data are
obtained in the gas phase and they do not suffer from vibra-
tional effects, which simplifies their interpretation. The effects
of spin–orbit coupling, important in atoms, are usually back-
corrected by averaging the energies of the spin–orbit levels
originating from a given atomic term, for facile comparison
with computed energies. Recently, Zhang and Truhlar used the
atomic spectroscopy data to estimate the spin-state splittings
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for bare Fe2+, Fe3+ and Co3+, and used the resulting reference
data to quantify the performance of WFT methods.70 Earlier
works of the same group presented similar atomic-data bench-
mark studies of DFT methods.105,109

Although atomic spectroscopy provides highly accurate
reference energies, one should be careful in generalizing the
conclusions of such benchmark studies to molecular TM com-
plexes. First, due to the high symmetry of atomic systems, their
electronic states are more often inherently multiconfigura-
tional than in the case of typical TM complexes, in which the
lowest-energy state corresponding to a given electronic configu-
ration can be usually represented qualitatively correct with a
single Slater determinant.24,32 For this reason, single-reference
methods that have the potential to perform well for molecular
systems may show large errors for atomic systems. As an
example, the already mentioned study of Zhang and Truhlar
shows very poor performance of CCSD(T) for atomic spin-state
splittings as compared with CASPT2 or even CASSCF;70 this is
of course not transferable to molecular TM complexes.23 Also
the DFT methods which perform best in reproducing experi-
mental ground states of FeII complexes are very inaccurate for
the spin-state splittings of bare Fe2+ ions.105 Second, some of
the correlation effects that make TM complexes so challenging
in computational treatment are intimately related to the
presence of metal–ligand bonds and thus, by definition, cannot
be benchmarked for single-atom models. For instance, the well-
known sensitivity of DFT spin-state splitting to the admixture of
exact exchange is no longer observed when the ligands are
replaced by point charges (i.e., in the absence of covalent
bonding with the ligands).15 Moreover, Pierloot and co-workers
demonstrated that the CASPT2 method recovers the outer-core
(3s3p) correlation effects more accurately for TM ions (bare or
surrounded by point charges) than in TM complexes with
covalently bound ligands.36 Overall, CASPT2 calculations with
the standard choice of active space seem to perform better for
spin-state splitting of bare TM ions36,70 than for molecular TM
complexes.23,24 When comparing TM complexes with atomic
systems, one should be particularly careful with methods that
lack size-extensivity, such as truncated multi-reference configu-
ration interaction (MRCI), which is not strictly size extensive
even with the approximate Davidson correction (MRCI + Q).110

For methods which are not size-extensive, the accuracy may be
drastically different for small systems (atoms or diatomics)
than for TM complexes with a large number of electron pairs
that undergo post-CASSCF correlation treatment. In particular,
the present author’s results23 suggest that internally contracted
MRCI + Q, at least when using the standard Davidson correc-
tion, yields errors of around 8–10 kcal mol�1 for the spin-state
energetics of SCO complexes (with respect to experimentally
derived reference data with uncertainties probably no larger
than 2–3 kcal mol�1) despite being definitely more accurate
for bare TM ions70 and small molecules.111 One should also
be aware that there exist several different formulations of the size-
consistency correction110 (for example, Davidson, Davidson–
Silver–Siegbahn, Pople), which do not give equivalent results
for TM complexes.23

In principle, it would be desirable to have computational
methods which are accurate for both atomic and molecular
systems, but the practical problem in (bio)inorganic chemistry
is nowadays to establish accurate computational protocols for
TM complexes with relatively large organic ligands, for exam-
ple, SCO complexes and metalloporhyrins. In this regard, the
good performance of a given method for atomic systems is
neither necessary nor sufficient, and benchmarking on bare TM
ions is not necessarily the right approach to identify promising
methods.

2.2.3 Spin-state splittings for TM complexes. There are
numerous experimental techniques providing information
on the spin states of TM complexes, but the most valuable,
i.e. quantitative data of spin-state energetics can be obtained
mainly from the following two sources:9

(1) Thermochemical parameters of SCO complexes,
(2) Energies of spin-forbidden d–d transitions.
For SCO complexes (1), the electronic energy difference

between the LS and HS states is small enough so that the
observed spin state changes due to an external stimulus, such
as temperature or pressure. In turn, optical spin-forbidden d–d
transitions (2) are observed when the energy difference between
the ground state and the other spin state is large compared
with the thermal energy, but it can be overcome by photon
absorption. It is usually only one electron being flipped in an
optical transition (for example, singlet to triplet for LS FeII;
sextet to the quartet for HS FeIII), by contrast to typical SCO
transitions in FeII and FeIII systems, where two electrons are
flipped. Moreover, due to the physics of light absorption, the
band maximum position for a spin-forbidden band gives
information on the vertical energy difference between two
involved spin states, whereas the SCO enthalpy or free energy
is related to the adiabatic energy (Fig. 1). In the next section, it
will be discussed in detail how the experimental data from both
sources can be back-corrected for relevant vibrational and
environmental effects in order to yield quantitative estimates
of electronic energy differences between the involved spin
states, either adiabatic (1) or vertical (2) ones, and thus to

Fig. 1 The vertical (DEve) and adiabatic (DEad) energy differences between
the pair of spin states whose electronic energy surfaces are schematically
shown as parabole (E is the energy, q is the molecular geometry coordi-
nate), and the relaxation energy on the upper surface, DErlx = DEve � DEad.
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provide valuable reference data for benchmarking computa-
tional methods.

The idea of benchmarking with respect to SCO data is clearly
not new, especially in the context of DFT methods. We will not
follow in detail numerous studies in which the experimental
SCO data are treated only qualitatively, i.e., DFT methods are
scored for their ability to predict the gaps (electronic energy or
free energy difference) close to zero, which is assumed as a
criterion of the SCO behavior. This approach, being somewhat
similar to scoring the method’s ability to recover the experi-
mental ground state (Section 2.2.1), is certainly useful for large
screening studies,112 but it is not appropriate to quantify the
accuracy of computed energy differences. To achieve this goal,
it is necessary to quantitatively interpret the experimental
values of SCO enthalpies or transition temperatures (T1/2).
In the seminal paper,113 Jensen and Cirera studied the SCO
enthalpies of 9 TM complexes containing FeIII, FeII, and CoII in
order to benchmark the performance of DFT methods. More
recently, Kepp17 studied the enthalpies and entropies for
30 SCO complexes of FeII and FeIII, to create the benchmark
set (30SCOFe) for the assessment of enthalpies computed by
DFT methods, with the inclusion of solvation, dispersion and
scalar-relativistic effects. Cirera et al.114 analyzed the perfor-
mance of DFT methods in reproducing the experimental T1/2

temperatures for 20 SCO complexes of CrII, MnIII, MnII, FeIII,
FeII, and CoII, albeit not including the environmental effects.
Recently, Kulik with co-workers studied the ability of DFT
methods to recover experimental T1/2 temperatures for a large
number of FeII SCO complexes.112 Vela et al.115 developed the
methodology of periodic DFT+U calculations for crystalline SCO
complexes and used the experimental enthalpies to optimize the
Hubbard-correction parameter. (More on this important work in
the context of estimating crystal packing effects is given in Section
3.3.4.) Mariano et al.83 used the experimental SCO enthalpies of
five FeII complexes, back-corrected from the crystal to the gas
phase, for benchmarking DFT methods and their new formula-
tion of the DFT+U approach. Finally, the experimental data of
some SCO complexes have been also occasionally employed for
the assessment of WFT methods,19,36,116–119 albeit in a less
systematic way than in the case of DFT (considering the
number of complexes studied and methods benchmarked).

The importance of spin-forbidden d–d transition energies as
a second source of experimental data for spin-state energetics
is often overlooked, despite their great historical role in the
development of ligand field theory. In a modern context,
Hughes and Friesner120 pointed out the necessity of using
spin-forbidden d–d transition energies for establishing a repre-
sentative and reliable benchmark set of spin-state energetics.
There are further examples of theoretical studies attempting
to assess the quality of calculations by comparison with the
experimental positions of spin-forbidden absorption bands
e.g. for TM aqua complexes121–124 or metallocenes.111,125–128

Some of these studies were performed for only one or just a
few complexes and for a limited number of methods (often in
the context of developing new ones) and therefore cannot be
regarded as complete benchmark studies.

Since the two above-mentioned sources of experimental
spin-state energetics are largely complementary in terms of
the ligand field strengths and types of spin transitions that can
be probed, it is best to combine them in order to construct
a diverse benchmark set. This strategy was illustrated by
the present author in his pilot study from 2019,23 where the
experimental data for two SCO and two other (non-SCO) Fe
complexes were used to study the performance of both DFT and
WFT methods, including CASPT2, CASPT2/CC, NEVPT2, MRCI
+ Q, and CCSD(T). Although the number of complexes studied
in this work was very limited, this was the first experiment-
based benchmark study of TM spin-state energetics in which
both SCO and non-SCO data were included on equal footing
and the same set of experimental data (back-corrected for
environmental effects) was used to quantify the errors of DFT
and WFT methods. In a subsequent work,24 the analogous
benchmarking strategy was applied to derive the reference
value of spin-state energetics from the experimental data of
metallocene complexes containing FeII, RuII, MnII and CoIII.
Some highlights of these two studies, along with new important
developments, are detailed in the next section while discussing
current state-of-the-art in deriving the spin-state energy differ-
ences from the experimental data.

3 From experiments to reference
values

In this section, we review in more detail the available experi-
mental data of spin-state energetics for TM complexes and
discuss the vibrational and environmental contributions, which
must be suitably estimated and back-corrected in order to derive
reference values of electronic energy differences for benchmark-
ing theory.

3.1 Adiabatic energies from SCO data

The standard molar enthalpy (DH) and entropy (DS) change
during a SCO transition are experimentally determined either
calorimetrically (by integration of the excess heat capacity) or by
analysis of the temperature-dependent equilibrium between
the spin states6,129–131

LS " HS. (1)

The latter method is based on the van’t Hoff expression for the
equilibrium constant K of reaction (1)

lnK ¼ ln
fHS

1� fHS
¼ �DH

RT
þ DS

R
; (2)

where fHS is the molar fraction of the HS state. The HS fraction
(and thus K) as a function of temperature can be related to a
measurable property which is sensitive to spin state, such as
molar magnetic susceptibility (either directly measured or, for
solution samples, obtained using the Evans NMR method).131,132

The DH and DS parameters are obtained by fitting the theoretical
expression based on eqn (2) to the experimental data. Slightly
different functions are fitted in various studies (see for example
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ref. 133–137); these mainly differ in the assumptions for magnetic
moments of pure LS and HS forms (either being fit parameters or
fixed) and the possible inclusion of a temperature-independent
paramagnetism. In any case, the van’t Hoff eqn (2) is valid only
for SCO processes in which cooperative interactions between
transiting molecules can be neglected, i.e., for SCO transitions
in solution and gradual transitions in the solid state, but not for
abrupt transition in the solid state. (If the cooperativity effects are
important, a more general Slichter–Drickamer model may be
considered instead; see for example in ref. 138 and references
therein.) The calorimetric method can be applied both to abrupt
and gradual transitions in the solid state.129 The main uncertainty
in this approach is related to the necessity of subtracting a
baseline from the heat capacity.139 Once used properly, both
experimental approaches yield enthalpies which are supposedly
accurate to better than 1 kcal mol�1, therefore typically much
more accurate than computed electronic energy differences.

Regardless of how the SCO enthalpy DH is determined in the
experiment, it contains valuable information on the adiabatic
electronic energy difference between the two spin states

DEad = Ee(HS) � Ee(LS). (3)

The enthalpy change can be decomposed as

DH = DEad + DHvib, (4)

where DEad is the adiabatic electronic energy difference in a
given environment (solution or crystal, depending on the
experimental conditions) and DHvib is the vibrational enthalpy
correction. This correction can be calculated using standard
statistical thermodynamic expressions based on the harmonic
oscillator model140 (the translational and rotational contribu-
tions cancel out). The vibrational enthalpy correction is nega-
tive (under the sign convention of eqn (3)) because the HS state
has lower frequencies of the metal–ligand skeletal modes than
the LS state.106,129

In order to estimate the vibrational correction, harmonic
frequencies from approximate DFT methods are typically
used.17,87,141–143 Table S2 (ESI†) contains examples of calcu-
lated vibrational corrections for several SCO complexes con-
taining FeII, FeIII and MnII with diverse ligand architectures. For
consistency with the experimentally determined DH values, the
corrections were calculated at the experimental transition
temperatures T = T1/2; the vibrational zero-point energy (ZPE)
corrections are also provided for comparison. In the zero-T
limit, DHvib reduces to the ZPE correction, but is less negative at
T1/2 due to the thermal population of higher vibrational levels.

The comparison in Table S2 (ESI†) shows that the enthalpy
corrections are relatively small (around �1 kcal mol�1) and
similar values are found for different SCO systems, as was also
observed by other authors.143 Moreover, the enthalpy correc-
tions based on frequencies computed using different DFT
methods, here exemplified using PBE and PBE0, agree with
each other to within 0.5 kcal mol�1. (To put this in a proper
perspective, the electronic energy differences for SCO com-
plexes computed with different functionals, such as PBE and
PBE0, can differ by as much as 20 kcal mol�1.23,24) Also the

recent study of 95 FeII SCO complexes by Kulik with co-workers
confirms that these vibrational corrections are not strongly
dependent on the choice of functional.112 Further results in
Table S2 (ESI†) show that switching from gas-phase to solution
frequencies (here, within the COSMO model) alters the
enthalpy corrections by only 0.3 kcal mol�1 or less. This holds
true even for the case of [Fe(phen)2(NCS)2] (phen = 1,10-
phenantroline), where the arrangement of the ligands is quite
different in the gas phase than in the COSMO model and in the
crystal structure (see Fig. S3, ESI†). For [Fe(phen)2(NCS)2] in the
crystalline state, Bučko et al. estimated that the differential
effect of crystal packing on the vibrational enthalpy correction
is only 0.2 kcal mol�1.144 (This is an order of magnitude smaller
than the crystal packing effect on the electronic energy differ-
ence identified in their study;144 see below for the discussion of
environmental effects). Thus, based on the data available in the
literature and our experience, it seems that the vibrational
enthalpy correction can be estimated with an accuracy better
than 1 kcal mol�1 based on frequencies calculated for isolated
molecules in a vacuum, and the choice of DFT method to
compute the frequencies is relatively unimportant.

Eqn (4) is typically used to predict the SCO enthalpy based
on the computed DEad and DHvib terms; the resulting computa-
tional estimate can be compared with the experimental value
(see for example ref. 17 and 113). However, in the context of
method benchmarking, it may be advantageous to employ the
experimental enthalpy and calculated vibrational correction in
order to estimate the reference value for the electronic energy
difference:

DEref
ad = DHexptl � DHcalcd

vib . (5)

The resulting reference value is not strictly experimental (it may
be called quasi-experimental), but the subtracted DHcalcd

vib term
is a small correction which can be reliably computed with
approximate DFT methods (see above). The present author
used this approach to determine vibrationally back-corrected
reference values for molecular SCO complexes in ref. 23 and 24.
Vela et al. used a similar approach to determine reference
values for SCO complexes in the solid state.115

An alternative approach to estimate the adiabatic energy
difference is based on the standard Gibbs free energy difference
between the two spin states

DG = DEad + DHvib � TDS (6)

which is a function of temperature satisfying the condition:
DG = 0 at T = T1/2. This condition is typically used to predict
the transition temperature based on the calculated quantities
(see for example ref. 114 and 112). But in the context of method
benchmarking is advantageous to employ this condition for
estimating the electronic energy difference from the experi-
mental transition temperature using the calculated vibrational
enthalpy and entropy changes:

DEref
ad = �DHcalcd

vib + Texptl
1/2 DScalcd (7)

(for examples of using this approach, see ref. 116 and 117). This
approach can be applied even to complexes with unknown DH
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and DS values if only the experimental T1/2 is available. The
disadvantage is that not only the vibrational enthalpy correc-
tion (DHvib, discussed above), but also the entropy change (DS)
have to be calculated, and the entropy changes are generally
more difficult to model reliably.145 The SCO entropy change
contains an electronic contribution (which is trivial to obtain
from the degeneracies of the two spin states) and a vibrational
contribution¶. Unlike for the enthalpy, the vibrational entropy
contribution is strongly affected by contributions from low-
frequency metal–ligand modes,146,147 which are most strongly
influenced by limitations of the harmonic approximation and
intermolecular interactions in condensed phases. Moreover,
the entropy changes measured in the solid state may also
contain a contribution from low-frequency crystal vibrations
due to the change of unit cell parameters with the SCO transi-
tion,144,146,148 whereas solvent-related entropic effects may contri-
bute in solution.149 Overall, it is expected that due to uncertainties
in the calculated DS term, the estimates of adiabatic energies
obtained from eqn (7) may be less accurate than those from the
back-corrected enthalpy via eqn (5).

A particular problem with the vibrational entropy calculated
within the harmonic approximation is the singularity in the
limit of zero frequency, leading to unphysical overestimation of
the entropies for low-frequency modes.147 In order to overcome
this issue, two quasi-harmonic (QH) models were proposed147,150,151

as simple modifications of the harmonic approximation; they do
not require additional calculations (beyond the standard harmonic
frequencies) and are very easy to use in conjunction with post-
processing software.152 In the QH model of Cramer and Truhlar
(QH-CT),150 thermochemical functions are evaluated under the
harmonic oscillator approximation, but all frequencies below
the cutoff value (typically B100 cm�1) are raised to this value.
In the alternative QH model of Grimme and Head-Gordon
(QH-GHG),147,151 the free energy is continuously interpolated
between that for the harmonic oscillator (in the high-frequency
limit) and that for rigid-rotor model (in the low-frequency limit)
using a frequency-dependent damping function.

The performance of QH models for SCO complexes is
illustrated in Fig. 2 on the example of [Fe(1-bpp)2]2+ (where
1-bpp = 2,6-di(pyrazol-1-yl)pyridine). This complex has a few
low-frequency bending modes, especially in the HS state, for
which the lowest harmonic frequency is as small as 7 cm�1

(compared with 36 cm�1 for the LS state). Concerning first the
entropic contribution (shown in the bottom part of Fig. 2), both
QH models predict a smaller change of the vibrational entropy
during the SCO transition, as compared with the harmonic
approximation, reducing the TDSvib term by B1.5 kcal mol�1 at
T1/2. This reduction in SCO entropy upon switching to QH
models is expected to be the general trend as long as the HS
state contains a larger number of low-frequency modes than
the LS state (which is typically the case). For the enthalpy

correction DHvib (top part of Fig. 2), the difference between
the harmonic and the QH-CT results is not seen at all (except
in the zero-T limit, due to a slight change of ZPE caused by raising
the lowest frequencies), whereas the QH-GHG model produces
a small deviation with respect to the harmonic approximation,
in this example 0.5 kcal mol�1, near the experimental T1/2. The
appearance of this is related to the strange behavior of the
QH-GHG enthalpy at high temperatures. In this limit, due to
different high-T enthalpy limits for the harmonic oscillator (RT)
and one-dimensional rigid rotor (RT/2), the QH-GHG model
predicts that the DHvib term should asymptotically go to �N
(see the ESI† for details). The harmonic approximation and the
QH-CT model predict that it goes to zero in the high-T limit,
which is a consequence of the energy equipartition theorem.

Wu et al. systematically studied the accuracy of the harmo-
nic approximation for SCO systems.155 Their calculations of
ZPEs and thermochemical corrections were based on eigenva-
lues resulting from the numerical solution of the vibrational
Schrödinger equation in the Born–Oppenheimer potential
which was obtained by scanning the energy surface along each
normal mode. This approach allows the anharmonicity to be
realistically modeled (in the uncoupled mode approximation145),
but is computationally more expensive than harmonic fre-
quency calculations and is not implemented in any standard
quantum-chemical package. The results for 11 complexes stu-
died by Wu et al. show that a harmonic approximation can lead
to either an overestimation or an underestimation of the

Fig. 2 Vibrational enthalpy and entropy contribution to free energy as a
function of temperature for the singlet–quintet SCO transition of [Fe(1-
bpp)2]2+ calculated within the harmonic and two QH approximations
(cutoff 100 cm�1) based on PBE0-D3(BJ)/def2-TZVP frequencies. Dashed
lines show the experimental transition temperatures in the solid and in the
solution.153,154

¶ In principle, there is also a rotational contribution to the SCO entropy, but it is
very small compared with the other two contributions,146 and it is arguable
whether the expressions used to calculate this contribution based on the
assumption of freely rotating molecules are physically valid for SCO in solution
or in the solid state.
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vibrational entropy change. Thus, the use of a simple QH
model, which always tends to reduce the harmonic DS values,
does not necessarily lead to a more accurate prediction of these
entropy changes. This is consistent with the results of Kepp,
who found on a large probe of Fe complexes that the SCO
entropies calculated under the harmonic approximation can
be either larger or smaller than the experimental ones, with
relatively large spread in both directions (Fig. 3).

With regard to the vibrational enthalpy correction, Wu et al.
studied only the ZPE term (which is the limiting value at T = 0 K).
They found that the anharmonicity effects on the ZPEs are small,
within 0.6 kcal mol�1, with the exception of one complex for
which the LS and HS states have qualitatively different coordi-
nation geometries.155 It is not clear how these small deviations
from the harmonic approximation behave as a function of
temperature, and further studies would be desirable. Another
potentially interesting direction to include anharmonicity in
thermochemical corrections is vibrational perturbation theory
(VPT2),156 although it has received so far little attention for SCO
complexes.

3.2 Vertical energies from spin-forbidden d–d bands

In addition to the thermodynamics of SCO complexes, valuable
data of spin-state energetics can also be obtained from optical
transitions between different spin states. Although such transi-
tions are forbidden in the non-relativistic approximation, they
gain non-zero intensity through the spin–orbit coupling, and
hence, they can be observed in the UV-vis-NIR spectra of some
transition metal complexes as weak bands or shoulders on
more intense bands (spin-allowed d–d or charge transfer).157

In the case of band overlapping, the technique of Gaussian
decomposition can be used to extract the positions of indivi-
dual bands.158 Too strong overlap with more intense bands may
hinder detection of the spin-forbidden ones and usually only a
limited number of them, often only the lowest-energy one, can
be credibly assigned. The assignment of spin-forbidden bands

is often guided by the ligand-field theory (Tanabe-Sugano
diagrams) and can also be supported by magnetic circular
dichroism spectra.159,160 The typical examples where spin-
forbidden bands can be experimentally characterized are:
� HS complexes with d5 configuration (FeIII, MnII); in this

case, there are no spin-allowed d–d transitions, and hence, it is
possible to observe weak bands due to sextet–quartet transi-
tions, often more than one (depending on the energy of the
lowest charge-transfer band). Good examples are FeIII and MnII

aqua complexes (ref. 123 and 124 and references therein).
� LS complexes with d6 configuration (FeII, CoIII); in this

case, it is often possible to observe the lowest singlet–triplet
transition because it has lower energy than the corresponding
singlet–singlet transition. A good example is ferrocene (see
ref. 24 and references therein).

Due to their low intensities and overlap with more intense
bands, reliable detection of spin-forbidden bands may be an
experimental challenge. For example, the energy of the first
singlet–triplet band for ferrocene (FeCp2) was subject to long-
standing controversies, which were resolved by the present
author with co-workers in ref. 24. Knowing that the e coefficient
of FeCp2 rapidly varies by 3 orders of magnitude between 400
and 800 nm, we carefully determined the absorption spectrum
from a series of measurements at varying concentrations,
making it possible to accurately describe both the low- and
high-e regions. The failure to do so in earlier experimental
studies was presumably a reason for the appearance of artifacts
in the old spectra, leading to the reporting of contradictory (and
incorrect) positions of the singlet–triplet band. Curiously, these
suspicious data have been circulating in the literature until very
recently: one or the other of the available values was picked as
the reference for the singlet–triplet gap of FeCp2 in different
studies (see ref. 24 for longer discussion and references). In fact,
most of these problematic experimental data were only given in
tabulated form: the original spectra were not provided at all or
only as low-resolution graphics, from which it is not possible to
reliably determine the spin-forbidden band. Upon this experience,
the present author recommends to always critically look at the
experimental spectra and consider their re-determination if the
provided original data are not convincing.

Assuming that the spin-forbidden band was reliably deter-
mined, its position gives valuable information on the vertical
electronic energy difference between the two spin states. Under
the vertical energy approximation, which is currently state-of-the-
art in interpreting the electronic spectra of TM complexes, the
band maximum position is identical with the vertical excitation
energy, i.e. DEmax E DEve. However, in order to determine the
vertical energy reliably (for the purpose of benchmarking theory),
it may be necessary to account for a small difference between the
two quantities, the vibronic correction:

DEmax = DEve + dvibr. (8)

The vibronic correction (dvibr) can be determined from the
simulated vibrational progression of the electronic transition
(as the difference between the position of the simulated band

Fig. 3 Scatter plot of the experimental and computed entropy changes
during spin crossover for 30 complexes studied by Kepp with the trend line
showing relatively poor linear correlation. Reprinted with permission from
ref. 17, Copyright (2016) American Chemical Society.
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maximum and the underlying vertical energy). In ref. 24, the
present author with co-workers introduced this concept to the
benchmark study of singlet–triplet excitations of metallocenes:
FeCp2, RuCp2, and [CoCp2]+. The vibronic simulations to yield
dvibr were based on the harmonic oscillator eigenstates and the
Franck–Condon (FC) approximation, under which the transi-
tion dipole moment (TDM) is assumed to be independent of
the molecular geometry (so that the intensity of the elementary
transition between individual vibrational states is proportional
to their overlap, also known as the FC factor). The simulations
employed the time-dependent formalism,161,162 which supports
efficient calculation of vibronic spectra even for large transition
metal complexes and is now available in an open-source
program FCclasses of Santoro and Cerezo.163 The methodology
introduced in ref. 24 can be applied to obtain vibronic correc-
tions also for the d–d band of other TM complexes and some
examples are given in Table 2.

The vibronic corrections determined for the singlet–triplet
bands of metallocenes24 were found to be negative (indicating
that the band maximum is below the electronic vertical energy)
and their numerical values of about �2 kcal mol�1 are close to
the ZPE differences between both states. This suggests that the
main effect contributing to these corrections is the lowering of
the vibrational frequencies in the excited triplet state as com-
pared with the singlet ground state.24 This interpretation agrees
with the general analysis of Bai et al. for photoabsorption
spectra of organic molecules and model systems.164 Additional
data provided in Table 2 show that similar negative vibronic
corrections occur for other singlet–triplet and doublet–quartet
transitions. However, the vibronic corrections may be positive
e.g. for some sextet–quartet transitions. The correspondence
between the vibronic correction and the ZPE change is visible,
although not perfect.

Instead of focusing on the vertical energy, as was detailed
above, it is also possible to use the spectroscopic data to
estimate the adiabatic energy difference. The most rigorous
method would be to back-correct the band origin (the 0-0 line)
for the differential ZPE. This approach is generally preferred in
benchmark studies of excitation energies,165 but due to inherent
experimental difficulties there exist only very few cases of

spin-forbidden d–d bands for which the band origin can be
observed. One of them is the singlet–triplet transition for
ruthenocene (see discussion and references in ref. 24).
Another example is the singlet–triplet transition for [Co(NH3)6]3+,
theoretically studied by Rotzinger166 based on the experimental
spectra of Wilson and Solomon.167 A very limited number of similar
experimental data makes this approach impractical to create a
representative benchmark set of TM spin-state energetics.

Hughes and Friesner in their already mentioned work120

proposed to estimate the adiabatic energy by subtracting from
the position of the d–d band maximum a simple estimate of the
vibrational relaxation energy. The latter was taken to be the
‘‘difference between the peak and onset values of the spin-
forbidden shoulder from the experimental spectra.’’120 In prac-
tice, the band was fitted to a Lorentzian function and the onset
was determined as the peak position minus three times the
HWHM. Moreover, instead of using a unique relaxation energy
for each complex, they used an average value obtained by
studying a few bands of a given type: t2g - t2g, eg - eg, and
t2g 2 eg. For the presently interesting t2g 2 eg transitions, the
average relaxation energy was determined by analyzing data for
a few such transitions and by comparison with the average
relaxation energies of the t2g - t2g and eg - eg transitions. The
resulting estimate of vibrational relaxation energy was 6.8 kcal mol�1

with the claimed uncertainty of 1.7 kcal mol�1.120 The uncertainty
suggests a considerable variation of relaxation energies for
individual complexes within a given class of electronic transi-
tions (like t2g 2 eg), which is confirmed by a few examples of
calculated relaxation energies for octahedral complexes and
ferrocene given in Table 2. Note, however, that the tabulated
values are purely electronic relaxation energies (cf. Fig. 1),
whereas the quantity used in ref. 120 implicitly includes a
vibrational contribution.

Using their simple estimate of vibrational relaxation energy,
Hughes and Friesner were able to create a dataset of adiabatic
spin-state energetics for chemically diverse sets of TM
complexes.120 Recently, a subset of their data (singlet–triplet
splittings for CoIII complexes) was used by Neale et al. as the
reference data for assessing the accuracy of DPLNO-CCSD(T),
NEVPT2, and DFT calculations.168 When using data from
ref. 120 in benchmark studies, one should consider the average
character of the applied vibrational relaxation correction and
somewhat arbitrary assumptions used for its derivation.

3.3 Environmental effects

3.3.1 General remarks. For benchmark studies, it is con-
venient to perform quantum-chemical calculations for isolated
molecules in vacuum, but the majority of relevant experimental
data are obtained in condensed phases (solution or crystal),
where intermolecular interactions with the environment may
perturb relative spin-state energetics. The literature contains
many examples where such interactions—for example, caused by
solvation, change of solvent or counterion, or encapsulation---lead
to a qualitative change in the observed ground state107,169 or
critically influence the possibility of SCO.45,154 Even if in most
other cases the molecular environment does not exert such

Table 2 Examples of calculated vibronic corrections, differential ZPEs
and relaxation energiesab

Complexc Transition dvibr
d DZPEe DErlx

f

[Co(en)3]3+ Singlet–triplet �2.0 �2.5 10.5
[FeCp2] Singlet–triplet �2.2 �2.4 16.9
[Fe(en)3]3+ Doublet–quartet �1.2 �2.1 12.4
[Mn(en)3]2+ Sextet–quartet 1.7 1.2 9.8
Fe(acac)3 Sextet–quartet 0.4 1.2 6.2
[Fe(H2O)6]3+ Sextet–quartet �0.6 �0.4 5.8

a Values in kcal mol�1. b Calculated at the PBE0-D3(BJ)/def2-TZVP level.
c Ligand abbreviations: en = etylenediamine, Cp = cyclopentadienyl,
acac = acetylacetonate. d Vibronic correction from simulations at FC
level using TD approach analogously as in ref. 24 using automatically
generated internal coordinates; the band maxima were read from
spectra convoluted with a Gaussian with HWHM 0.05eV. e The ZPE
difference between the excited and ground state. f Purely electronic
relaxation energy.
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spectacular effects, taking it into account may be still essential
for the accurate determination of energy differences. According
to our experience, the environmental effects on spin-state
splittings are strongly system-dependent, varying from almost
negligible, such as for metallocenes24 and NiII aqua complex,124

up to very significant, such as for the FeIII aqua complex.123

It is therefore important both to qualitatively understand the
physics of these effects and to model them quantitatively.

Modern quantum chemistry methods—armed with dispersion-
corrected DFT,170 solvation models171,172 and periodic calculations
for crystals115,144—are able to treat the energy effects of intermole-
cular interactions at the level of chemical accuracy. However,
treating the environment in all calculations is neither convenient
nor necessary. For instance, it would be virtually impossible to use
correlated WFT methods in periodic calculations for crystals and
even implicit solvation models are not always implemented for
such methods. Moreover, the environmental corrections are not
expected to be particularly sensitive to the applied theory level due
to their transferability, i.e., the efficient cancelation of a method’s
intrinsic error when comparing the energy difference for an
isolated molecule and the same molecule in a solution or
crystal.23 From our experience, it is practical to determine the
environmental correction at a fixed theory level (for instance,
an approximate DFT method in combination with a solvation
model) and use the resulting estimate to back-correct the
experimental data. By back-correcting both the environmental
and vibrational effects (see above in Sections 3.1 and 3.2) from
the experimental data, one obtains an estimate of the electronic
energy difference corresponding to the isolated molecule in a
vacuum, which is a very convenient reference data for method
benchmarking.9,23 Below in this section, we discuss examples
of environmental effects and strategies to model them in the
context of benchmark studies.

3.3.2 The case study of aqua complexes. An example of very
significant solvation effects has been identified in our studies
of TM aqua complexes.123,124 The spin-forbidden and spin-
allowed d–d excitation energies of aqua complexes are experi-
mentally well established173 and have been studied as valuable
benchmarks for theory by several research groups.121,122,174,175

For the case of the lowest sextet–quartet excitation (6A1g -
4T1g)

of [Fe(H2O)6]3+, particularly large discrepancies between theory
and experiment were reported. Selected results from the litera-
ture are shown in Fig. 4, parts (a) to (c), where computed
vertical energies of the lowest sextet–quartet transition are
overlapped on the experimental absorption spectrum of the
FeIII aqua complex. Below the spectrum, the observed bands are
assigned according to the ligand-field theory. The interesting
6A1g -

4T1g absorption band is the first one from the left, with
the excitation energy slightly below 13 � 103 cm�1 represented
by the dashed line.

In all studies prior to ours, it was found that the sextet–
quartet excitation energy computed with the best available WFT
methods (CCSD(T), CASPT2, NEVPT2 or MRCI) is significantly
above the experimental band position, with the discrepancies
up to 10 � 103 cm�1 (i.e., E30 kcal mol�1) reported for CASPT2
and MRCI calculations in ref. 122. In view of such large

discrepancies between the computation and experiment, it
was even speculated that the experimental spectrum was mis-
interpreted; specifically, that the lowest-energy band (or even
the two of them) may arise from the presence of impurities: the
hydrolysis product174 or FeII contamination,122 whereas one of
the higher energy bands corresponds to the ‘‘true’’ 6A1g -

4T1g

transition of [Fe(H2O)6]3+. These conjectures undermine the
traditional and well-established interpretation of this spec-
trum under the ligand–field theory.157 Our studies on aqua
complexes123,124 have shown that the discrepancies observed
in earlier studies can be somewhat reduced by improving
the basis set and/or the active space (see part (d) of Fig. 4).
However, it turned out that the main problem was the use of
isolated [Fe(H2O)6]3+ model optimized in vacuum. By adopting
a better model incorporating explicit solvent (water) molecules
in the second coordination sphere, we demonstrated a signifi-
cant shift (by 11 kcal mol�1 or 4 � 103 cm�1) of the excited state
down in energy due to the solvation effect, which is shown in
part (e) of Fig. 4. Only after including or back-correcting this
solvation effect, it is meaningful to use the vertical energy
derived from the experimental spectrum as a benchmark for
theory. When this is done properly, a very good match with the
experiment is obtained for WFT calculations, particularly at
the CCSD(T) level. At the time of performing these calculations,

Fig. 4 Absorption spectrum of [Fe(H2O)6]3+ with the d–d bands assigned
to the lowest-energy excited states according to the ligand-field theory
(bottom part). The dashed line represents the experimental position of
the band maximum for the lowest sextet–quartet transition, 6A1g - 4T1g,
whereas the colored bars represent calculated values of the corres-
ponding vertical energy: (a) results of Schatz et al. from ref. 122 and 175;
(b) results of Ghosh and Taylor from ref. 174; (c) results of Neese et al. from
ref. 121; (d) results of the present author with co-workers from ref. 123 for
the gaseous [Fe(H2O)6]3+; (e) the same results corrected for a solvation
effect estimated at the CASPT2 level based on the model with explicit
hydrogen-bonded water molecules.123 The experimental spectrum of the
FeIII aqua complex (in HClO4 to prevent hydrolysis) was obtained courtesy
of Prof. Janusz Szklarzewicz, Jagiellonian University.
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we were not yet aware of the potential significance of the
vibronic correction for d–d transitions (Section 3.2). However,
in this case, the correction is within 1 kcal mol�1 (estimated as
in ref. 24, cf. Table 2) and taking it into account would not
change the conclusions.

3.3.3 Importance of geometry changes. A more detailed
analysis in ref. 123 and 124 revealed that the driving force
behind significant solvation effects for aqua complexes are the
changes in the metal–ligand coordination geometry, including
the contraction of the Fe–O bonds and the reorientation of
the water ligands, driven by hydrogen bonds with the solvent
molecules. In fact, more than 85% of the solvation effect on the
sextet–quartet splitting for the FeIII aqua complex is recovered
when a model without explicit second-sphere solvent molecules
is used if only their structural effect exerted on the inner
[Fe(H2O)6]3+ is preserved.123 Furthermore, about 40% of the
solvation effect is recovered when an implicit solvation model
(COSMO) is used to optimize the [Fe(H2O)6]3+ geometry. The
simple COSMO model is unable to quantitatively describe the
hydrogen bonding effects, but it is at least qualitatively correct
in predicting a much shorter metal–ligand bond length than in
vacuum.124

The case of aqua complexes is not the only one where solvent-
induced geometry changes are relevant. Deeth with co-workers176

found that vacuum geometries are generally unreliable for under-
standing structural features, such as the trans effect or sterically
induced bond elongations, in several series of [MAnBm�n]-type
complexes. It is now generally accepted by many authors that
structures of TM complexes optimized with a solvation model
(e.g., COSMO, PCM) are more realistic than gaseous structures to
describe not only the situation in solution, but also in the solid
state.176–179

The importance of geometry changes motivates to split the
total solvation effect into the direct and structural components,
whose sum is by definition the total solvation effect. The direct
component measures the solvation effect for fixed geometry.

The structural component measures how the interesting energy
difference is affected by solvent-induced geometry changes.
Precise definitions of the two components and details of their
computation for adiabatic and vertical energy differences can
be found in the ESI.† Table 3 summarizes solvation effects and
their splitting into direct and structural parts for some vertical
and adiabatic energy differences in TM complexes. The tabu-
lated results were computed using implicit solvation models
(COSMO/PCM, as detailed in the ESI†) and therefore the total
solvation effect of 4.6 kcal mol�1 predicted for the vertical
sextet–quartet energy of [Fe(H2O)6]3+ is underestimated com-
pared with that determined in ref. 123 (based on the model
with explicit solvent molecules). In agreement with the above
discussion, the solvation effect on the vertical sextet–quartet
energy of [Fe(H2O)6]3+ is entirely structural. This also explains
why it was overlooked in previous studies attempting to esti-
mate the solvation effect using vacuum geometry.174 Interest-
ingly enough, a very strong solvation effect is also observed
for the adiabatic energy of the same system, but in this case,
the direct component becomes more important.

To put these results in a broader context, Table 3 also
includes solvation effects on the ligand-to-metal charge transfer
(LMCT) excitation of [Fe(H2O)6]3+ as well as metal-centered
(MC) and metal-to-ligand charge transfer (MLCT) excited states
for the [Ru(bpy)2Cl2(CO)2] complex (bpy = 2,20-bipyridine),
which was extensively studied by the groups of de Graaf180

and González.181 The results show that solvation effects can be
comparable for MC d–d excited states as they are for LMCT/
MLCT states with significant charge reorganization. Moreover,
the relative importance of the direct and structural contribu-
tions varies from case to case. In a larger and less symmetric
[Ru(bpy)2Cl2(CO)2], the direct solvation effect is dominant for
both MC and MLCT excitations, but in a smaller and more
symmetric [Fe(H2O)6]3+, the structural component is predomi-
nant also for the LMCT excitation. For singlet–triplet splittings
of metallocenes FeCp2 and [CoCp2]+, both components of the

Table 3 Computed solvation effects and their partitioning into direct and structural componentsa

Complexb Solvent Theory level Excitation Type

Solvation effect

Ref.cDirect Structural Total

[Fe(H2O)6]3+ Water CASPT2c 6A1g - 4T1g Vertical 0.0 �4.6 �4.6 This work
6A1g - 4T1g Adiabatic �10.1 �1.0 �11.1 This work
6A1g - 6LMCT Vertical 4.9 10.2 15.1 This work

[Ru(bpy)2Cl2(CO)2] Acetonitrile CASPT2d 1GS - 1MLCT(A1) Vertical 6.9 �0.9 6.0 This work
1GS - 1MC(A1) Vertical �7.2 �0.9 �8.1 This work

[Fe(Cp)2] Ethanol CASPT2d 1A
0
1 ! 3E

00
1

Vertical �0.1 0.6 0.5 24

[Co(Cp)2]+ Water CASPT2d 1A
0
1 ! 3E

00
1

Vertical �0.7 1.2 0.5 24

[Fe(acac2trien)]+ Acetone DFTe 2A - 6A Adiabatic 0.8 0.4 1.2 23
[Fe(1-bpp)2]2+ Acetone DFTe 1A1 - 5A Adiabatic 2.4 0.2 2.2 This work
[Fe(3-bpp)2]2+ Acetone DFTe 1A1 - 5A Adiabatic 1.9 0.2 2.1 This work
[Fe(tacn)2]2+ Water DFTe 1A - 5B Adiabatic 2.7 0.1 2.8 23
[Fe(tacn)2]3+ Methanol DFTe 2A - 6A Adiabatic 5.4 �0.2 5.6 This work

a Energies in kcal mol�1. b Ligand abbreviations: bpy = 2,20-bipyridine, Cp = cyclopentadienyl, H2acac2trien = Schiff base obtained from the 1 : 2
condensation of triethylenetetramine with acetylacetone, 1-bpp = 2,6-di(pyrazol-1-yl)pyridine, 3-bpp = 2,6-di(pyrazol-3-yl)pyridine, tacn = 1,4,7-
triazacyclononane. c For data reported in this work, see ESI; for data quoted from ref. 24, see Tables S60 and S61 therein; for data quoted from ref.
23, see Tables S3 and S4 therein. d CASPT2 calculations with the optional PCM solvation (non-equilibrium for excited states when calculating
vertical energies) performed for either gaseous or COSMO geometry; see the ESI. e BP86-D3/def2-TZVP, COSMO.
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solvation effect are small and additionally tend to cancel out,
resulting in the total solvation effect being negligible. This is
probably rooted in a high covalency (i.e., low ionicity) of the
metal–ligand bonds in metallocenes.

The last five entries in Table 3 are solvation effects on
adiabatic spin-state splittings of some typical SCO complexes
([FeIII(acac2trien)]+, [FeII(1-bpp)2]2+, [FeII(3-bpp)2]2+, [Fe(tacn)2]2+)
and LS complex [FeIII(tacn)2]3+, which was chosen because it
features the largest solvation effect in the study of Swart.103 For
these complexes, all with bulky organic ligands, the solvation
effects on the spin-state splittings vary from 1 to 6 kcal mol�1,
tending to increase with the total charge of the complex. They
are strongly dominated by the direct solvation component (with
the exception of a singly-charged [Fe(acac2trien)]+, for which
both components are comparable, but small). It is expected
that these small-to-moderate solvation effects on adiabatic
energies of SCO complexes can be modelled within the
chemical accuracy by implicit solvation models,17,103,113,182

although with a possible concern for the importance of hydro-
gen bonding or other specific interactions with strongly asso-
ciating solvents.106 For the case of a singlet–quintet splitting of
[Fe(tacn)2]2+ in water, the present author investigated the effect
of going beyond the implicit model (COSMO) by explicitly
treating six water molecules that may form a network of
hydrogen bonds with the solvent-exposed N–H groups of the
ligands. This extension of the model was found to change the
singlet–quintet energy difference by only 0.3 kcal mol�1, sup-
porting the adequacy of the implicit solvation approach.23

In fact, even for the sextet–quartet splitting of [Fe(H2O)6]3+

experiencing a much stronger hydrogen bonding effect, the
implicit approach performs remarkably good for the adiabatic
energy difference, predicting the solvation effect of�11.1 kcal mol�1

(cf. Table 3), compared with �12.3 kcal mol�1 from the model
with explicit solvation (see Table S7 in ref. 123).

As the above examples show, the typical solvation effect is an
increase in the LS–HS splitting compared with that in vacuum
(albeit with certain exceptions known9). This can be intuitively
explained based on a smaller molecular volume for the LS state,
resulting in its stronger electrostatic stabilization in a polariz-
able environment, than for the HS state. Although solvation
effects on adiabatic energies are dominated by the direct
component (see above), they are accompanied by impor-
tant changes in molecular geometries caused by the presence
of solvent. Consistent with the observations for aqua com-
plexes,123,124 the typical solvation effect is a decrease of the
metal–ligand bond distance as compared with that in the gas
phase.9,106 Interestingly, however, the opposite structural effect
is observed for complexes containing solvent-exposed halogen
ligands in addition to bulky organic ligands, like FeP(Cl) and
[Fe(amp)2Cl2] (P = porphin, amp = 2-pyridylmethylamine): their
Fe–Cl bonds become longer in solution than in a vacuum,
which is correlated with the solvated Cl ligands accumulating
more negative charge (see Table S10 and Fig. S5, ESI†). Deeth with
co-workers observed somewhat related structural effects of solvent
in a series of square-planar complexes [PtCln(NH3)4�n]2�n.176

However, monoleptic metal–halogen complexes, such as FeF6
3�

or CuCl4
2�, behave regularly by having their M–X bonds shorter

in solution than in the gas phase (see Table S11, ESI†).
3.3.4 Crystal packing effects. A vast amount of experi-

mental data for SCO complexes are obtained for crystalline
solids. In order to interpret such data in the context of bench-
mark studies, it is necessary to quantify the crystal packing
effect (CPE) on spin-state energetics. The method of choice for
studying crystalline systems is periodic DFT with a plane-wave
basis set. In order to determine the CPE, an isolated molecule
of a TM complex must be also computed using the same
approach. To this end, the molecule is put into a cubic box
and periodically repeated in space. The box size should be large
enough to reduce artificial interactions between the molecule
and its periodic images, and additional corrections for long-
range electrostatic interactions can be used.115

One of the earliest attempts to quantitatively model the CPE
is the study of Fe(phen)2(NCS)2 (phen = 1,10-phenanthroline) by
Bučko et al.144 By performing periodic PBE-D2 calculations,
they found that the singlet–quintet adiabatic energy difference
in the crystal is larger than that for the isolated molecule by
almost 3 kcal mol�1. More recently, Vela et al. have developed a
methodology based on the dispersion-corrected PBE+U
approach (which gives more realistic spin-state splittings than
pure PBE) and applied it to study 9 crystalline SCO complexes of
FeII and FeIII.115,183 They found the CPEs on the spin-state
energy differences ranging from 0.2 to 3.4 kcal mol�1, with
different signs for different complexes (sometimes stabilizing
the LS, sometimes the HS state in the crystal as compared with
the isolated molecule); moreover, the CPE values were some-
what dependent on the dispersion correction used.115 Another
example of using a similar methodology is the study by Phung,
Domingo and Pierloot, who used periodic DFT to quantify the
CPE for a binuclear FeII SCO complex.119 When comparing
CPEs reported in different studies, one should pay attention to
the geometry used for isolated TM complexes. For instance,
Bučko et al. reoptimized the isolated molecule in the gas
phase,144 whereas Vela et al. defined the packing effect with
respect to the geometry of isolated molecule identical as in the
crystal.115 Which of these choices is made, clearly affects
the obtained CPE (this is analogous to the difference between
the direct and structural solvation effects, discussed above).

3.3.5 Data in multiple environments. A particularly inter-
esting situation is when the SCO enthalpy can be experimen-
tally determined for the same complex in solution and in the
crystalline phase. One such example is already mentioned
[Fe(1-bpp)2]2+, which was experimentally studied by Halcrow
with co-workers.153,154 Table 4 contains the experimental SCO
enthalpies (DH) and calculated environmental corrections for
[Fe(1-bpp)2]2+ in acetone and two crystalline salts of which only
one supports the occurrence of thermal SCO.154 The higher DH
value recorded in acetone than in the crystalline state with BF4

�

counterion is well paralleled by the calculated environmental
corrections, predicting a typical stabilization of the LS state in
acetone (see above) and a slight stabilization of the HS state in
the [Fe(1-bpp)2][BF4]2 crystal. Interestingly, in another known
salt, [Fe(1-bpp)2][PF6]2, the crystal packing is predicted to
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strongly favor the HS state. This significant CPE is consistent
with the experimental report that this salt remains HS down
to 10 K, implying a negative enthalpy difference between
the quintet and the singlet states. A more detailed look at the
crystal structures (see ref. 154 and Fig. S4, ESI†) reveals the
geometry of [Fe(1-bpp)2]2+ imposed in the [Fe(1-bpp)2][PF6]2

crystal is strongly distorted from the ideal D2d geometry,
resulting in a significant destabilization of the LS state as
compared with a conformationally more flexible HS state. For
[Fe(1-bpp)2][BF4]2, both spin states can fit to the crystal struc-
ture reasonably well, consistently with the small CPE on the
singlet–quintet gap. Periodic DFT calculations substantially
contribute to our understanding of how important are these
structural differences in energy terms.

Most interestingly in the context of benchmarking, the
experimental SCO enthalpies for acetone solution and the
BF4

+ salt can be used to independently derive two estimates
of the electronic energy difference (singlet–quintet gap) for
isolated [Fe(1-bpp)2]2+: by subtracting from each DH value the
appropriate environmental correction and a vibrational correc-
tion (calculated for T1/2 in each environment). This leads to the
singlet–quintet energy difference of 5.9 kcal mol�1, back-
corrected from the crystal data (4.1 + 0.7 + 1.1) and 4.7 kcal mol�1,
back-corrected from the solution data (5.8 � 2.3 + 1.2). The two
values are not identical and the discrepancy of 1.2 kcal mol�1

between them reflects errors made in the solvation model and
in the periodic DFT calculations. The discrepancy, which can be
treated as a rough measure of the uncertainty, is still relatively
small compared with the chemical accuracy and typical varia-
tions of calculated spin-state splittings for SCO complexes (see
Section 2.1). Taking the average of the two values back-
corrected from different environments (here, 5.3 kcal mol�1

with the uncertainty � 0.6 kcal mol�1) provides the most
objective reference value for the interesting energy difference,
and such a strategy is recommended if experimental data from
multiple environments are available.

Another kind of interesting experimental data is SCO enthal-
pies measured in multiple solvents. Also here, the best proce-
dure seems to be averaging the energies back-corrected from
enthalpies measured in different solvents. In our experience,
implicit solvation models (PCM, COSMO) are not capable
of quantitatively describing variations of the experimental
SCO enthalpies determined in different solvents. This is
to be expected because these effects are subtle, usually within

1 kcal mol�1 (excluding cases where the change of solvent
affects the ligation of the metal center or leads to decomposi-
tion of the complex; such cases should be obviously excluded
from the benchmarks).131 Moreover, some of the solvent effects
discussed in the literature may actually have entropic, rather
than enthalpic origin. For instance, Halcrow and co-workers
studied the SCO thermodynamic parameters of [Fe(3-bpp)2]2+

(3-bpp = 2,6-di(pyrazol-3-yl)pyridine) in a number of organic
solvents and water.133 Although the authors summarized their
results as a ‘‘dramatic stabilization of the LS state in water,’’ the
DH values obtained in all solvents (including water) were
identical to within 1.2 kcal mol�1 and the value in water was
actually the lowest one, indicating slight enthalpic stabilization
of the HS (not the LS) state in water. The significant solvation
effect originates in the entropy change, with the DS value being
30% lower in water than in organic solvents.133 Although this
effect was originally ascribed to hydrogen bonding with the
solvent-exposed protons of the 3-bpp ligand,133 a recent theo-
retical study by Reimann and Kaupp149 shows that the entropic
effect observed in aqueous solution is more likely due to the
isobaric expansion coefficient of water being much smaller
than for organic solvents. This shows again that accurate
modeling of the entropy changes, especially in solution, is
notoriously difficult; therefore, for the purpose of benchmark-
ing it is safer to focus on complexes with measured SCO
enthalpies.

3.3.6 Challenging vertical energies. One of the remaining
challenges is to quantitatively interpret the experimental data
of vertical excitation energies measured in condensed phases.
As was discussed above, vertical energies are particularly sensi-
tive (to a greater extent than adiabatic energies are) to the
quality of molecular geometries. This includes their sensitivity
to small structural changes caused by the environment, but
also to inaccuracies of geometries optimized using DFT meth-
ods. For instance, in the case of FeCp2 thoroughly studied in
ref. 24, a variation of the Fe–C distance by only 0.01 Å translates
into a change of the vertical singlet–triplet energy of about
2 kcal mol�1. In the case of FeCp2, a reliable gas-phase struc-
ture is available to validate the accuracy of computed geo-
metries (see in ref. 24), but this is not the case in general.
The benchmark study by Bühl and Kabrede,184 based on accurate
gaseous geometries, shows that predicting metal–ligand bond
lengths to within 0.01 Å is challenging for DFT methods. The
situation is expected to be even worse for TM complexes in
condensed phases, where errors in the computed geometries,
due to the limited accuracy of DFT methods, will interplay with
the structural changes caused by the environment, and it may
be difficult to disentangle the two factors. Then, in the context
of benchmarking, it is the best and safest option to focus on the
vertical energies for complexes in solid state with known crystal
structures. The knowledge of the crystal structure makes it
possible not only to verify the accuracy of computed geometries
but also to construct a model accounting for the environmental
effects on the excitation energy by including strongly interact-
ing counterions and/or solvent molecules at their crystallo-
graphic positions. This is an important advantage over modeling

Table 4 Experimental enthalpy of SCO (singlet–quintet) for [Fe(1-bpp2)2]2+ in
different environments and calculated environmental effects on the singlet–
quintet adiabatic energy differencea

Environment Exptl DHb Calcd denv
c

Acetone solution 5.8 2.3
Crystal [Fe(1-bpp)2][BF4]2 4.1 �0.7
Crystal [Fe(1-bpp)2][PF6]2 o0 �20.9

a All values in kcal mol�1. b Ref. 153 and 154. c Environmental correc-
tion was calculated using the COSMO model for solution (see Table 3)
or periodic DFT for the two crystalline environments (see Tables S12
and S13, ESI) with respect to gaseous [Fe(1-bpp)2]2+.
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of TM complexes in solution, where the geometry of the second
coordination sphere remains largely hypothetical.

To illustrate these considerations, Table 5 reports vertical
singlet–triplet excitation energy calculated for isolated [Co(en)3]3+

(en = ethylenediamine) and the cluster model of crystalline
[Co(en)3]Cl3.185,186 The excitation energies were calculated using
the CASPT2 method and only serve to quantify the differential
effects caused by the change in the model or geometry. For the
considered electronic transition (1A1g - 3T1g under idealized
octahedral symmetry) the excited state is almost, but not quite
triply-degenerate when computed for the ground-state geometry.
The table therefore reports the average excitation energy and the
spread (i.e., the difference between the lowest and the highest of
the three energy levels being averaged). The spread is very small for
all considered models and will not play any role here when
interpreting the experimental band position as the d–d bands
typically observed in the experiment are much broader (HWHM
B 3 kcal mol�1).

As can be seen from the data in Table 5, the excitation energy
for isolated [Co(en)3]3+ changes by as much as 5 kcal mol�1 when
going from the geometry optimized in the gas phase to that excised
from the crystal. A further improvement of the model—by includ-
ing the nearest counterions to give the {[Co(en)3]Cl9}6� cluster
(presented in Fig. 5) and also by adding the Ewald potential
from the ionic lattice—changes the excitation energy by only
1 kcal mol�1. These observations are consistent with the general
prevalence of structural over direct environmental effects in the
case of vertical excitation energies (see above). In fact, the consid-
ered excitation energy is mainly governed by changes in the Co–N
distance: from 1.994 Å in the gas phase (computed) to 1.965–
1.968 Å in the crystal structure (experimental). In this case, there is
not much difference in the excitation energy between the crystal
structures determined at the two different temperatures, suggesting
a minor importance of the thermal expansion. Remarkably, the
structure of isolated ions optimized within the COSMO model gives
good agreement with the crystalline data in terms of both the
excitation energy (cf. Table 5) and the equilibrium Co–N distance
(1.965 Å). The COSMO geometry of [Co(en)3]3+ thus provides a good

starting point for studying the excitation energy in the crystal, with
the environmental correction of only �0.6 kcal mol�1 (calculated
from the excitation energies in Table 5). The good agreement of the
COSMO geometry with the crystal one is not accidental,177 but it is
clear that the accuracy of this approach may vary with the nature of
the metal–ligand bond and in some cases strong interactions with
the lattice may critically influence the coordination geometry.187

4 Conclusions and outlook

In this perspective, two approaches to benchmark studies for
the challenging problem of TM spin-state energetics are dis-
cussed. The theory-based benchmarks are attractive for their
conceptual simplicity, but the choice of the ‘‘accurate’’ method
to provide the reference data is arguable in practice. The
experiment-based benchmarks avoid this difficulty, but in turn,
they require a proper understanding of the quantities being
measured and back-correcting the vibrational and environmen-
tal contributions.

Vibrational correction (either enthalpy correction for SCO
systems or vibronic correction for spin-forbidden d–d transi-
tions) originates from the variation of metal–ligand vibrational
frequencies with spin state. The environmental correction
expresses the change in spin-state splitting energy caused by
the solvent or the crystal lattice and may have an important
contribution from the environment-induced geometry changes

Table 5 Singlet–triplet vertical excitation energy of [Co(en)3]3+ calculated
for different models and geometriesab

Model Geometry DEve
c Spreadd

[Co(en)3]3+ Gaseouse 27.9 0.1
COSMOe 32.8 0.1
Crystal (90 K)f 33.3 0.1
Crystal (193 K)f 33.2 0.2

{[Co(en)3]Cl9}6� g Crystal (90 K)f 32.2 0.2
Crystal (193 K)f 32.1 0.2

a Values in kcal mol�1. b Calculations at CASPT2 level, see the ESI for
details (and Table S14 therein for total energies). c Average excitation
energy for the three lowest triplets. d Energy difference between the
highest and the lowest of the three lowest triplets. e Calculated at the
PBE0-D3(BJ)/def2-TZVP in the gas phase or with the COSMO model (e =
N). f Coordinates taken from crystalline [Co(en)3]Cl3 at T = 90 K
(IRIRAC01)185 or at T = 193 K (IRIRAC);186 all X–H bond lengths (X =
C, N) were increased by 10% compared with the crystallographic ones.
g Calculated energies include the Ewald potential of the infinite ionic
lattice (ESI).

Fig. 5 Crystal structure of [Co(en)3]Cl3 viewed along the crystallographic
axis c (H atoms not shown for clarity) and two views on the
{[Co(en)3]Cl9}6� cluster excised from the crystal structure. The N(H)� � �Cl
close contacts are indicated with dashed lines.
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in the first coordination sphere. As both corrections have to be
estimated subject to approximations and the experimental data
also have uncertainties (for example, the error of determining
the maximum position for a weak band, the fitting error when
determining the SCO enthalpy in the van’t Hoff method), the
experiment-based approach cannot be used to provide super-
accurate reference data. However, with state-of-the-art models
used in computational chemistry to describe the vibrational
and environmental effects, it is possible to obtain reference
data of electronic energies with estimated uncertainties of
1–3 kcal mol�1, therefore still useful for method benchmarking.

Here, one should note that benchmarking to a sub-kcal mol�1

precision may be relevant for computatational studies of highly
accurate gas-phase data,67 but is rarely needed in (bio)inorganic
chemistry, where the experimental data are typically less accurate
and the results of electronic structure calculations have to be,
nearly always, combined with approximate thermochemical
corrections and/or solvation models. It is important to keep
the balance between the accuracy of these approximations and
the electronic structure methods being used. In this context,
benchmarking the method’s accuracy for data similar to ‘‘real
life’’ problems and employing approximations analogous to
those made in practical applications (e.g., solvation or cluster
models, periodic DFT, thermochemical functions from the
harmonic oscillator approximation) to extract environmental
and vibrational corrections, puts the benchmarking effort
closer to the daily practice of molecular modeling. In fact, the
benchmarking and interpretation aspects of computational
chemistry are interconnected. Without credible computational
protocols, misleading conclusions and even qualitatively wrong
interpretations of experimental data may be obtained, as was
discussed here in the example of the sextet–quartet splitting of
the FeIII aqua complex.123,124 On the other hand, the same
challenging problem can serve as a valuable benchmark for
theory if the experimental results are interpreted properly.

The best strategy to obtain quantitative, experimentally derived
benchmark data for TM spin-state energetics is to combine SCO
enthalpies with spin-forbidden d–d excitation energies in order
to obtain estimates of the adiabatic and vertical energies for
small-gap and large-gap TM complexes, respectively. The pre-
sent author with co-workers applied the outlined strategy in
two benchmark studies of octahedral Fe complexes23 and
metallocenes.24 The obtained results showed relatively high
accuracy of single-reference CCSD(T) calculations, outperform-
ing multireference approaches such as CASPT2/CC and MRCI +
Q. It was confirmed that the main issue with DFT methods is
the lack of universality, resulting in functionals performing well
for narrow classes of complexes, but producing much larger
errors for other complexes. In this context, double-hybrid
functionals appeared promising. These conclusions are con-
sidered preliminary and must be verified on a more represen-
tative probe of TM complexes. We are currently developing a
new dataset of TM spin-state energetics based on the experi-
mental data for a larger number of complexes, with different
ligand strengths and architectures, representing the diversity of
bonding types in (bio)inorganic chemistry, and using strategies

highlighted above to treat the vibrational and environmental
corrections.
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