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Towards de novo design of transmembrane
a-helical assemblies using structural modelling
and molecular dynamics simulation

Ai Niitsu *a and Yuji Sugita *abc

Computational de novo protein design involves iterative processes consisting of amino acid sequence

design, structural modelling and scoring, and design validation by synthesis and experimental

characterisation. Recent advances in protein structure prediction and modelling methods have enabled

the highly efficient and accurate design of water-soluble proteins. However, the design of membrane

proteins remains a major challenge. To advance membrane protein design, considering the higher

complexity of membrane protein folding, stability, and dynamic interactions between water, ions, lipids,

and proteins is an important task. For introducing explicit solvents and membranes to these design

methods, all-atom molecular dynamics (MD) simulations of designed proteins provide useful information

that cannot be obtained experimentally. In this review, we first describe two major approaches to

designing transmembrane a-helical assemblies, consensus and de novo design. We further illustrate

recent MD studies of membrane protein folding related to protein design, as well as advanced

treatments in molecular models and conformational sampling techniques in the simulations. Finally, we

discuss the possibility to introduce MD simulations after the existing static modelling and screening of

design decoys as an additional step for refinement of the design, which considers membrane protein

folding dynamics and interactions with explicit membranes.

1. Introduction

Rational protein design is a bottom-up approach for under-
standing protein folding by exploring relationships between
amino acid sequences and tertiary/quaternary structure. In
addition, the ability to create artificial proteins with desired
structures and functions provides novel protein materials for
applications in therapeutics and molecular devices.1 Remark-
able progress has been made in protein design research in the
last decade. Originally started with simplified sequence pat-
terning, the rational design of artificial proteins with highly
complex structures and functions is now attainable, assisted by
recent advances in computational structure prediction and
design methods2 as well as the increasing number of high-
resolution experimental structures. High-resolution structures
provide the sequence-to-structure relationships that can guide

protein design. The total number of unique protein sequences
in the structure database (Protein Data Bank (PDB; https://
www.rcsb.org/)3) is approximately 76000, of which the majority
are water-soluble proteins. In contrast, the number of unique
sequences in the Membrane Proteins of Known Structure
database (mpstruc; https://blanco.biomol.uci.edu/mpstruc/)4

is approximately 1400. This ratio between water-soluble and
membrane proteins in structure databases is reflected in the
number of reported structures of rationally designed proteins,2

highlighting that membrane protein design is still in its
infancy.

Approaches to designing a new artificial protein can be
roughly classified into two types: using a scaffold of natural
proteins or creating one from scratch. Consensus design is
representative of the former design approach. It utilises the
multiple sequence alignment (MSA) of a target protein family,5

as it relies on scaffold structures optimised through evolution.
This makes the design process relatively straightforward,
whereas lower degrees of freedom are left in the protein
structures to be designed. The latter de novo protein design
explores a wider structural space, including protein folds that do
not exist (or are not yet observed) in nature. This is more challen-
ging than consensus design, as it requires a deeper understanding
of protein folding. Fig. 1 shows a few representative designed
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proteins available on the PDB. This highlights that de novo
designed proteins tend to have simpler and more symmetric
structures than those obtained through consensus design because
of their design rationales.

Based on statistics in the structural database and previous
design studies, the most challenging combination of targets and
methods is the de novo design of membrane proteins. To achieve
highly accurate de novo designs, further understandings of
membrane protein folding are necessary, as well as deeper knowl-
edge of biological membrane environments. Molecular dynamics
(MD) simulations can be a promising approach for investigating
structural dynamics, folding processes, and molecular interactions
at atomistic resolutions. All-atom MD simulations of a relatively
small membrane protein in a lipid bilayer are feasible using
conventional PC clusters or GPU computers. Transmembrane
a-helices and their assemblies are fundamental structures in all
membrane proteins and are suitable targets in MD simulations
not yet fully explored in the design field.6 In this perspective
article, by focusing on membrane a-helical assemblies, we intro-
duce recent designs and the remaining challenges. Furthermore,
we illustrate recent molecular models and conformational sam-
pling algorithms in MD simulations, which could be applicable to
the de novo design of transmembrane a-helical assemblies as the
final additional step for increasing the success rate. Because this
perspective article is not intended to cover the full history of
rational protein design, see other reviews for more comprehensive
methods and developments.2,7,8

2. Methods for the rational design of
membrane proteins

In this section, we review current approaches for designing
membrane proteins and their outcomes. Fig. 2 shows two

major methods: consensus design and computational de novo
design.

2.1 Consensus design

Consensus design uses MSAs for a target protein and its
homologues. By selecting the most conserved amino acid at
each position, successful designs can provide greater structural
stability while preserving or even enhancing their functions
(Fig. 2).5 Multiple sequence alignments among a protein family
can be obtained using sequence alignment databases, such as
Pfam,20 SMART,21 and InterPro.22 Alternatively, homologous
sequences can be globally searched in various protein sequence
databases using protein BLAST searches23 (https://blast.ncbi.
nlm.nih.gov/Blast.cgi). To identify consensus sequences, web
servers, such as EMBOS Cons24 (https://www.ebi.ac.uk/Tools/
msa/emboss_cons/) and WebLogo25 (https://weblogo.berkeley.
edu/logo.cgi), are available. There are also web tools that
provide automated prediction of stabilising consensus substi-
tutions to a target protein: consensus finder (https://kazlab.
umn.edu/), which performs MSA and consensus sequence
analysis, and FireProt (https://loschmidt.chemi.muni.cz/fire
protweb/), which combines MSA and structural modelling.
Notably, approximately 50% of single mutations with conserved
residues contribute to improved stability, and the rest are
neutral or destabilizing.5 Nonetheless, multiple mutations in
the design of a full consensus sequence are known to result in
high stability. One reason for this is that the residues in a
folded protein could co-vary to maintain the structure through

Fig. 1 Representative structures of rationally designed soluble (left) and
transmembrane (right) proteins deposited to PDB. (top) Consensus
designs: full consensus L-threonine 3-dehydrogenase (7CGV);9 engi-
neered intein with atypical split-site (6DSL);10 thermostabilized EAAT1
(5LLM);11 consensus-mutated xCT-CD98hc complex (7CCS).12 (bottom)
De novo designs: parallel eight-helix coiled–coil CC-Type2-II (6G67);13

mini-fluorescence-activating proteins mFAP0 (6CZH);14 Foldit1 designed
by citizen scientists (6MRR);15 Zn2+ transporter ROCKER (2MUZ);16 trans-
membrane nanopore TMH4C4 (6M6Z);17 transmembrane beta-barrel
(6X9Z).18

Fig. 2 Consensus design (top) and de novo design (bottom). The con-
sensus design involves multiple sequence alignments (MSAs), which yield
consensus residues in amino acid sequences. Computational de novo
design consists of sequence pattern design and backbone design followed
by iterative optimisation of backbone and sidechain structure models. The
3D model was created using CC Builder 2.0.19
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evolution.26–28 Related to this idea, evolutionary coupling algo-
rithms have been developed, in which contacting residues are
identified through covariation analysis of MSA data.29 Evolu-
tionary information can also guide the design and modelling of
proteins.30 The combination of MSA and structural modelling
was further extended through machine learning to accurately
predict 3D protein structures using AlphaFold231 and
RosettaFold.32

In terms of the consensus design for membrane proteins,
MSA data of a target membrane protein usually have the
inherent ability to make it highly stable in membrane environ-
ments. This eliminates the need to consider the effect of
membranes on designed sequences and is likely to increase
the success rate. Consensus design has been applied to increase
the thermal stability of membrane proteins that are difficult to
treat experimentally.5,11,12 New artificial membrane proteins
were also designed using MSA data. One example is a four-
transmembrane protein, REAMP, which was designed based on
a sequence pattern obtained from MSA of a small multidrug
resistance protein family using only four types of amino acids.33

Another example is the cWza peptide, whose sequence was
optimised through MSA of the membrane domain of the
bacterial polysaccharide exporter, Wza34 (Fig. 3a). The Wza
protein exists in the outer membrane of Gram-negative bacteria
and forms octameric pores. Based on its crystal structure,35 it
consists of four domains: domains 1–3 are periplasmic and
domain 4 has a transmembrane barrel structure with eight
parallel helices arranged in rotational symmetry (Fig. 3b). To
form a stable peptide pore based on domain 4 of Wza, three
peptides with the wild-type sequence, a consensus sequence
(cWza), and a cWza sequence with Cys substitution to Tyr373
(Y373C) were designed (Fig. 3a). Molecular dynamics simula-
tions of the barrel models of cWza and Y373C predicted that
Y373C can form a more stable barrel than cWza (Fig. 3c). In
octameric barrel models and MD simulations, the Cys substitu-
tion stabilises Knobs-into-Hole packing between helices, which
contributes the pore stability (Fig. 3d). Indeed, single-channel
electrical recordings where real-time pore formation can be
observed36 showed that Y373C formed the most stable pore
among these three peptides, almost equivalent to the pores
formed by natural proteins (Fig. 3e). The cWza and the wild-
type peptides showed two-state pores and no pore formation,
respectively. Further characterisation of the Y373C pore indi-
cated that it consists of at least eight parallel helices, consistent
with the protein crystal structure. These results highlight that
the combination of MSA and rational design guided by struc-
ture modelling and MD simulations can be a powerful
approach for obtaining novel, stable membrane proteins.

2.2 De novo design

Historically, the de novo design of membrane proteins was
initiated with the simple sequence patterning of a-helical pep-
tides using structural motifs found in natural helical bundles,
such as [GAS]xxx[GAS], ([GAS]-x6)n, and coiled coils.7 Building on
these pioneering designs, recent advances in computational
protein design have enabled us to conduct sequence and

structural designs involving iterations of backbone-structure
optimisation, side-chain search to satisfy the backbone structure,
and further structural optimisation of the all-atom model (Fig. 2).
The keys to successful designs lie in finding physically plausible
(i.e. designable) backbone structures which realise target
folds8,37,38 and reliable structural modelling and assessment with
appropriate force fields upon side-chain addition.2,7,8 These
processes often involve generating hundreds to thousands of
sequences/structures followed by rapid scoring. Therefore, these
are aided by computational design suites such as Rosetta,39

ISAMBARD,40 OSPREY,41 Damietta,42 and dTERMen.43 In the de
novo design of membrane proteins, the implementation of the
effect of a lipid bilayer into an amino acid sequence is one more
important key for successful designs. There are two methods to
introduce the membrane environment to the computational
design of transmembrane a-helical assemblies: (1) optimising a
protein structure starting from a water-soluble one, followed by
replacing membrane-exposed positions in a designed sequence
with amino acid residues that specify its membrane topology,
and (2) using scoring functions that include information about
the interaction between amino acid residues and a lipid bilayer.

In the former approach, a tight helix–helix packing is
optimised, and the exterior of helical bundles is designed

Fig. 3 Consensus design of cWza peptide. (a) Amino acid sequences of
wild-type, cWza, and cWza-Y373C peptides. Mutated consensus residues
are shown in red. (b) Crystal structure of Wza protein (PDB ID: 2J58).35 The
outer membrane region is shown with a grey background. (c) Snapshots of
cWza (grey) and cWza-Y373C (blue) barrel structures after 200 ns all-atom
MD simulations with a DPhPC bilayer in 1 M KCl. (d) Overlayed structures of
cWza (grey) and cWza-Y373C (blue) barrel models at the helix–helix
interface around the Y/C373 residue. Residues involved in the Knobs-
Into-Hole packing are shown with sticks. (e) Electrical recording of the
cWza-Y373C peptide representing its pore formation.
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towards a transmembrane topology by introducing hydropho-
bic and aromatic/Lys residues to match the alkyl-chain and
interface regions, respectively. For example, Baker et al.
reported assemblies of subunits with multi-pass transmem-
brane helices stabilised by hydrogen-bond networks found in
the de novo design of soluble helical bundles.44 Transmem-
brane pores consisting of four transmembrane subunits were
converted from the design of water-soluble barrels17 using the
Rosetta design suite.39 Another example is a peptide-based ion
channel constructed by converting and optimising a water-
soluble coiled–coil peptide barrel into a transmembrane
topology.45 In this design, a water-soluble coiled–coil barrel
with five heptad repeats (alphabetical register: abcdefg)
designed previously46 was used as the scaffold. Polar residues
Thr and Ser were incorporated in two of five heptad repeats at a
and d positions, respectively, which gave a crystal structure of a
hexameric barrel exhibiting a hydrogen-bond network within
polar residues and water molecules. Residues at the barrel
exterior (b, c, and f positions) were further optimised to create
the transmembrane peptide using the ISAMBARD modelling
package.40 The peptide with four repeats of the best-scored
heptad (TVISAfA) formed a stable ion-conducting channel, as
confirmed by single-channel electrical recordings. Interest-
ingly, the heptad with a lower packing score (TLLSAfA) showed
bursting currents, which are often observed in natural amphi-
pathic peptides. This result indicated that both optimal coiled–
coil packing and hydrogen-bond networks are required to
obtain a stable peptide channel.

The latter scoring function includes a membrane environ-
ment through implicit membrane models. The design frame-
work Rosetta MP47 utilises a biologically realistic implicit
membrane model48 that is useful for modelling and engineer-
ing natural membrane proteins. A successful example of de
novo design through modelling in a membrane environment is
ROCKER,49 a Zn2+ ion transporter comprising four antiparallel
a-helices. The four-helix bundle was designed using the Lazar-
idis implicit membrane model (IMM150) and CHARMM force
field.51,52 The design process also includes two-state structure
models depending on ion binding, which facilitates ion trans-
port across the membrane. Including structural dynamics in
the design of membrane proteins such as ROCKER is still very
challenging but necessary for creating novel functional pro-
teins. Towards de novo designs of a variety of membrane
protein structures and functions, a deeper understanding of
the physical and chemical features of interactions between
solvent, lipids, and proteins is required.

3. MD simulations in the rational
design of membrane a-helical peptides
and proteins

MD simulations can provide two important dynamics regarding
the interaction of transmembrane a-helices with solvents and
membranes. The first is to understand the structural dynamics
of transmembrane a-helices and their interactions with lipid

molecules in the membrane. The other is membrane folding
dynamics, which includes conformational changes between
random-coil structures in bulk solution, formation of
a-helical structures on the membrane surface or in the trans-
membrane, and assemblies of multiple a-helices in the
membrane. In this section, we describe how these two types
of simulations can be used to design membrane a-helical
peptides and proteins.

3.1 MD simulations in membrane protein design

Molecular dynamics simulations can be used to sample the
structural dynamics of natural proteins embedded in a lipid
bilayer, which provides information about ‘‘where to design’’.
This approach is common in nanopore engineering.53,54 As an
example of a-helical proteins, Barth et al. identified the amino
acid residues that contribute to conformational changes in
GPCRs in MD simulations, and then, modified the residues
to create artificial GPCRs with a perturbed response.55 In terms
of the de novo design, DeGrado et al. found a stable packing
motif in MD simulations of pentameric a-helical barrel phos-
pholamban and designed a new artificial transmembrane
parallel pentamer using the sequence pattern.56 This study
indicated that the van der Waals interaction contributes to
the packing of apolar residues between a-helices, and that the
geometry of helices in such packing is strictly determined.

These studies show that MD simulations are useful for
evaluating the stability of membrane-embedded protein struc-
tures. It will be able to evaluate structural models of de novo
designed proteins using explicit solvents and lipids. However,
sampling only the transmembrane state of the designed target
structure may not specify the native structure of the designed
protein. There can be sub-stable structures likely to exist during
the folding processes. Thus, folding simulations will be also
beneficial for investigating the relative stability of the target
and alternative structures.

3.2 Folding simulations of amphipathic peptides and their
applications to design

Folding simulations of transmembrane a-helical assemblies
can identify key interactions between the solvent, lipid, and
a-helices, which ultimately lead peptides into the most stable
conformation. Because of the long timescale (from ms to
hours), conventional MD simulations of membrane protein
folding usually require a very long computational time. Unlike
natural membrane proteins supported by chaperones, natural
amphipathic peptides spontaneously form transmembrane
assemblies; therefore, they are major targets for membrane
protein folding simulations.57–59 Many of these are anti-
microbial agents. This has been another motivation for investi-
gating folding mechanisms. Ulmschneider et al. demonstrated
that folding events, including membrane binding, insertion,
association, and dissociation of multiple anti-microbial peptides,
can be sampled through all-atom conventional MD simulations.
To accelerate these slow dynamical processes, they simulated at
high temperatures.60 They employed high-temperature MD simu-
lation for the de novo design of a 14-residue pore-forming peptide
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with sequence patterning61 (Fig. 4). Through a comparison of
several peptide sequences in simulations, the best pore-forming
peptide was selected and synthesised, which was confirmed to be
a membrane-active anti-microbial peptide. This approach is
powerful but only applicable to a-helices that are stable in lipid
bilayers at high temperatures. In addition, the simulation typi-
cally takes weeks to months. As an alternative approach, splitting
folding events will help to understand the folding mechanisms.62

The first process of membrane peptide assembly is the
binding of peptides from the aqueous phase to the membrane
surface. In recent studies, the binding mechanisms of amphi-
pathic peptides, such as a membrane fusion peptide from the
SARS-CoV2 spike protein,63 amphipathic lipid packing sensor
peptide,64 and influenza haemagglutinin fusion peptide,65 have
been analysed using the highly mobile membrane mimetic
(HMMM) model.66 The HMMM model significantly boosts lipid
diffusion while maintaining the atomic details of the
membrane surface (see Section 4.1). The formation of an
a-helix is thought to occur upon interfacial binding67,68 or
accompanying peptide insertion.69 They are shown in the
free-energy landscapes obtained using enhanced sampling
methods.70

The next step involves peptide insertion and assembly in the
lipid bilayers. A common approach to insertion simulation is to
apply an external force to peptides along the bilayer normal
(z-axis). Taking pore formation of honeybee toxin melittin
peptides as an example, umbrella sampling indicated that
multiple peptides co-ordinately insert and form a toroidal pore
when lipid head groups are flipped by an applied force.71

Another study using umbrella sampling showed that six melit-
tins best stabilise a membrane pore in a collective pore for-
mation, which is consistent with the experimental results.72

These folding simulations combined with biophysical experi-
ments of natural amphipathic a-helices have demonstrated
that their assembling mechanism follows more complex path-
ways than the traditional two-state model.59 Moreover, peptide
assemblies tend to have multiple conformations or oligomer
states of which stability is low. Related to the rational peptide
design focusing on folding processes, Tsuda et al. screened AI-
generated membrane-permeable peptides through free-energy
calculation of peptide translocation across a membrane.73 This
example suggests that it is becoming realistic to compare
designed sequences using MD simulations if the number of
candidates can be narrowed down to a few before the simula-
tions. The assembling simulation is not yet a common
approach to investigate designed a-helical peptide bundles
with tight helix–helix packing. Comparing the folding of stable
assemblies of designed peptides with the promiscuous associa-
tion of amphipathic peptide assemblies would be interesting to
understand how these peptides assemble through different
molecular mechanisms in membranes.

4. Advanced simulation techniques of
membrane transmembrane a-helices

Considering the slow dynamics of membrane protein folding
from the bulk aqueous phase to the membrane environment,
performing long-time MD simulations may not be sufficient. In
this section, we introduce current molecular models of proteins
and lipids as well as enhanced conformational sampling algo-
rithms to tackle challenging MD simulations of folding and
other slow conformational dynamics.

4.1 Membrane models at different resolutions

All-atom MD simulations provide detailed atomistic informa-
tion on the conformational dynamics of membrane proteins as
well as their interactions with biological membranes. Molecular
dynamics simulations of a relatively small membrane protein
formed with only a few transmembrane a-helices in a lipid
bilayer are now feasible using conventional PC clusters or GPU
computers, if reliable starting structures are available. To
introduce membrane environments into the simulations, sev-
eral methods with different resolutions were proposed, as
shown in Fig. 5.74

All-atom force fields, such as AMBER,75 CHARMM,76

GROMOS,77 and OPLS,78 include bonded and non-bonded inter-
action parameters of many lipid molecules. The initial structure of

Fig. 4 (a) Spontaneous helix formation and insertion of an extended
GL5KL6G peptide into a DMPC : DMPG (3 : 1) lipid bilayer in an all-atom
MD simulation. (top) Snapshots of the peptide folding. (bottom) Time
course of peptide centre of mass insertion depth in the membrane,
0 Å = membrane centre. (b) Pore formation of the designed peptide
(GLLDLLKLLLKAAG). Snapshots of top and side views of assembling pep-
tides from the MD simulation performed at 70 1C. Adapted with permission
from Chen et al., J. Am. Chem. Soc. 2019, 141, 4839–4848. Copyright
2019, American Chemical Society.
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a membrane–protein complex can be readily constructed using
modelling tools such as VMD79 and CHARMM-GUI.80,81 Two
different lipid models are available: all-atom and united-atom
models. In the simulations of membrane a-helices, the former is
recommended because the latter has been suggested to cause the
undesired unfolding of a-helical peptides.82 The increasing accu-
racy of all-atom force fields for membrane–protein systems has
been supported by continuous efforts, particularly regarding the
treatment of non-bond interactions. The particle mesh Ewald
(PME) method83 is usually employed to calculate long-range
electrostatic interactions; recently, the PME has been proposed
for use in Lennard-Jones interactions (LJ-PME) as well. In conven-
tional MD simulations of proteins, LJ interactions are treated as
short-range interactions, considering those at a certain cut-off
distance. Recent studies suggested that the use of PME for both
electrostatic and LJ interactions in MD simulations can have a
critical impact on membrane properties.84 To adopt LJ-PME in MD
simulations of membranes or membrane proteins, re-
parameterisations of non-bonded interactions are required.
CHARMM36/LJ-PME85,86 and FUJI87 were re-parameterised for
the use of LJ-PME. For soluble disordered protein structures,
strong intramolecular interactions caused very compact conforma-
tions in the MD simulations, which disagreed with the experi-
mental observations. To overcome this problem, Best et al.
introduced a scaling parameter for protein–water LJ interactions
to emphasise a water–protein interaction of approximately 10%
from the original force field.88 For transmembrane a-helix dimers
in membranes, MD simulations using the original force fields
underestimated the stability of dimer structures compared to
those in experiments.89 Best et al. also proposed weakening
protein–lipid interactions by approximately 10% from the original
strength and obtained more reasonable results in their simula-
tions. This suggests that a proper balance of non-bonded interac-
tions between proteins, membranes, and water molecules is
essential for predicting protein structures in MD simulations.

Predicting the kinetics of proteins requires accurate force
fields and sufficient conformational sampling for MD simula-
tions. The simulation lengths of all-atom MD simulations of
membranes are still not sufficient to examine slow diffusive
motions of lipid molecules in membranes, motivating the
development of approximated molecular models of lipid
molecules.74 The HMMM model66 (Fig. 5c) is a combination
of an organic solvent layer sandwiched by lipid molecules with

shorter hydrocarbon chains. The HMMM model is particularly
useful for sampling binding events of peripheral membrane
proteins near the lipid-bilayer surface because of the accelera-
tion of lipid lateral diffusion by a factor of 10 compared to the
conventional lipid models. Coarse-grained (CG) lipid models
(Fig. 5b) can significantly reduce the computational cost by
mapping from several atoms to one CG particle. In MARTINI90

and SPICA91 CG models, proteins are modelled as an elastic
network model with predefined restraints to maintain protein
structures. They are useful for examining the assembly of trans-
membrane a-helices in various membrane environments92 and
for predicting interactions between transmembrane a-helices
and lipid molecules, including cholesterol.91 An alternative is
the PACE model,93,94 which consists of all-atom protein and CG
MARTINI lipid models. It can be used to investigate large-scale
conformational transitions of membrane proteins, which are not
available with elastic network models in MARTINI and SPICA.

To apply further approximations and reduce the computa-
tional costs, implicit membrane models (e.g. IMM1,50 general-
ised born with simple switching (GBSWmemb),95 and GB using
molecular volume (GBMV)96 have been developed. They assume
different dielectric constants for the aqueous and membrane
layers to maintain the structural and dynamical properties of
membrane proteins (Fig. 5d). Implicit membranes are often
used to simulate membrane protein folding and aggregation
because of their faster relaxation processes and lower computa-
tional costs than explicit solvent/membrane simulations.68,95 In
these simulations, enhanced conformational sampling algo-
rithms such as replica-exchange molecular dynamics
(REMD)97 are often employed. The near-atomic CG protein
model PRIMO also includes an implicit membrane model.98

Recently, an implicit micelle model for membrane protein
simulations has been developed (Fig. 5e).99 This model can
be used to model structures derived from NMR and X-ray
crystallography where detergents and nano-discs are often
selected to solubilise membrane proteins, and to compare the
effects of micellar and membrane environment to membrane
protein structures.

Selecting the most suitable membrane model for the system
of interest while maintaining a good balance between accuracy
and the required computational resources is important. When
the low efficiency of conformational sampling is a bottleneck
for a selected membrane model, a common approach is

Fig. 5 Membrane models at different resolution levels for MD simulations. (a) All-atom lipid bilayer model with a cWza peptide barrel. Ions are shown as
spheres. (b) HMMM model. Dichloroethane molecules are shown as sticks, of which carbons and chlorides are coloured with magenta and green,
respectively. (c) Coarse-grained model. (d) GBSW implicit membrane model. (e) Implicit micelle model with a glycophorin A dimer.
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multiscale simulations at different resolutions.70,74 Alterna-
tively, the enhanced sampling method described below can
be combined with each membrane model to address this issue.

4.2 Enhanced conformational sampling methods for
transmembrane a-helices

The slow conformational dynamics of transmembrane pro-
teins, such as alternative-access motions of membrane trans-
porters, are difficult to simulate using brute-force MD
simulations. Recently, various enhanced sampling algorithms
have been applied to slow motions of membrane peptides or
proteins in explicit lipid bilayers.70 One of the most popular
approaches is to apply restraint potentials along the structural
dynamics of interest (known as collective variables (CV)). Meta-
dynamics (MTD),100 adaptive bias MD (ABMD),101 and umbrella
sampling102 are categorised as this type, providing free energy
changes or the potential of mean forces along the predefined
CV. If necessary, the multistate Bennett acceptance ratio
(MBAR)103 is applied to the simulation trajectories to avoid
the effect of restraint potentials or biases. The global free-
energy minimum states along the CV can be regarded as the
most stable protein structure.

When reasonable CVs describing the dynamics of membrane
proteins are not easily found, other enhanced sampling methods
are necessary. Accelerated MD (aMD)104 including an improved
version, Gaussian accelerated MD (GaMD),105 lowers the energy
barriers between different conformational states, enhancing con-
formational transitions between them. Another option is the
replica-exchange molecular dynamics (REMD) method,97 in which
parallel MD simulations with different temperatures or parameters
are simulated. The exchange of temperatures and/or parameters
between replicas enables random walks of trajectories in tempera-
ture/parameter spaces to avoid trapping at one of the local energy
minima. As a result, the simulations explore a wider conforma-
tional space of a transmembrane protein in a lipid bilayer, which
corresponds to a longer MD simulation. Many variants of REMD
have been proposed to date, such as replica-exchange with solute

tempering (REST106/REST2107–109/gREST110), replica-exchange
umbrella sampling (REUS)111 (or Hamiltonian REMD112), and
surface-tension replica-exchange MD (g-REMD).113 Importantly,
combined methods, such as multi-dimensional REMD,111

gREST/REUS,114 and GaREUS (Gaussian accelerated replica-
exchange umbrella sampling115), are extremely powerful algo-
rithms because they can enhance not only global motions but
also local motions with high energy barriers.

Applications of REMD and other enhanced sampling meth-
ods for transmembrane proteins in implicit membranes have
been summarised previously.70 Here, we discuss a gREST
simulation of wild-type and G380R mutant fibroblast growth
factor receptor3 (FGFR3) in an explicit solvent and
membrane.116 The transmembrane domain of FGFR3 consists
of two a-helices as homodimers. The dimer interface is largely
changed upon ligand binding to the extracellular domain and
then transfers the signal towards the intracellular kinase
domains.117,118 For wild-type FGFR3, the homodimeric struc-
tures were analysed by solution NMR with micelles119 and solid
NMR with lipid bilayers,120 wherein the interface of a-helices
was completely different (Fig. 6a). To solve this problem, the
gREST method is an effective conformational sampling algo-
rithm, where the simulation system is divided into the solute
region and the rest of the solvent region, and only the solute
temperatures are varied in replicas, keeping the solvent tem-
perature at physiological temperature. In the FGFR3 simula-
tions, the solute region was defined for the FGFR3 dimer and
lipid bilayer to accelerate transmembrane a-helices in the
membrane (Fig. 6b). In the gREST simulations, 12 replicas
which cover solute temperatures from 310.15 to 350.94 K were
simulated using the CHARMM36m force field with a reduced
protein–lipid LJ interaction (NBFIX = 0.9).89 In the gREST
simulation, the predicted structure of the transmembrane
a-helix dimer had the same dimer interface as that predicted
by solid-state NMR. Another key result of the simulation was
the structural differences between wild-type FGFR3 and the
G380R mutant, which shows constitutive activation. As shown

Fig. 6 gREST simulations of FGFR3 homodimer structures. (a) Initial structures of wild type and G380R mutant of FGFR3 predicted with PREDDIMER.121

Key amino-acid residues (G/R380, L385, L388, R397) are highlighted as spherical models. (b) Setup of gREST simulations. LJ, Coulomb, dihedral, and
CMAP energy terms in both FGFR3 and membrane are treated as the solute region, whereas all the water molecules are treated as solvent. (c) Stable
structures of wild type and G380R mutant of FGFR3 predicted with gREST simulations. In G380R mutant, G375 is located at the contact interface near the
extracellular side. Adapted with permission from Matsuoka et al., J. Comp. Chem., 2020, 41, 561–572. Copyright 2019, Wiley Periodicals, Inc.
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in Fig. 6c, the G380R mutant shows tight contacts between
G375 and the extracellular interface, whereas the wild type has
loose conformations. The conformational difference between
wild-type and G380R might mimic that between the inactive
and active states in FGFR3 signal transduction. The G375C
mutation also causes constitutive activation, which was pre-
dicted at the dimer interface of the G380 a-helix dimer in the
gREST simulation. This application suggests that powerful
enhanced sampling algorithms and balanced force fields are
both necessary to reliably predict the structures of transmem-
brane a-helices in membranes.

5. Future challenges in de novo
designs of membrane a-helical
assemblies

As discussed in Section 2, the current strategy in designing
membrane a-helix assemblies involves optimising helix–helix
packing of the fixed backbone structure in the same manner as
for water-soluble proteins. For incorporating the membrane
environment in designs, hydrophobic or membrane interfacial
amino acid residues are placed on the exterior of the designed
helical bundles, or the static model structures are scored in
implicit membranes. These approaches have yielded a few
successful designs for stable membrane a-helical assemblies.

However, there are remaining challenges. Firstly, behind
previous successful designs, the current design methods often
yield peptides exhibiting unexpected promiscuous associations
in lipid bilayers, which are only found in experiments,45 leading
to the low success rate. Secondly, such low success rate for
membrane peptide/protein design could be due to the
sequence optimisation with fixed backbone structures since
alternative folding free energy minima are not inspected. This
has been also suggested in the water-soluble protein design.122

The fixed-backbone strategy also makes it very challenging to
design dynamic conformational changes, although it is impor-
tant for functional membrane proteins.

To address these challenges, here we discuss possibilities to
introduce additional steps using MD simulations after the
screening of design decoys by the existing fast scoring methods
(Fig. 7). There are two points which can be achieved by using
MD simulations:

(1) The designed structures can be modelled in explicit lipid
bilayers. As we introduced, MD simulations provide a variety of
methods to explicitly introduce a lipid bilayer at different
resolutions. These enables us to consider dynamic interactions
between the solvent, lipids, and proteins, which are more
complex than in an aqueous solution environment. In particu-
lar, the continuous improvement in all-atom force fields has
supported highly accurate modelling of membrane peptides
and proteins.

(2) Dynamic conformational sampling and folding simula-
tions through advanced MD simulations provide the free
energy landscapes for the structures of designed peptide
assemblies. In terms of the combination of MD simulations

and computational protein design, it has been demonstrated
that MD simulations can aid to refine top-ranked structure
models and assess their stability after initial screening of
decoys.123,124 In recent designs of membrane a-helical assem-
blies, static structural modelling followed by only conventional
MD has been a common approach. The free energy landscapes
of the designed assemblies obtained from advanced MD simu-
lations will guide further sequence optimisation in two direc-
tions. One is towards the lower free energy minimum of the
designed structure as a native fold, followed by experimental
structure/function analyses. Through this optimisation pro-
cess, the success rate of membrane protein design could be
significantly increased. The cost of computation time may even
compensate that of many experimental trials, considering the
general difficulty in structural analyses of membrane a-helical
assemblies. Another possibility is towards designing two con-
formations for implementing functions such as receptors and
ion channels, which will produce novel artificial protein
materials.

Advanced MD simulations are of course not applicable to
hundreds of design decoys due to the significant increase of
computational cost. Nonetheless, through selecting appropri-
ate resolutions and sampling method, it is now possible to
conduct advanced MD simulations for several sequences of
membrane a-helical assemblies, as described in section 4,
before proceeding to experimental analysis. Multiscale simula-
tions can be useful for achieving a good balance between

Fig. 7 Design strategy for membrane a-helical assemblies supported by
advanced MD simulations. Step 1: sequence screening through the existing
static structural modelling and scoring with no or implicit membrane. Step
2: free energy calculation of helix assembling through advanced MD
simulations. Step 3: rational sequence optimisation towards stabilising
the target structure and designing two conformational states, followed
by synthesis and structural analysis to validate the design experimentally.
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accuracy and available computing resources. These can be
combined with enhanced sampling methods to efficiently
investigate the conformational dynamics. More challenging
folding simulations would require careful selection of lipid
models and enhanced sampling methods suitable for each
folding process (membrane partitioning, insertion, and assem-
bling) of a-helices to overcome the slow dynamics.

When successful, the folding simulations of the designed
membrane a-helical assemblies will provide valuable informa-
tion that can be extended to a general understanding of
membrane protein folding. After decades of experimental and
simulation studies, generalising association mechanisms of
natural membrane-active peptides is considered difficult owing
to promiscuous interactions of the amphipathic helices.59 It
would be interesting to test whether the folding simulations
differently predict a membrane peptide assembly designed with
tight helix–helix packing compared to natural peptides. To
extract key interactions from the complex folding processes,
recent advances in machine learning may help to analyse
simulation data. Using all-atom and CG folding simulation
trajectories of multiple membrane a-helical assemblies as
learning datasets, the relationships between key interactions
and amino acid sequence patterns could be extracted. The
proposed design approach may open a new door to under-
standing general membrane protein folding and designing
membrane peptide/protein complexes with new functions.
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