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1 Introduction

Recurrent neural networks for time domain
modelling of FTIR spectra: application to brain
tumour detectionf

Georgios Antoniou,? Justin J. A. Conn,? Benjamin R. Smith,? Paul M. Brennan,
Matthew J. Baker® and David S. Palmer (2 *2¢

Attenuated total reflectance (ATR)-Fourier transform infrared (FTIR) spectroscopy alongside machine
learning (ML) techniques is an emerging approach for the early detection of brain cancer in clinical
practice. A crucial step in the acquisition of an IR spectrum is the transformation of the time domain
signal from the biological sample to a frequency domain spectrum via a discrete Fourier transform.
Further pre-processing of the spectrum is typically applied to reduce non-biological sample variance,
and thus to improve subsequent analysis. However, the Fourier transformation is often assumed to be
essential even though modelling of time domain data is common in other fields. We apply an inverse
Fourier transform to frequency domain data to map these to the time domain. We use the trans-
formed data to develop deep learning models utilising Recurrent Neural Networks (RNNs) to differen-
tiate between brain cancer and control in a cohort of 1438 patients. The best performing model
achieves a mean (cross-validated score) area under the receiver operating characteristic (ROC) curve
(AUC) of 0.97 with sensitivity of 0.91 and specificity of 0.91. This is better than the optimal model
trained on frequency domain data which achieves an AUC of 0.93 with sensitivity of 0.85 and specifi-
city of 0.85. A dataset comprising 385 patient samples which were prospectively collected in the
clinic is used to test a model defined with the best performing configuration and fit to the time
domain. Its classification accuracy is found to be comparable to the gold-standard for this dataset
demonstrating that RNNs can accurately classify disease states using spectroscopic data represented
in the time domain.

symptoms are frequently generic (e.g., headache) which can
thus lead to misdiagnoses' or detection at an advanced

Today, cancer ranks as one of the leading causes of death
worldwide. According to Globocan 2020f an estimated
19.3 million new cancer cases and about 10 million cancer
deaths have been reported across the world only in 2020. In
particular, cancers of the brain and the central nervous system
account for about 1.6% of all new cases and 2.5% of all new
deaths, posing significant diagnostic challenges. Associated
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stage.”?

In a series of retrospective” and prospective®'° studies, a
liquid biopsy approach based on the combination of FTIR
spectroscopy and machine learning has been proposed to
address the issue of early detection of brain cancer. The
Dxcover® Brain Cancer liquid biopsy test bears the advantage
of being simple, label free, non-invasive, and non-destructive
showing great potential as a triage tool in the current diagnos-
tic pathways. In the first prospective clinical study® established
at the Western General Hospital Edinburgh (NHS Lothian) to
test this technology, blood samples from 385 patients (cf,
cohort B in Section 2.1) were collected and subsequently ana-
lysed. A diagnostic model was used to predict the disease
status of the samples achieving 81% sensitivity and 80% speci-
ficity. The development of the technology along with interim
results for this study were published in an article by Butler
et al.® More recently™ this technology was further clinically
validated in a larger prospective study comprising samples

This journal is © The Royal Society of Chemistry 2023


http://rsc.li/analyst
http://orcid.org/0000-0002-7347-830X
http://orcid.org/0000-0003-4356-9144
https://doi.org/10.1039/d2an02041f
https://doi.org/10.1039/d2an02041f
https://doi.org/10.1039/d2an02041f
https://gco.iarc.fr
https://gco.iarc.fr
http://crossmark.crossref.org/dialog/?doi=10.1039/d2an02041f&domain=pdf&date_stamp=2023-04-07
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2an02041f
https://pubs.rsc.org/en/journals/journal/AN
https://pubs.rsc.org/en/journals/journal/AN?issueid=AN148008

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

Open Access Article. Published on 24 2566. Downloaded on 13/2/2569 10:23:58.

(cc)

Analyst

from 603 patients. The diagnostic model was tuned for either
high sensitivity (96% sensitivity with 45% specificity) and high
specificity (90% specificity with 47% sensitivity) demonstrating
that this liquid biopsy test can be a versatile tool that fits into
the requirements of diverse diagnostic pathways and health-
care systems.

Deep learning techniques have been employed for various
types of spectral analysis including Raman spectroscopy,'*
spectral imaging'> and FTIR vibrational spectroscopy.'
Convolutional Neural Networks (CNNs) in particular (see
Schmidhuber'* and references therein), which have emerged
in computer vision, can provide a powerful alternative to tra-
ditional machine learning algorithms for these tasks mainly
for their ability to extract spectral and local spatial patterns.
Examples of CNN architectures developed in this context
include DeepSpectra’® and SpectraVGG'® which are based on
the inception and VGG architectures respectively. It is impor-
tant to note however that the effectiveness of deep learning
methods scales with dataset size'” and in general they tend to
under-perform when compared to tree-based (e.g., Random
Forest) or boosting (e.g., eXtreme Gradient Boosting) methods
for modelling tabular data."®

In this work we build on our previous diagnostic
research®*° to classify spectroscopic data obtained from blood
serum of patients with differing brain cancer types and non-
cancer patients. Our motivation for this study is twofold.

Firstly, we question the necessity of the Fourier transform-
ation in the process of obtaining an IR spectrum for ML ana-
lysis. Despite algorithmic optimisations (e.g., fast Fourier
transform), this discrete transformation is time consuming
and may result in an efficiency bottleneck when performing
the analysis on many samples (see Griffiths and de Haseth®
and references therein for a comprehensive efficiency compari-
son of discrete Fourier transform algorithms). Additionally,
the accuracy of the resulting IR spectrum also depends on the
phase correction and apodisation steps,”®?! involved from the
transformation of an interferogram to a spectrum. We attempt
to answer this question indirectly (rather than based on inter-
ferogram data) by applying an inverse Fourier transform on
the IR spectra. Thus we utilise a powerful family of deep learn-
ing algorithms, namely RNNs which are designed for proces-
sing sequential data (such as time series) by maintaining a
state of the underlying data structure. The performance of the
best performing model is compared against that of our gold-
standard model (previously published in Brennan et al.®) on
the same patient cohort but on standard FTIR spectra.

Secondly, we perform a search over various deep learning
architectures incorporating RNN blocks in order to identify
suitable algorithms for modelling spectroscopic data. The
corresponding architectures comprise CNN and LSTM>* (long-
short-term-memory) layers and are used to define models on
data in the time and frequency domain. We show that models
built on time domain perform better over models trained on
the original frequency domain data, thus providing evidence
for the suitability of RNN algorithms in the modelling of time
domain, potentially extending to a range of applications
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related to chemometric analyses including but not limited to
healthcare, food testing and pharmaceutics.

2 Methods
2.1 Datasets

Patient serum samples were analysed using the Dxcover®
Brain Cancer liquid biopsy.>® In this process, serum is appro-
priately prepared and pipetted onto three sample wells of the
Dxcover® Sample Slides which consist of a SIRE® (Silicon
Internal Reflection Element) in a plastic holder. A total of
three FTIR spectra for each sample well are subsequently
measured from the dried sample slides. For more information
on the sample preparation and spectral collection method-
ologies we refer to Butler et al.®

We considered two datasets comprising ATR-FTIR spectra
measured from serum samples of two distinct patient cohorts
A and B, where cohort A consists of 1438 retrospectively col-
lected biobank samples and cohort B of 385 prospectively col-
lected samples (see Brennan et al.’ for details on cohort B).
Table 1 summarises the distributions of the two classes for
each cohort. The non-cancer group of cohort A consists of
samples obtained from healthy controls, while the non-cancer
group of cohort B consists of samples obtained from sympto-
matic patients referred for brain imaging from primary care
with suspected brain tumour in the clinic. Symptoms recorded
for cohort B as part of the original clinical study are presented
in Table S6.1 Additional information on both cohorts such as
age, sex and disease breakdown are presented in Tables S1-
S4.t

A small number of spectra from cohort A that failed quality
tests (e.g., due to noise) were removed. Overall, 12448 and 3465
spectra were used for subsequent analysis corresponding to
cohorts A and B respectively. In what follows, we will refer to
spectral datasets from cohorts A, B as datasets A and B respect-
ively. The precise stratification of the number of spectra per
sample can be found in Table S5.F

2.1.1 Patient recruitment. Samples for cohort A were
obtained from three sources: the Walton Centre NHS Trust
(Liverpool), the Royal Preston Hospital (Preston), and the com-
mercial source Tissue Solutions Ltd (Glasgow) under ethics
approval code (Walton Research Bank BTNW/WRTB 13_01/
BTNW Application #1108). Samples from cohort B were pro-
spectively recruited in Western General Hospital in Edinburgh
with full ethical approval granted by Lothian Research and
Ethics Committee (15/ES/0094) and have previously been
reported by Brennan et al.’ Informed consent was obtained
from all patients prior to serum collection for both cohorts.

Table 1 Class distributions for each cohort

Cohort Non-cancer Cancer
A 438 1000
B 318 67
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Fig. 1 (A) 50 randomly selected raw spectra from dataset A in the frequency domain (representation Fg) (grey) and the corresponding mean spec-

trum (blue). (B) Same subset of EMSC pre-processed spectra (representation F) (grey) and corresponding mean spectrum (blue).

2.2 Spectral pre-processing

A spectrum can be represented as an n-dimensional vector

X = (Xiyyeees Xiy)y 1 > e >,

where x; corresponds to the measured energy absorbance at
wavenumber i;. Raw spectra comprise measurements in the
wavenumber region 4000-450 cm™". Fy will denote this repre-
sentation of raw frequency domain spectra.

A sequence of two pre-processing steps was applied to raw
frequency domain spectra. Firstly, they were cut to the wave-
number region 3500-1000 cm™ ', which contains significant
features of molecular vibrations relevant for disease classifi-
cation, as seen in previous studies.”*?* Subsequently, an
Extended Multiplicative Signal Correction® (EMSC) was
applied to the spectra.§

EMSC is a non-linear least-squares regression on the vector
representation of the reference spectrum r, and thus the trans-
formation applied to vector x is uniquely defined by the pair
(r, x). Overall, the EMSC transformation aligns all spectra to
the reference, which removes artefacts (e.g., baseline effects)
that would otherwise introduce noise into the ML analysis.
The effect on the spectra is evident in Fig. 1 in which the raw
and pre-processed spectra are compared. We will refer to this
representation of pre-processed frequency domain spectra as
F. Although EMSC is a common pre-processing step in the
field of IR spectroscopy, the optimal spectral pre-processing
method is often problem, dataset and algorithm specific.>®

By applying an inverse discrete Fourier transform to the Fy
and F representations we define the representations T and 7,
respectively. That is, Tr denotes data in the time domain
which have not been pre-processed in neither frequency or
time domain, while T denotes data in the time domain which
have first been pre-processed as described above in the fre-
quency domain and then mapped to the time domain via an
inverse Fourier transform. A diagrammatic representation of
the data representations and the corresponding transform-
ations can be found in Fig. S1. It is important to note that Ty

§ Up to and including second-order correction terms.
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is not equivalent to the interferogram representation of the
signal as generated by the spectrometer, since additional steps
are required to obtain a spectrum from an interferogram,
including taking the modulus of the complex Fourier coeffi-
cients for each vibrational frequency and performing phase
correction.>®

2.3 Statistical design

The ML models were trained and validated using nested cross-
validation to ensure ML models were blind to test sets during
training. The full dataset was split into training @100% and
testing (1 — @)100%, 0 < a < 1 sets based on patient ID so that
all spectra from a single patient were in the same subset. Early
stopping was utilised based on a validation set defined as 20%
of the training data, where binary cross-entropy (BCE) loss was
monitored to avoid overfitting to the training data. For each
split of the data into training, validation and testing sets, the
mean and standard deviation of the features were computed
from the training data and subsequently used to apply a
centering and scaling transformationf to all groups.
Subsequently, the minority class (non-cancer in dataset A) was
over-sampled to balance the classes in the training set. The
prediction for each patient was taken as the maximum vote of
the predictions for all spectra for that patient; ties were broken
at random since they occurred so infrequently as to have no
discernible effect on the results. Note that all results are
reported on a by-patient basis.

Dataset A was used to perform ML analysis over the various
architectures and data types. Models were trained with the
methodology described above and with @ = 0.7. To reduce
sampling bias in the train-test split, all classification metrics
for this part (see Table 2) were reported as means for 10 inde-
pendent experiments using different training and test set
splits; 10 iterations were found to be sufficient to converge the
estimate of the AUC to a mean of about 0.02 standard devi-
ations. Subsequently, the best performing model architecture
and dataset representation were utilised to train a single

) u— .

Y Defined as f(u) = —M, where y, ¢ denote the mean and standard deviation of
o

the feature u, as estimated from the training set.
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Table 2 Mean and standard deviation (10 experiments) of the by-patient AUC, sensitivity and specificity of models trained on dataset A across all

data representations. Highlighted bold score corresponds to the best performing model: ConvBNMaxP?-L-MLP in the T representation

Architecture Representation AUC Sensitivity Specificity

ConvBNMaxP-L-MLP Fr 0.685 + 0.057 0.630 +0.048 0.630 + 0.048
F 0.892 + 0.024 0.811 + 0.026 0.811 + 0.026
Tr 0.945 + 0.009 0.882 +0.013 0.882 + 0.013
T 0.952 + 0.007 0.887 + 0.012 0.888 + 0.011

ConvBNMaxP?-L-MLP Fr 0.734 = 0.060 0.670 = 0.056 0.670 = 0.057
F 0.928 + 0.012 0.853 + 0.015 0.853 + 0.015
Tr 0.954 + 0.008 0.886 + 0.019 0.886 + 0.019
T 0.969 + 0.006 0.912 + 0.011 0.912 + 0.012

model (a = 1) over the whole dataset A which was used to
predict dataset B.

Due to availability of computational resources, model
hyperparameters were tuned in a standalone experiment by a
grid search to optimise AUC computed on a by-spectrum basis
from 5-fold cross-validation. The best hyperparameters were
subsequently used to fit the model on the full (70%) training
dataset and make predictions of the test set for each indepen-
dent experiment as described above.

2.4 Deep learning

Neural networks were trained using TensorFlow”” (v2.8.0) in
R*® (v4.1.2). All models were built using PRFFECT - an in-
house R code that has previously been published.>® Several
deep learning architectures were tested comprising three
general structures: (i) convolution blocks ConvBMaxP - com-
prising a 1D convolutional layer into a batch normalisation
layer into a max pooling layer; (ii) an RNN layer X — comprising
either a LSTM (L), a bidirectional LSTM layer (BL), or a gated
recurrent unit®® (G); (iii) a MLP block - comprising one dense
layer followed by a dropout layer. Tanh/sigmoid activation
functions were applied to the L, BL and G layers. Relu/sigmoid
activation functions were applied to the convolutional and
dense layers. Initial testing showed that BL layers did not
result in any significant improvement in performance despite
being more computationally expensive to train than L layers.
Additionally, L layers were preferred over G layers due to
increased representational power. Model hyperparameters
were optimised with the grid search described in the previous
section, however no exhaustive search was performed across
all dimensions of the hyperparameter space. In particular, the
following hyperparameters and values were optimised for each
architecture: L/G dropout rate (0, 0.2, 0.4), L/G units (16, 32)
and dense layer hidden units (8, 32). The kernel size, number
of filters and pool size of the convolution block were fixed to 7,
64 and 3 respectively, while the recurrent dropout of the L/G
layers was set to 0, following an initial analysis. The maximum
number of epochs was fixed to 200 and early stopping was
implemented with patience 10. Batch size was fixed to 32.
Model weights were updated minimising regularised BCE loss
function using the Adam®" optimiser with default parameters
except for the learning rate which was set to 10~*. Below,

This journal is © The Royal Society of Chemistry 2023

ConvBMaxP’-X-MLP denotes the general architecture, where
p =1, 2 is the number of times the block is repeated.

3 Results & discussion
3.1 Cohort A

The performance of models was evaluated using AUC reported
as an average across 10 independent experiments.
Additionally, sensitivity and specificity were computed for each
model at a threshold (balance point) such that the absolute
difference of these statistics attains it’s minimum value. These
results are summarised in Table 2. Fig. 2-4 show ROC curves
for RNN models for all data representations. In particular,
ROC curves for each individual experiment as well as the mean
ROC curve for model types ConvBNMaxP-L-MLP, and
ConvBNMaxP>-L-MLP are presented in Fig. 2 and 3 respect-
ively. Mean ROC curves were obtained by averaging sensitivity
and specificity for a fixed threshold across 10 models. Mean
ROC curves are presented in Fig. 4 for each data representation
and RNN model.

Overall, a sequence of two ConvBMaxP blocks in the model
architecture leads to higher classification scores across all data
representations, with larger differences being observed for the
representations F and Fg. Models trained in the frequency
domain are unstable with higher bias and variance, which
results in inferior performances and larger test set errors,
which can be seen from Table 2 and Fig. 2 and 3. It is clear
from this analysis that when neural network architectures
comprise RNN blocks it is necessary to map spectra to the
time domain prior to further analysis.

Additionally, it is interesting to note from Table 2 that spec-
tral pre-processing has a larger effect on the performance of
models in frequency domain (Fy vs. F), rather than in time
domain (T vs. T). This is likely due to the fact that most var-
iance in the raw frequency domain spectra (see Fig. 1A) is
explained by baseline offset which is mapped under the
Fourier transform to a Dirac delta function (up to proportion-
ality) in the time domain. Thus, it is expected that the per-
formances of models on Ty and T are comparable. Moreover,
the results for raw time domain data were better than those for
pre-processed frequency domain or raw frequency domain
data. Model performance between raw and pre-processed fre-

Analyst, 2023,148,1770-1776 | 1773
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quency domain data is thought to be heavily dependent on the
properties of the dataset used rather than being a systematic
observation (see e.g. Blazhko et al.'® and references therein).

3.2 CohortB

The best performing (based on AUC) combination of architec-
ture and data representation in modelling dataset A, that is
ConvBNMaxP>-L-MLP in the T representation, were used to
train a new model on the full dataset A. The hyperparameters
of this model were: kernel size 7, pool size 3, number of filters

1774 | Analyst, 2023,148,1770-1776

64 for both ConvBNMaxP blocks; L dropout rate 0.4 (recurrent
dropout set to 0), L units 32, and dropout rate 0.4.

This model was subsequently used to predict the disease
status of dataset B. This is a stringent test of the model
because the prospectively collected data in B comes from a
different patient cohort than the retrospectively collected
biobank data in A. Moreover, dataset B includes non-cancer
samples taken from patients with suspected brain tumour
based on assessment of their symptoms in primary care rather
than healthy patients, and has a lower prevalence of cancer

This journal is © The Royal Society of Chemistry 2023
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patients (17% compared to 70%). The predictions result in a
by-patient AUC of 0.84, and 0.78 for both sensitivity and speci-
ficity. The baseline model (gold-standard) for this dataset was
reported in Brennan et al.’ and was obtained by performing an
extensive search to identify optimal combination of spectral
pre-processing, classifier algorithm and corresponding hyper-
parameters, achieving a by-patient AUC of 0.86 (see Fig. 3 in
Brennan et al.”) with 0.81 sensitivity and 0.80 specificity.

Our results show that RNN model defined in the time
domain representation provides comparable performance to
the gold-standard model for this dataset. It is interesting that
this is achieved without an extensive optimisation of the neural
network architecture and corresponding hyperparameters.

4 Conclusions

We investigated the use of RNN algorithms for modelling spec-
tral data. Our main motivation for this study was to under-
stand the effect of the Fourier transform used to obtain FTIR
spectra in the development of deep learning models. As a first
step we interrogated various deep learning architectures incor-
porating RNN blocks from which we identified a set of suitable
candidates, namely ConvBNMaxP”-L-MLP, § = 1, 2. These were
subsequently used to model four different representations of
spectral data measured from cohort A: the original raw FTIR
spectra, EMSC pre-processed spectra, and their corresponding
Fourier transformed data.

We showed that these networks benefit significantly when
trained in the time domain representations regardless of
whether pre-processing to the spectra is applied. The best
model was used to predict an external spectral dataset which
was obtained from a prospective patient cohort comprising
patients diagnosed with differing brain tumours as well non-
cancer symptomatic patients.’ The performance of this model
was found to be comparable to the gold-standard classification
results for this dataset reported by Brennan et al.® We note
that our results may be further improved with more optimi-
sation of the NN architecture and hyperparameters, by increas-
ing the size of the training dataset, as well as utilising data
augmentation techniques to combat model overfitting. The
approach presented in this paper has the potential to be
extended to a variety of FTIR chemometric applications span-
ning a number of fields; from healthcare to bio-processing, to
food testing and pharmaceutics. On the question of necessity
of the Fourier Transform prior to the ML analysis, we recog-
nise that we have not performed the study on interferogram
data directly, as they were not available to us at the time,
however we plan to address this in the near future.
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