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Glass polymorphism and liquid–liquid phase
transition in aqueous solutions: experiments and
computer simulations

Johannes Bachler,a Philip H. Handle, a Nicolas Giovambattista *bc and
Thomas Loerting *a

One of the most intriguing anomalies of water is its ability to exist as distinct amorphous ice forms (glass

polymorphism or polyamorphism). This resonates well with the possible first-order liquid–liquid phase

transition (LLPT) in the supercooled state, where ice is the stable phase. In this Perspective, we review

experiments and computer simulations that search for LLPT and polyamorphism in aqueous solutions

containing salts and alcohols. Most studies on ionic solutes are devoted to NaCl and LiCl; studies on

alcohols have mainly focused on glycerol. Less attention has been paid to protein solutions and hydropho-

bic solutes, even though they reveal promising avenues. While all solutions show polyamorphism and an

LLPT only in dilute, sub-eutectic mixtures, there are differences regarding the nature of the transition.

Isocompositional transitions for varying mole fractions are observed in alcohol but not in ionic solutions.

This is because water can surround alcohol molecules either in a low- or high-density configuration

whereas for ionic solutes, the water ion hydration shell is forced into high-density structures. Consequently,

the polyamorphic transition and the LLPT are prevented near the ions, but take place in patches of water

within the solutions. We highlight discrepancies and different interpretations within the experimental

community as well as the key challenges that need consideration when comparing experiments and

simulations. We point out where reinterpretation of past studies helps to draw a unified, consistent picture.

In addition to the literature review, we provide original experimental results. A list of eleven open questions

that need further consideration is identified.

1 Introduction

‘‘Water, water, everywhere; Ne any drop to drink’’ recalls the
‘‘ancyent marinere’’,† pointing towards the fact that, despite its
abundance, water is almost always encountered as part of a
solution, often concentrated enough to render it non-potable.
Indeed, this reflects the fact that pure H2O is a formidable
solvent, able to host an array of solutes spanning atoms, ions,
inorganic and organic molecules, proteins, and polymers. One
of the first scientists to systematically study aqueous solutions
experimentally was Hofmeister who categorized solutes according
to their ability to stabilize or destabilize protein solutions,3

establishing the so-called Hofmeister-series. Since his work,

vast amounts of research have been devoted to the study of
aqueous solutions, filling more than five volumes of Franks’ water
treatise.4 With the advent of computers, numerical studies of
aqueous solutions have become possible. Pioneering Monte-Carlo
(MC) simulations were performed by Clementi et al. who studied
aqueous LiF5 using Hartree–Fock interaction potentials.6–8

Nowadays, computational studies of aqueous solutions are not
uncommon and involve sophisticated computational techniques,
including ab initio Car–Parinello molecular dynamics (MD),9,10

hybrid quantum mechanical/molecular mechanical (QM/MM)
methods,11,12 and the use of polarizable models.13–15

Most experimental and computational studies of aqueous
solutions have been performed at ambient conditions. Relevant
topics addressed in the past include the dynamics and struc-
ture of water in the solvation shell of different solutes,5,10–12

the structure making and breaking abilities of solutes,16,17

hydrophobic solvation,18 and water-mediated interactions.18,19

Recently, more complex systems have been studied, including
solutes at interfaces,20,21 and solutions at astrochemical
conditions.22,23 Interestingly, computational and experimental
studies of aqueous solutions at low temperatures, close to the
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crystallization (Tm) and/or glass transition temperature (Tg), are
rather scarce with only a few studies focusing on the glass
transition of some aqueous solutions at low pressures (see the
review article of Angell24 and references therein). Not surprisingly,
the behavior of aqueous solutions in the supercooled liquid (i.e.,
the liquid at T o Tm) or glass state (T o Tg), remains poorly
understood. This lack of understanding is partially due to the
fact that water exhibits glass polymorphism (polyamorphism)
and may exist in more than one liquid state. Indeed, it is an open
question under what conditions a given aqueous solution may
exhibit polyamorphism and/or a liquid–liquid phase transition
(LLPT) at low temperatures.

The aim of this perspective is to discuss recent experimental
and computational studies of supercooled and glassy aqueous
solutions with special emphasis on the possibility of an LLPT
and polyamorphism. In order to achieve this goal, we briefly
discuss the complex behavior of pure water in the liquid
(Section 1.1) and glass state (Section 1.2) as well as general
aspects of aqueous solutions (Section 1.3). These sections serve
as a framework to understand the behavior of aqueous solu-
tions containing salts (Section 2), simple alcohols (Section 3)
and other solutes (Section 4).

1.1 Liquid water: anomalous properties and the liquid–liquid
phase transition hypothesis

Water is a complex liquid with an extensive list of anomalous
properties.25 For example, the density of liquid water increases
upon isobaric cooling at 1 bar and reaches a maximum at
4 1C.26–28 At higher pressures, the temperature of maximal density
(TMD) shifts to lower values. Interestingly, computer simulations
also predict that water may exhibit a density minimum upon
isobaric cooling.29 Several hypotheses were put forward in order
to explain the complex behavior of water, including the presence
of r, cp, and kT maxima/minima lines in the p–T plane. Among
the most common scenarios are (i) Speedy’s stability limit
conjecture,30 (ii) the singularity free scenario31,32 and (iii) the
liquid–liquid critical point (LLCP) scenario.33 These theoretical
scenarios have been discussed extensively in the past and we
refer the interested reader to ref. 28 and 34–39 for a detailed
discussion. For the purpose of this perspective, we will focus on
the LLCP scenario.

The key features of this scenario are shown in the phase
diagram of Fig. 1. The red line indicates, qualitatively, the
temperatures at which water may exhibit a density maximum
(solid line) and/or minimum (dashed line) at a given pressure.
Besides density (r), there are other quantities, such as heat
capacity (cp) and isothermal compressibility (kT) that show a
non-monotonic behavior26,28 and may also exhibit a minimum
and/or maximum upon isobaric cooling. The orange and green
lines in Fig. 1 represent the temperatures at which cp(T) and
kT(T) reach a maximum (solid lines) or minimum (dashed
lines) at a given pressure.

The LLCP scenario is based on classical computer
simulations33 of the rigid ST2 model of water.40 In this scenario,
water at low temperatures (T o 230 K) can exist in two different
liquid states, a low-density (LDL) and a high-density liquid (HDL).

As detailed in Fig. 1 LDL and HDL are separated by a first-order
phase transition (binodal) line that ends at the LLCP. There, also
the HDL - LDL and LDL - HDL spinodal lines are shown. Besides
ST2 water which exhibits an unambiguous LLCP/LLPT,29,41–46

indications for an LLCP were also reported for other rigid water
models.47–50 The estimated LLCP loci in different models are
summarized in Table 1. Whether TIP4P/2005,51 one of the most
accurate water models,52 exhibits an LLCP or not is currently
under debate.53–61 Most computational studies (including
the ones listed in Table 1) are consistent with the existence of
an LLCP in TIP4P/2005. However, in the case of some water
models such as SPC/E and mW, an LLCP/LLPT is not accessible.
For example, in SPC/E water62 the LLCP is located below the

Fig. 1 Schematic phase diagram for water in the LLCP scenario (based on
ref. 29). The blue circle is the LLCP and the blue lines show the associated
LLPT binodal and spinodal lines. The maxima (solid lines) and minima
(dashed lines) in density (red) and thermodynamic response functions, i.e.,
isobaric heat capacity (green) and compressibility (orange), are also
included. The dashed-black line represents the liquid–gas spinodal line.

Table 1 LLCP temperature Tc, pressure pc, and density rc obtained from
computer simulations of rigid water models. An estimation of the location
of a possible LLCP based on experiments is also given

System Tc/K pc/MPa rc/(g cm�3) Source

Unambiguous LLCP
ST240 246 186 0.94 Fig. 2 of ref. 29

237 � 4 167 � 24 0.99 � 0.02 Ref. 46
247 � 3 185 � 15 0.96 � 0.01 Fig. 1 of ref. 42

LLCP located
TIP4P66 190 150 1.06 Ref. 47
TIP4P-EW67 190 175 1.03 Ref. 50
TIP4P/200551 193 135 1.012 Ref. 53

182 170 1.017 Ref. 54 and 58
182 158–162 1.02 Ref. 59
175 175 0.997 Ref. 55

TIP5P68 217 � 3 340 � 20 1.13 � 0.04 Ref. 49
TIP5P-E69 210 310 1.09 Ref. 48

LLCP likely inaccessible (Tc o TK)
SPC/E62 130 � 5 290 � 30 1.10 � 0.03 Ref. 63

140–175 185–340 E1.08 Ref. 64

Experimental estimates
H2O E220 E100 — Ref. 70
H2O E223 E50 — Ref. 71
D2O E230 � 5 E50 � 20 — Ref. 72
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Kauzmann temperature (TK),63–65 at which the system is stuck
in one basin of the potential energy landscape, thwarting any
structural changes required for the transformation between
LDL and HDL.

Interestingly, in this scenario the LLCP is directly connected
with the presence of the r, cp, and kT maxima/minima lines in
liquid water (see Fig. 1). Indeed, close to the critical point,
thermodynamic response functions can be expressed in terms
of the correlation length and hence, they must form a single
line at T 4 Tc until they diverge at the LLCP.29,36,73–78 This line
in the p–T plane is referred to as the Widom line. Computer
simulations of water and simple model liquids that exhibit an
LLCP also show that the Widom line indicates (T, p) values where
the dynamical properties of the liquid change profoundly.78,79

Specifically, computer simulations show that water is a fragile liquid
at temperatures above the Widom line. That is, the dynamic proper-
ties are non-Arrhenius and can be described, e.g., by the empirical
Vogel–Fulcher–Tammann equation.80 At temperatures below the
Widom line, however, it becomes a strong liquid (i.e., the dynamic
properties follow the Arrhenius equation). The occurrence of
this fragile to strong dynamical crossover (FSDC) in super-
cooled water is consistent with experiments.81–84

1.2 Glass polymorphism in water

Confirming the phase diagram of Fig. 1 has been challenging
for experimentalists. Very recent experiments on supercooled
nanodroplets85 and on supercooled stretched water86 indeed
suggest the presence of a maximum in kT at�137 r p o 0.1 MPa
consistent with the possibility of an LLCP at positive p. We note
however, that the significance of the results presented in ref. 85 is
currently under debate.87,88 The direct experimental investigation
of the LLCP hypothesis in the supercooled liquid close to the
suspected LLCP, has so far been hampered by rapid crystal-
lization. This has prompted many experimentalists to study

water in the glass state, below the suspected Tc. If liquid water
is subject to extremely fast isobaric cooling then crystallization
can be avoided and water can be vitrified.89 In the LLCP scenario,
cooling of LDL at low pressures leads to a low-density amorphous
(LDA) ice while cooling of HDL at high pressures leads to a high-
density amorphous (HDA) ice. The LDL 2 HDL first-order
phase transition, when extended into the glass state, becomes
a first-order-like transition between LDA and HDA. Indeed, in
the LLCP scenario, the experimentally observed LDA - HDA
and HDA - LDA transformations correspond, respectively, to
crossing the extensions of the LDL - HDL and HDL - LDL
spinodal lines into the glass state.90–93

Additional support for the LLCP scenario is provided by
computational and experimental studies of the glass transition
temperature of amorphous ice. These studies show that water
has two distinct Tgs, one for LDA94–100 and one for HDA.83,101–104

This strongly suggests that LDA and HDA are the glassy proxies of
LDL and HDL, respectively (see ref. 105 and 106 for recent reviews
on this topic). Winkel et al.107 argue that the observed poly-
amorphic transition at 140 K takes place above both Tgs in the
ultraviscous liquid domain of water. Further experimental
support for the LLCP scenario stems from the behavior of isobars,
showing slightly concave curvature at pressures exceeding
0.2 GPa.71 This is expected for the LLCP scenario but not for
the singularity-free scenario.71 Furthermore, an apparent dis-
continuity in the melting lines of metastable high-pressure ices
also speaks in favor of the LLCP hypothesis.70,72 These results
even allow for an estimation of the LLCP locus (see Table 1).

The most common routes to prepare LDA and HDA, followed
in experiments and computer simulations are summarized in
Fig. 2a. Specifically, the hyperquenching path HYP corresponds
to ultrarapid cooling of liquid water at low pressure to produce
LDA. Similarly, the pressure-vitrification path PVI involves
cooling of liquid water at high pressure to produce HDA.

Fig. 2 (a) Experimental routes commonly followed to prepare glassy water, namely hyperquenching of liquid droplets (HYP),89 pressure-vitrification of
emulsified water (PVI),113 pressure-induced amorphization of ice I (PIA)109 and the first-order-like amorphous–amorphous transition (AAT).91,92

(b) Schematic diagram indicating the final state of samples obtained after cooling liquid water to 80 K using different pressures p and cooling rates
qc. In addition, the constant temperature processes PIA and AAT from (a) are indicated by arrows. High-pressure crystalline states are ignored.
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HDA can also be prepared by pressure-induced amorphization
(path PIA) of ice I.108,109 In addition, LDA and HDA can be
interconverted by isothermal compression/decompression at T E
125–140 K (amorphous–amorphous transition, path AAT).28,92,93,110

We note that the minimum cooling rates qc necessary to
prepare LDA/HDA from the liquid state (paths HYP and PVI in
Fig. 2a) are strongly dependent on pressure. This is schemati-
cally shown in Fig. 2b. At ambient pressure, water is a bad
glass former and crystallizes rapidly. Thus, the preparation
of LDA requires hyperquenching, i.e., very high cooling rates
(qc 4 106–107 K min�1).89,111,112 By contrast, cooling the liquid at,
e.g., qc = 102 K min�1 results in ice I. At p = 0.4 GPa, crystallization
is easier to avoid and HDA can be prepared by cooling the liquid
at qc E 103 K min�1 (path PVI).113

Computational studies exploring the possibility of an LLPT
and polyamorphism in aqueous solutions are almost exclusively
performed using classical simulations with rigid molecular
models. In this kind of computer simulations, crystallization
events are very rare, an advantage relative to experiments.
However, the limited time scales available in MD simulations,
and computational power in the case of computer simulations in
general, makes it challenging to directly access the LLPT in
water, since the equilibration time increases dramatically at low
temperature. That is, the system is glassy on the time scales
probed in computer simulations at T E Tc (an exception is
the ST2 water model). For this reason, computational studies
have also been used to study these non-equilibrium systems
in simulations, as is done in experiments on amorphous ices.
Here, computer simulations typically employ compression
and/or cooling rates that are several orders of magnitude larger
than the ones accessible in experiments.114–118 As shown in
Fig. 2a, at these rates experiments show that indeed, isobaric
cooling yields either LDA or HDA. Anyhow, a direct comparison
of non-equilibrium simulations and non-equilibrium experi-
ments is difficult, since the phenomenology of glassy systems
depends on the rates studied and as discussed, they differ by
orders of magnitude in the two cases. This is reflected through
the standard units for qc being K ns�1 in MD simulations and
K min�1 in experiments. Only recently the qc employed in
simulations comes close to the highest cooling rates reached
in hyperquenching experiments.119

1.3 Aqueous solutions

The properties of aqueous binary solutions are, as for the case of
pure water, very sensitive to pressure and temperature. For glassy
solutions, the preparation process also plays a fundamental role.
For example, a solution may crystallize/vitrify partly or fully upon
isobaric cooling, depending on qc and p. In addition, a systematic
study of binary aqueous solutions needs to include the role of
solute concentration. Specifically, the number of water molecules
relative to the number of solute molecules determines the phase
behavior and solution properties. Thus, it is reasonable to use the
mole fraction x or, alternatively, the molar ratio R as concen-
tration units. The mole fraction is defined as the number of
moles of solute divided by the total amount of moles in mixture
(pure water: x = 0) whereas R represents the ratio of water

molecules to solute molecules (pure water: R = N). Note that for
solutes which dissociate in aqueous solution, e.g., NaCl, the R
value can be specified either per individual ion (Na+, Cl�) or whole
species (NaClaq). In this work we choose R to be the number of
water molecules per number of ion pairs (e.g., a NaCl–water
solution with R = 5 consists of 1 NaCl per 5 H2O molecules).

In aqueous solutions, the equilibrium liquid is stabilized
with respect to ice I. That is, Tm is lowered, increasing the
accessible T window. A remarkable natural example of this
phenomenon is the Don Juan Pond located in Antarctica. This
pond has such a large salt concentration that it refuses to freeze
even at the harsh Antarctic conditions.120 In fact, the solution
making up the pond freezes around �50 1C.120,121 This example
illustrates that it is fairly easy to study cold aqueous solutions.
Hence, one may conclude, erroneously, that it is possible to
access the LLCP in water by adding some sort of solute, such as
salt. However, extrapolating the properties of aqueous solutions
to x - 0 (pure water) has proven to be quite difficult as water
steadily loses its anomalous properties with increasing solute
concentration.122–124 As a consequence, experimentalists have
focused on the study of dilute solutions in the glass and/or
highly-viscous liquid state, at concentrations where crystal-
lization can be suppressed (although not entirely eliminated).
The ultimate goal is to learn how solutions behave as a function
of x and then, if possible, extrapolate the results to the case
of x = 0 (pure water).

2 Solutions of salt in water

Experimental studies of liquid and glass polymorphism in salty
aqueous solutions have mainly focused on LiCl, while compu-
tational studies concentrate on NaCl. This makes a direct
comparison between experiments and computer simulations
rather difficult. Hence, we discuss the experimental studies on
LiCl–H2O solutions in Section 2.1 and results from computa-
tional studies based on NaCl–H2O solutions in Section 2.2. In
Section 2.3 we briefly present research on aqueous systems
containing other salts, e.g. bromides, nitrates, perchlorates and
the ionic liquid hydrazinium trifluoroacetate.

2.1 LiCl–H2O

Solutions of LiCl are the most studied binary aqueous systems
in experiments. Many articles (e.g., ref. 125–129 and references
therein) show the equilibrium phase diagram composed of four
different LiCl hydrates with the eutectic between ice and
LiCl�5H2O located at x E 0.12 (R = 7.1).128 Strictly speaking this
phase diagram is valid only for infinitely long (i.e., equilibrium)
experiments. In reality, even for rather slow cooling experiments
these hydrates do not form. The variables that determine the
states formed are qc, p, x and T. Fig. 3 focuses on the states
observed at liquid nitrogen temperature (T = 77 K), where the
dependence on qc and x at ambient pressure is outlined in Fig. 3a
and on qc and p for dilute solutions in Fig. 3b. Sections 2.1.1
and 2.1.2 describe experimental findings on the phase behavior
of cooling at ambient and high pressure, respectively.
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Sections 2.1.3 and 2.1.4 focus on transitions encountered
by these non-equilibrium systems, namely pressure-induced
amorphization (PIA) and the polyamorphic transition (AAT),
respectively.

2.1.1 Isobaric cooling at low pressure. Inspecting Fig. 3a, it
is immediately evident that the phase behavior of LiCl–water
solutions quenched at low pressure changes drastically with
increasing x, in particular, at the eutectic composition (x = 0.12).
Specifically, solutions around and above the eutectic composition
tend to supercool and vitrify easily, delineating the blue region in
Fig. 3a.127 At these concentrations, ice formation is avoided even for
slow cooling rates (qc E 10 K min�1) yielding a rather homo-
geneous glass. In terms of structure the state of water in the
solution corresponds to pure amorphous water either in the HDA
or VHDA (very-high density amorphous ice) state, as deduced from
Raman spectroscopy135 and neutron scattering experiments.136

VHDA represents the third polyamorph of water, forming at
high-pressure conditions (41 GPa).137

At x o 0.12 ice crystallization speeds up appreciably. Thus,
solutions below the eutectic composition experience competition
between crystallization and vitrification. At x o 0.09 (R 4 10,
white area in Fig. 3a) ice formation is unavoidable using standard
cooling rates (qc r 103 K min�1) that can easily be reached in
laboratories, e.g., by plunging the sample into liquid nitrogen.127

These cooling rates are employed to distinguish the glass-forming
region (blue and parts of the red area in Fig. 3a) from the non-
glass forming region (white area).24 Consequently, in the non-
glass forming region ice crystals begin to segregate while the water
content in the remaining supercooled solution decreases, low-
ering the melting point of ice. For instance, for x = 0.05 and
qc = 100 K min�1 ice crystallization increases solute concentration in
the remaining liquid, until the melting line of ice intersects with the
glass transition line, typically at 0.12 o x o 0.14 (7.1 4 R 4 6)129

and T E 137 K. Below this temperature freeze-concentration
comes to a stop, the freeze-concentrated solution is reached
and vitrifies upon further cooling. Ultimately, a solid mixture of
pure hexagonal ice and glassy patches of freeze-concentrated
LiCl–H2O solution (FCS) arises.

However, as nicely exposed in the early study by Angell and
Sare126 the behavior of LiCl–H2O is even more complex. Rather
than a crystalline substance also a second liquid may segregate
from the parental liquid upon cooling (red area in Fig. 3a). In
their work, aqueous LiCl solutions of x = 0.09 (R = 10) are
quenched at qc E 103 K min�1 127 to 77 K at ambient pressure
(liquid–liquid immiscibility point IMM in Fig. 3a). Instead of
forming a homogeneous glass the LiCl solution separates into
two distinct parts, a water-rich and a salt-rich glass. Accordingly,
the mixtures obtained in the red segment are composed of water-
rich amorphous solids, reminiscent of LDA, and concentrated
solution (CS, with x E 0.12–0.14, just like the FCS).126 Angell and
Sare further showed that upon heating, the water-rich LDA-like
state crystallizes while the CS simply exhibits a glass transition.
This purported immiscibility of two liquids with different
concentrations in LiCl–water solutions sparked considerable
interest in the field and its consequences are still a topic of
debate.126,127,132,138–143

The only way to avoid ice formation for dilute solutions
x o 0.09 (R 4 10) is the use of hyperquenching89,111,112

(qc 4 106 K min�1). Yet, at these high rates, the LiCl–water
solutions appear to still phase-separate into water-rich domains
and CS. Phase separation is inferred from Raman spectra of
vitrified solutions for x = 0.005–0.091 (R = 200–10), which can be
expressed as linear combination of the scans of pure LDA and
(vitrified) LiCl–H2O solution of x = 0.14 (R = 6).131 Because of the
presence of LDA domains this region is depicted in red in
Fig. 3a, including the small red segment (IMM) studied by

Fig. 3 Schematic diagrams indicating the final state of samples obtained after cooling LiCl–water solutions to 77 K using different mole fractions x,
pressures p and cooling rates qc. (a) Effect of qc on solutions with different mole fraction x cooled at 1 bar. (b) Effect of qc on dilute solutions (x E 0.05,
dashed line in (a)) cooled at different pressures p. In addition, the constant temperature processes PIA and AAT are indicated by arrows. For clarity
high pressure crystalline states are neglected. The white regions correspond to mixtures of ice I and freeze-concentrated glassy solution (FCS, 0.12 o
x o 0.14). Red (or blue) regions indicate non-crystalline solutions with water in an LDA-like (or HDA-like) state. FCS and CS are characterized as HDA-like
containing significant amounts of salts. Points and arrows represent experiments: ref. 130 and 131 for HYP, ref. 126 for IMM, ref. 129 for PIA, original data
from the present work for AAT, ref. 132 for PVI1 and ref. 133 and 134 for PVI2.
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Angell and Sare.126 The rapid phase segregation upon hyper-
quenching is striking as it implies that LiCl is barely soluble
in LDA. This low solubility is consistent with the numerical
simulations of Corradini et al. on the NaCl–H2O system (see
Section 2.2).47,144–148

The phase separation into two non-crystalline parts
described above has been observed in the glass state. Similar
findings have also been obtained in the supercooled liquid
state. Such a liquid–liquid separation in LiCl aqueous solutions
was reported using neutron scattering methods. Specifically,
using transient grating experiments, Bove et al.149 showed
the onset of phase segregation at T = 190 K, in solutions of
LiCl–water for x o 0.14 (R 4 6). Below T = 190 K, the
homogeneous solution separates into domains of concentrated
solution and short-lived nanometer-sized water-rich domains.
This represents the high-temperature analogue of observations
in the hyperquenched states. However, it still remains unclear
whether phase separation in salty solutions relates to the LDA–
HDA separation in pure water or is simply a separation into two
distinct solutions of different concentration.

2.1.2 Isobaric cooling at high pressure. Fig. 3b details the
non-equilibrium states reached by cooling a pressurized
solution of x E 0.05 at various rates. The figure is based on
several experimental studies132–135,150–152 whereas numerical
studies have not been done in this context. On first sight, it
becomes clear that Fig. 3a and b resemble each other very much,
even though the former plots the states in dependence of x and
the latter in dependence of p. This testifies that electro-restrictive
forces of ions and external pressure have similar effects.153 Other
than the cooling experiments at ambient pressure described in
Section 2.1.1 most isobaric cooling experiments were done in the
pressure range 0.2–0.5 GPa (points PVI1 and PVI2 in Fig. 3b).
Pioneer work on vitrified pressurized dilute LiCl–H2O solutions
was undertaken by Kanno132 who used a specialized high-
pressure differential thermal analysis (DTA) apparatus developed
by Angell and co-workers.154 Kanno quenched LiCl solutions of
x E 0.05 (R = 20) at p = 0.25 GPa and qc E 180 K min�1. The
nature of the samples was assessed based on heating experi-
ments. When heating the solution at ambient pressure the DTA
scan is similar to the scan of pure water (see bottom curve in
Fig. 4), displaying two exothermic peaks. In fact, the location of
the first exotherm at 1 bar is very close to the one reported by
Amann-Winkel et al. for the transformation of pure HDA to
LDA.83 Thus, we assign the low-T peak to the transition of water
within the solution, from HDA to LDA, while the high-T peak
signals cold-crystallization of LDA to ice I. In this context, cold-
crystallization is defined as a crystallization event of a super-
cooled liquid or amorphous solid that occurs upon heating, but
has not occurred in the previous cooling run of the liquid. Even
though Kanno was not aware of the similarity of his scan and the
one of HDA83 this finding clearly shows that the high-pressure
quenched sample contains HDA and is thus located in the blue
region in Fig. 3b (PVI1). The appearance of HDA is also sup-
ported by the observation that cooling pure water at similar
pressure (0.3 GPa) leads to HDA, not LDA.113 Furthermore, Suzuki
and Mishima134 confirm the presence of HDA based on Raman

and differential scanning calorimetry (DSC) on pressure-vitrified
aqueous LiCl solutions with x o 0.10 recorded at ambient pressure.

With increasing pressure, two distinct glass transitions
gradually appear in the DTA scans (marked by arrows in
Fig. 4). The double glass transition at p = 0.18 GPa is strong
evidence that the solution is exhibiting liquid–liquid immisci-
bility during the isobaric cooling process and hence, is
composed of two phase-separated glasses, one of which resem-
bles pure HDA. By contrast solutions quenched at ambient
pressure126,131 (cf. Section 2.1.1) contain pure LDA as one of the
two separated glasses. The first glass transition Tg,1 marked by
an arrow in Fig. 4 matches the glass transition temperature of
pure HDA at 0.10 and 0.18 GPa (reported to be 140 � 5 K and
145 � 5 K, respectively106) very well. The second Tg observed by
Kanno (see Fig. 4) at E155 K and 0.18 GPa pertains to the
pressurized CS which does not crystallize. Please note that
Kanno132 originally interpreted the double glass transition
differently: the first Tg was assigned to the near-eutectic
solution and the second Tg to a water-rich component, without
taking HDA-like states into consideration.

Additional evidence that isobaric quenching of LiCl–water
solutions at high pressures leads to phase-separation into a water-
rich HDA state and a salt-rich HDA-like state is provided in ref. 133.
Here, dilute LiCl–water solutions (x = 0.021–0.091, R E 10–50) were
cooled under pressure ( p = 0.5 GPa) at qc E 104 K min�1 (PVI2,
Fig. 3b), and resulting vitrified aqueous solutions were character-
ized using Raman spectroscopy. Remarkably, for more concen-
trated solutions, the Raman scans can be expressed as linear
combinations of the Raman spectra of pure HDA and the spectra
of highly-concentrated LiCl–water solutions. The segregation into
water-rich and concentrated solution naturally becomes more
pronounced with increasing mole fraction of LiCl. Due to the
spectral similarity of concentrated (HDA-like) solution and pure
HDA it remains unclear if HDA is free from dissolved LiCl.133

Fig. 4 In situ DTA scans of x E 0.05 (R = 20) LiCl–H2O solution vitrified at
0.25 GPa with qc E 180 K min�1, then reheated at various pressures with a
scanning rate of 8 K min�1. The figure is adapted from ref. 132.
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2.1.3 Pressure-induced amorphization (PIA). The possibility to
reach high-density amorphous states by pressurizing ice I at 77 K
has been known since 1984.109 However, for frozen salt solutions
this route was not studied until 30 years later when Ruiz et al.129

prepared glasses by PIA of crystallized LiCl–water solutions. For this
reason the study provides a new perspective on the ambiguities
presented above. PIA of LiCl–H2O solutions can be studied at
x o 0.12 (eutectic point) since the phase behavior of the solution
at higher concentrations is dominated by the salt and ice formation
does not occur with qc = 15 K min�1 (see Fig. 3a).155 However, upon
slowly cooling solutions with x o 0.12 at ambient pressure patches
of ice crystals precipitate, trapping FCS in between them. At low
temperatures the FCS vitrifies, producing a LiCl–H2O glass of near-
eutectic composition threading through the network of ice crystals.
It is unclear whether this mixed crystalline/glassy sample homo-
genizes upon pressurization or stays segregated. Ruiz et al.129 find
that the hexagonal ice in the mixture exhibits pressure-induced
amorphization just like pure water while the FCS mainly acts as a
spectator. As a result, the sample is not homogeneous after PIA but
contains two HDA-like solids: one that is rather pure, forming via
ice I, the other containing salt.

For samples quench-recovered to 1 bar, X-ray analysis and
low temperature DSC scans closely resemble the ones from
pure water HDA samples. Signs for FCS are seen in the DSC
scans in the form of a weak glass transition. Interestingly, the
latent heat of the HDA - LDA transition per mole of water
stays constant, even when the salt fraction is increased. This
implies that not only the pure ice patches but also the water
bound in FCS undergoes a transition upon heating at ambient
pressure at the polyamorphic transition. The state attained after
this transition cannot be pure LDA because it never cold-
crystallizes upon further heating. Ruiz et al.129 suggest that this
state is of low-density with significant amounts of salt embedded.
By contrast, previous publications conclude that hydration water
is forced into the HDA structure through the influence of ions
even at ambient pressure.134–136,156 These apparently conflicting
interpretations might be reconciled in different ways: (i) the
polyamorphic transition occurs in the FCS part of the sample
yet does not result in LDA but an LDA-like state of increased
density; (ii) the transition in the FCS is not polyamorphic but
continuous, slowly releasing enthalpy upon heating; and/or
(iii) the transition is associated with water molecules being
expelled from the salty solution, leaving behind a glassy solution
of x = 0.14 (LiCl�6H2O) containing all the unfreezable water.

To distinguish between these scenarios currently not enough
information is available and further experiments are required,
e.g., annealing of PIA samples below the polyamorphic transi-
tion would allow to exclude either (i) or (ii).

2.1.4 Polyamorphism in LiCl–H2O solutions
Proposed p–T–x state diagram. Fig. 5 shows a p–T–x diagram

suggested by Suzuki and Mishima134 detailing the polyamorph-
ism in LiCl–H2O (assuming ice formation can be avoided). The
diagram is similar to a combination of Fig. 3a and b but leaving
out the cooling rate dependence. Hence, it is valid for the
comparatively long time scale given by qc E 20–40 K min�1.134

Here, the p–T plane (at x = 0, cf. Fig. 1) is the well-known

non-crystalline state diagram of water based on the LLPT
hypothesis (assuming ice formation is avoided). Similarly, the
T–x plane (at p = 0), corresponds to the (non-crystalline) state
diagram of binary LiCl–H2O solutions at 1 bar. As described in
the previous sections, cooling of LiCl–water solutions may lead
to phase separation even without crystallization (indicated as
the red immiscibility region). The most intriguing feature in
Fig. 5 is the presence of an immiscibility dome connecting the
ambient pressure immiscibility (colored in red) to the LLPT line
in pure water (dashed lines). To explain the dome let us envision
a solution at x = 0.05 pressure-vitrified at p = 0.3 GPa: Suzuki and
Mishima134 regard such samples to be rather homogeneous,
composed of LiCl dissolved in HDA (HDA–LiCl). Upon isothermal
decompression at 130 K the dome is entered just below E0.2 GPa
where almost salt-free LDA segregates from the HDA–LiCl.151,152

The involved separation resembles the polyamorphic HDA -

LDA transition in pure water supplemented by changes in salt
concentration. Parts of the solvent water transform from an HDL-
like to an almost pure LDL-like state (path AAT in Fig. 3b). By
contrast, decompression above 150 K leads to crystallization (not
covered in the non-crystalline state diagram shown in Fig. 5).
Thus, the proposed critical point at the apex of the dome (red
point in Fig. 5) is not accessible in these experiments because it is
preempted by crystallization. Note that crystallization to ice I only
appears after the HDA - LDA AAT upon decompression.151,152 In
other words LDA/LDL is found to be the mother of ice, as nicely
phrased by Bullock and Molinero.157 This is also consistent with
the findings of Bove et al.149 where nanophase segregation into
water-rich clusters of low density and salt-rich solution occurs
upon decreasing temperature after which ice I can grow.

A different state diagram emerges when inspecting the work
by Kanno,132 particularly as presented here in Fig. 4. According
to Kanno132 liquid–liquid immiscibility is even found for PVI
samples. That is, additional states would need to be present in
the state diagram. This means that Fig. 5 might represent a
simplification of a more complex scenario, where also HDA-like
states show separation into almost pure HDA and CS (HDA-like
structure). Upon decompression at 130 K (from 0.3 GPa), both
domains need to be considered individually. In the water-rich
segments of the sample HDA transforms to LDA just like in
pure water whereas the salt-rich CS is hardly affected. It
remains an open question which of the two scenarios is closest
to reality, specifically, whether the transition to pure LDA upon
decompression originates from pure HDA or HDA–LiCl.

Glass transition temperatures. One may now wonder whether
the co-existing states are liquid or glassy at 140–150 K. This query
requires knowledge of all three glass transition temperatures,
namely for LDL, pure HDL (or HDL–LiCl) and near-eutectic CS.
The glass transition temperature of CS (x = 0.12, R = 7.1) is
E136 K at 1 bar,127 similar to Tg of pure water.83 Tg(CS) barely
depends on the initial concentration of solute127 (see also Tg line
in Fig. 5). For x = 0.048 Tg(HDL) is estimated to be around 140 K
at 0.1 GPa,101,152 compared with Tg(LDL) E 130 K at 1 bar.130,158

All these Tgs are very close to the temperature range employed
in Mishima’s decompression experiments151,152 and vary by a
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few degrees depending on concentration, pressure and time
scale of experiment. Consequently, it is not clear whether the
transformations occur in the liquid, glass or mixed liquid–glass
state. In the mixed case several scenarios are possible, namely
(i) HDA expels pure LDL, (ii) HDL expels LDA which turns into
LDL upon further decompression and (iii) HDL expels LDA
which remains LDA. The latter is excluded based on the findings
by Giovambattista et al.159 who show that Tg of LDA decreases
with increasing pressure. Whether LDA or LDL is expelled
depends most importantly on the time scale of the experiment,
and whether HDA or HDL is present at the onset of the transition
additionally depends on the choice of salt concentration.

Up to today it remains contested how the salt influences the
Tg of the LDA-type states, where the type of preparation
determines the outcome. For hyperquenched LDA samples Tg

for dilute solutions (x o 0.09, R 4 10) shows complex behavior
involving a minimum and maximum as a function of x. This
indicates an interplay of plasticization and anti-plasticization
of the hydrogen bonding network caused by ions.127 In contrast
such behavior is not observed for LDA samples prepared
starting from hexagonal ice.158 This indicates that the distribu-
tion of ions is different in the different types of LDA samples.
Possibly, there is not enough time for the ions to be expelled

from LDA in the hyperquenching experiment (leading to a
supersaturated amorphous state), whereas there is ample time
for samples prepared based on slow procedures. Also for
pressure-vitrified samples two distinct scenarios have been
discussed: Kanno132 regards them as two immiscible solids
whereas Mishima and Suzuki101,133,134,151,152 rather convey
them to be homogeneous, namely LiCl dissolved in HDA
(HDA–LiCl). HDA–LiCl shows the glass transition temperature
as depicted by the black Tg line in Fig. 5.127 Once Tg intersects
with the co-existence dome the homogeneous solution sponta-
neously decomposes according to HDA–LiCl - LDA + CS. That
is, the glass transition line develops into phase segregation
where the driving force is the insolubility of ions in the LDA
matrix.131,151,152,160

This finding is corroborated by investigation of the melting
line of ice IV under pressure.161 The solubility of salt in solution
can be assessed based on the melting point depression. A
sudden melting point depression is observed in case of melting
ice IV to HDL–LiCl above 0.1 GPa, conforming that LiCl is
soluble in HDL/HDA. By contrast no such depression is found
when ice IV melts to LDL below 0.1 GPa. This immediately
suggests that the salt dissolved in HDL is responsible for the
depression whereas LDL is immiscible with LiCl. The change in

Fig. 5 Non-crystalline state diagram of LiCl–H2O adapted from ref. 134. The dome (red: T–x plane at ambient pressure, black dashed lines: p–x plane at
100 K) separates regions in which solvent water appears as HDA- or LDA-like. This immiscibility dome appears as the LLPT line in the p–T plane where the
red dashed line indicates a smooth connection. Additionally, the homogeneous nucleation temperature of emulsified solutions TH, the Tg line of
homogeneously vitrified solutions and the amorphous–amorphous transition line TAAT from HDA-like to pure LDA are shown. Please note that this
picture might be an oversimplification (see text).
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melting behavior upon variation of pressure locates the LLPT
line near 0.1 GPa in LiCl–H2O.

Reversibility of the LDA 2 HDA transition. The work of
Mishima151,152 is based on decompression experiments of glassy
solutions vitrified under pressure. However, compression/
decompression cycles probing the reversibility of the transfor-
mation between HDA 2 LDA transformation in LiCl–water
solutions have not been reported. Such experiments were per-
formed for the case of water at T = 130–140 K.91 Since LiCl tends
to suppress the formation of ice, a natural question is whether
the reversible LDA 2 HDA transformation in LiCl–water solu-
tions can be observed at T 4 140 K. Extending Mishima’s work
we here report new experiments on compression/decompression
cycles probing for the reversible HDA 2 LDA polyamorphism.
Our pressure-cycling experiments might answer the question
whether the phase separation is driven by water or the salt. In
the former case the phase segregation indicates polyamorphism
akin to pure water whereas in the latter case the dome is
unrelated with an LLPT in a single component. Furthermore,
the presence of the salt might raise the crystallization tempera-
ture of the amorphous samples allowing for measurements
extended to higher temperatures in the non-crystalline state.

Specifically, we follow a similar protocol to the one used
by Mishima91 to investigate polyamorphism (LDA 2 HDA).
Volume curves for both pure water and an x = 0.04 LiCl–water
solution are shown in Fig. 6. The main point of Fig. 6 is the
abrupt volume change at p E 0.45 GPa during the compression
of both pure water and the LiCl–water solution which signals
the LDA - HDA first-order-like transition. During decompres-
sion, HDA transforms back to LDA at p E 0.05 GPa, i.e., there is

hysteresis between the up- and downstroke transition. The
similarity between the pure water and LiCl–water curves in
Fig. 6 immediately reinforces the notion that the dome in Fig. 5
is caused by polyamorphism in water. Just like in neat water
(black curve) both the stepwise volume increase during com-
pression (LDA - HDA) and stepwise decrease during decom-
pression (HDA - LDA) are also observed for LiCl–H2O (red curve).

The double-arrows in Fig. 6 indicate the volume change
during the transformation. Adding salt to water (x = 0.04) has
the effect of reducing the volume change during the transfor-
mation, relative to the case of pure water, i.e., changes in the
sample height (d) are 1.51 and 1.27 mm for pure water and the
LiCl–water solution, respectively. This leads to a reduction in
volume change of (1.51–1.27)/1.51 � 100% E 16% indicating
that there are less water molecules in the solution that partici-
pate in the LDA 2 HDA transition. We note, however, that if
one assumes that (i) the glassy solution is composed of water
domains and domains of LiCl–H2O FCS (x = 0.12–0.14, R E 7.1–6),
and that (ii) the water molecules in the FCS domains do not
participate in the polyamorphic transition, then the volume
change in the glassy solution should be E28%, relative to the
case of pure water. The fact that the volume change during the
transition decreases by only E16% with addition of salt, leads
us to believe that the FCS solution also densifies during
compression, which is consistent with the work of Suzuki and
Mishima.162 In other words, the reversible polyamorphic tran-
sition seems to take place between pure LDA and HDA while
near-eutectic LiCl–H2O patches simply densify continuously.
Perhaps, even slow mixing of FCS with HDA might be the case.
This conclusion is supported by our additional experiments
(not shown here) at higher decompression temperatures. Just
like in pure water raising the temperature from 140 to 142 K
results in crystallization of HDA to ice IX.163 That is, the salt
does not help to extend the polyamorphic transition to higher
temperatures, which reinforces that the polyamorphic transi-
tion takes place in pure water patches, with the salty patches
acting as spectator only. The same conclusion was given as a
conjecture by Mishima152 who observed that the transition
pressure of HDA - LDA remains unaffected by the addition
of salt (which is corroborated in Fig. 6).

Polyamorphism at higher pressures: HDA 2 VHDA? In pure
water besides LDA and HDA polyamorphism also HDA and
VHDA polyamorphism is debated vividly.28,137 VHDA can be
interconverted reversibly with HDA via different thermo-
dynamic paths.110,137 The HDA 2 VHDA transition is not well
understood and it has been speculated that this continuous
transformation can be due to a (third) critical point in water
buried deep in the glassy state.165

Relevant to this work, we note that HDA–VHDA polyamorphism
was also probed in LiCl–water by Bove et al. at near-eutectic
concentrations (x = 0.14, R = 6) utilizing neutron scattering as
well as computer simulations.136 The experiments indicate a
reversible transition from HDA–LiCl to VHDA–LiCl involving
a very small density change. This finding was confirmed by
both ab initio and classical MD simulations. According to the

Fig. 6 Reversible cycling between low- and high-density amorphous
water states in pure water (black) and in x = 0.04 LiCl–H2O solution (red).
Densification is indicated as double-headed arrow. 300 mL of solution were
slow quenched (qc E 10–100 K min�1) at 1 bar to 80 K, compressed
isothermally at 80 K (PIA in Fig. 3b) and annealed following the protocol of
Winkel et al.93 In the next step the HDA/LiCl sample was decompressed at
140 K and recompressed at 125 K (path AAT in Fig. 3b) following the protocol
of Loerting et al.164
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simulations the transition is associated with an increase of the
coordination number of Li+ from 4.25 in HDA–LiCl to 5.25 in
VHDA–LiCl. Interestingly, it was found that the underlying
molecular-level mechanism involves one water molecule moving
into the first hydration shell of the Li+ ions during the compres-
sion process and not a Cl� ion. However, this pressure-induced
transformation is ten times broader than in pure water,164

covering a p-interval of E1.5 GPa. For comparison, MD simula-
tions of pure water during the LDA - HDA transformation at
similar conditions show that the glass–glass transformation
expands over a p-range of only 0.1–0.3 GPa115,117 or even less.166,167

The smoothness and small density change in the HDA–LiCl -
VHDA–LiCl transformation, relative to the LDA - HDA first-
order like transition in pure water, supports the view where the
reported glass–glass transformation in LiCl aqueous solutions
with R = 6 is not related to the LLPT between LDL and HDL in
pure water. For a solution of R = 6 one may expect only E1–2
water molecules between ions, assuming that the solution is
homogeneous and no phase separation occurs. At such high
concentrations, it is not possible to distinguish a hydration
layer surrounding the ions separated by bulk-like water
domains. That is, the movement of one water molecule from
the second hydration shell to the first that characterizes HDA–
VHDA polyamorphism is not possible. If the goal of studying
water glass polymorphism with salts is to suppress ice for-
mation while maintaining, somehow, the glass–glass transfor-
mations of bulk water, then much smaller concentrations (such
as x = 0.04 used for the study of LDA 2 HDA polyamorphism in
Fig. 6) are required.

Paraphrasing, the experiments by Bove et al.136 are driven by
changes in the distribution of ions but unrelated to water
polyamorphism. Similar conclusions apply to the study of
Suzuki and Mishima162 on vitrified solutions of x = 0.11. That
glass polymorphism is not necessarily related to an LLPT at
higher temperatures is also found in computer simulations
of some water models, such as SPC/E, where a smooth LDA -

HDA transformation is observed114,159 but an LLCP/LLPT, if it
exists, may be located deep in the glassy state.63–65 In addition,
we note that the relationship between glass and liquid poly-
morphism can depend on additional factors such as the pre-
paration process of the starting glass (see, e.g., ref. 90, 116, 118,
168 and references therein).

2.2 NaCl–H2O

In a series of publications, Corradini and collaborators47,144–148,169

studied the phase behavior of NaCl–water solutions in the liquid
state, over a wide range of T and p using MD simulations. Four
(dilute) solutions are considered, x = 0, 0.0119 (R = 250/3), 0.0240
(244/6) and 0.0364 (R = 238/9), covering for instance the typical salt
concentration in seawater (x E 0.0098).47 In all cases, the MD
simulations are performed using the TIP4P water model.66 The
main focus of these studies is to search for the existence of an
LLCP in NaCl solutions. Corradini et al.47 estimate that, for pure
TIP4P water, an LLCP exists at pc = 150 MPa, Tc = 190 K and
rc = 1.06 g cm�3. In particular, as shown schematically in Fig. 7,
they find that the LLCP shifts towards lower p and higher T as x

increases. Interestingly, the LLCP is located at negative pres-
sures in all solutions studied and, at the highest concentration,
the LLCP is very close to the liquid - vapor spinodal line. In
addition, increasing x has the effect of shrinking the LDL–HDL
co-existence region (area between spinodal (dashed) lines in
Fig. 7), expanding the HDL stability region towards low
pressures while shrinking the LDL domain.47,144 It follows
that adding NaCl to TIP4P water stabilizes HDL at low p
and T, which is consistent with experiments on LiCl–water
solutions.135,136,151,152,170 From a molecular point of view, the
addition of NaCl to water was found to barely influence the
water–water radial distribution functions. The small effects
of adding salt to water that were detectable in the average
structure of the solutions resemble the effect of increasing the
external pressure on pure water.145

We note that the LLCP in (pure) TIP4P water reported in
these studies occurs at very low temperatures, in the super-
cooled liquid regime,47 where equilibration times can become
relatively large. In this regard, the computer simulations of
ref. 47, 144, 146, 148 and 169 are rather short (o40–50 ns) and
hence, longer MD simulations may be necessary in order to
directly confirm the existence of an LLCP in TIP4P water as well
as in the associated NaCl aqueous solutions. Nonetheless, there
is strong evidence in ref. 47, 144, 146, 148 and 169 at higher
temperatures, i.e., in the equilibrium liquid state, that supports
the results summarized in Fig. 7. Specifically, as shown in Fig. 1,
if the LLCP shifts towards lower p and higher T, one would
expect a similar shift in the lines of kT, cV and cp maxima with
increasing x. After all, at low temperatures, all these supercritical
lines must meet at the Widom which connects to the LLCP.
Although not necessary, one may also expect a similar shift in
the TMD line as concentration increases. Corradini et al. show
that, indeed, at all concentrations studied, the kT and cV maxima
meet at low temperatures in the p–T plane close to the estimated
LLCP.47,144,146,148,169 Similarly, the TMD line shifts towards lower
p and T, as x increases (see Fig. 7).144,146

Fig. 7 Schematic diagram based on MD simulations144 illustrating the effects
of increasing the salt concentration on NaCl–water solutions (x increases
from blue to green color). In the case of pure water, the LLCP is located at
pc and Tc (blue lines). Adding NaCl shifts the LLPT and LLCP into the negative
pressure domain and shrinks the LDL–HDL co-existence region between the
two spinodals. At sufficiently large concentrations, the LLCP is expected to
move below the liquid–gas spinodal lines, effectively vanishing.
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The MD simulations of NaCl aqueous solutions also show an
FSDC when the system crosses the cV-maxima line upon iso-
choric cooling at low pressures.148 This is important because an
FSDC has been found in water models such as ST2 and TIP5P78

that also exhibit an LLCP (see Table 1). The available data
suggest that the FSDC in the studied NaCl aqueous solutions
also shifts towards lower p and larger T with increasing x, as
one would expect from Fig. 7.148

We note that the MD results for the NaCl solutions are in
agreement with the experiments of Archer and Carter122 on
NaCl–water solutions with x r 0.0975 (R = 9.3), at ambient
pressure and T Z 202 K. Specifically, it was found that the TMD
line can be observed only up to x E 0.0348 (R = 28). At x 4 0.0348
crystallization interferes. The simulations show that both the TMD
and cp maxima lines shift towards lower T as the salt concentration
increases. Similar results were also found by Holzmann et al.171

who studied the effect of x and p on the behavior of NaCl–water
solutions via MD simulations of TIP4P-Ew water. They also find
that increasing x and/or p shift the TMD line towards lower T.
We would like to note, however, that from the experimental
perspective, the presence of an FSDC in salt–water solutions is
still under extensive debate.172–180

An independent study of NaCl–water solutions related to the
presence of liquid polymorphism in aqueous solutions was
performed by Longinotti et al.181 In this work, replica exchange
MD simulations of NaCl–water solutions are presented for
p = 0.1 MPa, in a T-range corresponding to the equilibrium
and supercooled liquid. Concentrations are limited to low
values, x = 0.00343 (R = 872/3), 0.0115 (R = 858/10), 0.0233
(R = 838/20). These MD simulations employ the TIP5P-E water
model182 for which the LLCP is accessible to equilibrium
simulations and is well-characterized. The LLCP in this model
is located at pc = 310 MPa, Tc = 210 K and rc = 1.09 g cm�3.48 In
addition, the ion force field employed in this work is specifi-
cally designed for TIP5P-E water.183 Longinotti et al. focus on
the effects of x on the TMD line, cp-maxima line, and the FSDC
at p = 0.1 MPa (cf. Fig. 1). They observe that, consistent with the
work of Corradini et al.,144,146 all these supercritical lines shift
towards lower T (at p = 0.1 MPa) with increasing amounts of
NaCl. Interestingly, the results of Longinotti et al. are different
from the picture provided in ref. 144 where the (TIP4P) LLCP
moves to negative pressures with increasing x. If the LLCP in
solutions of TIP5P-E water and NaCl was also located at negative
pressures, cooling the solution at normal pressure should
lead to a HDL - LDL phase transition upon cooling. Instead,
Longinotti et al.181 only find a cp-maxima line which is incon-
sistent with the presence of an LLCP at p o 0.

The above named differences could very well be the result
of the different force fields used. Indeed, one of the main
challenges in classical computer simulations is the unknown
sensitivity of the results to the force fields employed. It follows
that results from classical computer simulations have to be
taken with caution. Even in the case of pure water, different
water models that show liquid polymorphism may exhibit the
LLCP at different p and T (see Table 1). In the case of ion–water
solutions, the force field chosen to represent the ion–ion and

ion–water interactions provide additional complexity.184,185 For
example, in the case of KCl–water solutions, different ion force
fields can induce ion aggregates in biomolecular systems
independently of the water model.186 In the case of LiCl–water
solutions, Aragones et al.187 show that simple modification in the
treatment of the ion–ion short-range interactions (i.e., Lennard-
Jones) can lead to large improvement in the structure of the salt–
water solution relative to experiments and even influence the
tendency of ions to cluster (phase separate). For the case of TIP4P
NaCl–water solutions, Corradini et al.146 compared results
obtained in TIP4P water and NaCl employing two different force
field for the ions and found that their MD simulation results are
not sensitive to the ion force field.

A different approach to study the effect of salt on polyamorphism
of water was used by Biddle et al.188 By performing theoretical
calculations starting from the two-state thermodynamics model for
pure water189 they found that increasing NaCl concentration signifi-
cantly decreases the critical pressure while having barely an effect on
the critical temperature.188 The LLPT model by Biddle et al.188 fits
the experimental cp data of Archer and Carter122 on NaCl–H2O
solutions well. This demonstrates that the measured behavior of
cp is consistent with the occurrence of a LLPT.188

2.3 Other salt solutions

Glassy aqueous solutions of salts other than LiCl and NaCl have
been studied intensely in experiments. Yet, these studies do
not address the possibility that the corresponding solutions
exhibit polyamorphism and/or an LLPT. Instead, homogeneous
nucleation temperatures and glass transition temperatures are
usually measured. As for the case of LiCl–water solutions,
crystallization is common in dilute solutions at ambient pressure
and standard cooling rates (qc r 103 K min�1, see Fig. 3a). Only
for high salt content these solutions can easily reach the glass
state (glass-forming region).24 Angell and co-workers determined
the glass-forming region for various chloride,127 nitrate127,190 and
acetate solutions.191 For none of the salts, very dilute amorphous
solutions were accessed. Additionally, they measured the homo-
geneous nucleation temperature TH in emulsified aqueous alkali
halide solutions as a function of pressure.192,193 Compared to
pure water, TH of ice is in general lower for salty solutions where
the smaller ions have the largest effect.194 This is because smaller
ions exert larger electro-restrictive forces and a higher pressure on
the surrounding water molecules.

Glass transition temperatures were determined for hyper-
quenched dilute aqueous solutions, namely LiCl (see Section 2.1.1),
LiI, NaCl, CsCl, MgCl2, LiBr, KBr and tetra-n-butylammonium
bromide.195 Remarkably, Tg decreases on the initial addition of
the solute, reaches a minimum value, and then increases again.
This is rather unusual in glass physics since the simple case is
characterized by the Gordon–Taylor equation not allowing
for any extrema in Tg.196 The location of the minimum is
characteristic for each solute.195 This indicates two competing
effects: a loosening of the H-bond network thereby lowering
Tg (‘‘plasticization’’), and an ‘‘anti-plasticization’’ which is
believed to relate to H-bonding with solutes, hydration of ions
and stability of ion pairs, causing an increase in Tg.195 In this
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context, vitrified dilute nitrate197–201 and perchlorate197,202 solu-
tions show more direct contact between ions (‘‘contact-ion pairs’’)
whereas solvent-separated ion pairs are depleted compared to the
liquid. The change of Tg(LDA) with changing x suggests that the
ions are still contained in LDA for hyperquenched samples,
possibly because the ions are kinetically trapped in an unstable
state that would otherwise demix.

Non-ideal mixing suppresses water anomalies and hence,
prevents a straightforward extrapolation of data obtained for
solutions (x 4 0) to the case of pure water (x = 0).122–124 In
recent work, however, Zhao and Angell203 show that hydrazinium
trifluoroacetate, a salt consisting of a weak-field cation and a
simple anion, mixes almost ideally with water. In addition, they
claim that crystallization is avoided in a rather concentrated
solution (x = 0.156) during the cooling process with qc = 20 K min�1.
The key finding is a sharp spike in heat capacity both on cooling
and subsequent heating at E185 K and 1 bar which is interpreted
as an LLPT. On the basis of the ion concentration employed, the
authors estimate an effective pressure for water within the solution
(at the observed LLPT) of 0.15–0.20 GPa.204,205 This is consistent
with recent calculations, locating the LLPT of pure water between
186 K and 198 K at p = 0.15–0.20 GPa.39,189 Interestingly, with
increasing solute concentration the heat capacity spike disappears,
leaving behind a simple step in cp(T) as it is observed in common
glass-forming aqueous solutions.203 This change from LLPT to glass
transition may be related to the switch from water- to salt-
dominated behavior upon increase of concentration. Finally, this
observation is consistent with experiments on pure water by
Winkel et al.,93,107 who suggest a decompression-induced LLPT
at 0.076 GPa and 140 K.

The apparent first-order transition occurring in the hydrazinium
trifluoroacetate aqueous solution was further probed using infrared
studies and MD simulations.206 Most importantly, upon super-
cooling at 1 bar a discontinuous shift of the OH-stretch band
position to higher frequencies is observed at E190 K, as expected
for a first order LLPT. The spectra of the high-temperature and low-
temperature liquid are similar to pure LDA and HDA, respectively.
Crystallized samples, however, exhibit a different IR pattern.
Evidence based on diffraction that this LLPT is indeed between
two liquids is missing, though. In the future, it would be interesting
to check for the absence of, e.g., crystalline hydrates based on
diffraction experiments. Additionally, a systematic study of the
purported LLPT as a function of pressure, e.g., compression/decom-
pression cycles similar to the ones done by Mishima91 would
improve our understanding for the relation of this transition to the
LLPT in pure water. If the interpretation is correct one would expect
cp to show a broader and flatter maximum upon dilution, associated
with the crossing of the Widom line, rather than a spike, associated
with the LLCP. Yet, this remains open to be demonstrated.

3 Solutions of alcohols in water
3.1 Glycerol–H2O

Glycerol (C3H8O3) has a widespread application in many
industries207 including cosmetics, cryopreservation (e.g.

ref. 208–211 and references therein), food212 and even manu-
facturing of adhesives, synthetic plastics and explosives.213 The
ability to promote supercooling has also opened a vast field for
fundamental science. Glycerol molecules compete with water for
hydrogen bonds by effective integration into the H-bond network,
ultimately leading to the suppression of water crystallization.214

The detailed underlying processes still remain elusive up to the
present day. However, much effort has been made to fully
characterize the complex phase behavior of aqueous glycerol
solutions. The equilibrium phase diagram is of the eutectic type
where the eutectic composition of x E 0.28 (R E 2.6) freezes
around 225 K.215 By contrast to many salts glycerol (like glycerol-
rich aqueous solutions) does neither form any hydrates nor
crystallizes as a pure component. It is rather an excellent glass
former with a Tg E 190 K. As for the case of LiCl–water, the
behavior of glycerol–water solutions in the glass and supercooled
liquid state is poorly understood, where states not shown in the
equilibrium phase diagram are involved. Our discussion on
glycerol–water follows closely the discussion of Section 2 for
LiCl–water. In Section 3.1, we describe the glassy states attained
in experiments upon cooling the solutions at low- (Section 3.1.1)
and high-pressure (Section 3.1.2). The pressure-induced trans-
formations PIA and AAT are discussed in Section 3.1.3. MD
simulation studies on glycerol–water are collected in Section 3.1.4,
and Section 3.2 comprises low temperature studies in alcohol–
water solutions other than glycerol.

3.1.1 Isobaric cooling at low pressure
Glycerol-rich region: x = 0.38–1.00 (R = 1.6–0). In highly-

concentrated glycerol–water solutions no signatures of poly-
amorphism and LLPT are found, in fact, the phase behavior and
dynamics are relatively simple. Specifically, at all cooling rates the
solutions can be vitrified without signs of ice formation (except
when seeded). Broadband dielectric spectroscopy (BDS) studies on
glycerol–water mixtures above x = 0.60 display only one main
relaxation process.216,217 The T-dependence of the corresponding
relaxation times follows the Vogel–Fulcher–Tammann equation80

(non-Arrhenius regime) indicating that the solutions are fragile (in
the fragile/strong classification of liquids24). The maximally
freeze-concentrated solution (MFCS), defined as the intersection
of the Tg(x) line and the extrapolated Tm(x) line, has been found to
be at x = 0.38 (R = 1.6).215–224 At and below this concentration,
there are enough water molecules available to form hydrogen
bonds with every OH group of the glycerol molecules.214

Intermediate region: x E 0.17–0.38 (R E 4.9–1.6). At 0.17 r
x r 0.38 there are enough water molecules in the solution that
allow for the formation of water domains at low temperatures.217,225

Accordingly, in the case of very slow cooling rates (qc o 1 K min�1,
beyond the range in qc shown in Fig. 9a) these solutions phase-
separate into ice and domains containing water and glycerol
during the cooling process.221,224 As soon as ice crystals start to
precipitate the supercooled glycerol–water domains become
more and more concentrated until the corresponding concen-
tration reaches the MFCS of x = 0.38. This phase separation
upon crystallization is also observed in more dilute solutions
(x o 0.17). However, already moderate cooling rates (E10 K min�1)
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lead to full vitrification. Although phase separation can be
prevented upon cooling, cold-crystallization becomes inevitable
upon reheating. It was suggested that cold-crystallization
of an x E 0.20 solution yields a novel two-dimensionally
ordered structure of ice.226–228 However, the existence of a new
2D ice phase is ambiguous because of the striking similarity to
cubic ice.228–230

Since crystallization can still easily be avoided in glycerol–
water solutions at x E 0.17–0.38, it is natural to ask whether
these solutions can exhibit liquid and/or glass polymorphism at
low temperatures. This question was addressed by Murata and
Tanaka in ref. 229. They presented experimental evidence of an
isocompositional LLPT without macroscopic phase separation
in glycerol–water solutions with x E 0.17 which sparked
particular interest in the field.231,232 However, the evidence
for such an LLPT in glycerol mixtures near these concentrations
has been challenged. Murata and Tanaka interpret microscopy
images upon cooling the liquid solution (liquid I) to show
transformation into another liquid (liquid II) of the same
composition. They observe two types of mechanisms, nuclea-
tion and growth of liquid II at 180 K or spinodal decomposition
of liquid I at 173 K. Upon reheating, the two liquids were
reported to exhibit different glass transition temperatures. Murata
and Tanaka concede that liquid II contains nanometre-sized ice
crystals which grow to macroscopic size only at temperatures as
high as 205 K, i.e., far above the observed LLPT. Based on Raman
data of pure LDA and HDA at 30 K they suggest that liquid II is
tetrahedrally ordered and thus relates to LDL of pure water
whereas liquid I connects more to an HDL state. In both liquids
glycerol molecules are mixed homogeneously with no sign of
phase separation during the transition.

Soon after the experiments of Murata and Tanaka229 other
groups investigated glycerol–water solutions at low tempera-
tures, searching for the purported LLPT. In particular, Suzuki
and Mishima230 focused on the ‘‘transformation of liquid I to
II’’ using Raman spectroscopy. They pointed out that the
conclusions by Murata and Tanaka mentioned above are ques-
tionable since it is ‘‘inappropriate that the 170 K-recorded
Raman spectra are compared with the Raman spectra of two
amorphous ices which are recorded at different temperature of
E32 K’’. According to Suzuki and Mishima230 the glycerol–H2O
glass of x = 0.17 rather resembles a state fluctuating between
LDL and HDL, instead of a pure HDL state as proposed by
Murata and Tanaka.229 More specifically, Suzuki and Mishima230

regard this state to be supercritical, above the LLCP at 150 K (see
Section 3.1.2). This supercritical fluid converts to what appears
to be cubic ice at 170 K after 30 minutes. In other words, Murata
and Tanaka might have observed crystallization of glycerol–
water, rather than an LLPT.

The latter view is backed by independent findings of
Popov et al.222 and Zhao et al.223 In both works the LLPT was
reassigned to crystallization, where the second glass transition
relates to the MFCS (x = 0.38) but not to a liquid of the same
composition x = 0.17. At x = 0.17 immediate crystal growth is
avoided upon cooling with moderate rates, but formation of ice
nuclei is not. When reheated, the glassy matrix containing the

nuclei first devitrifies at Tg E 160 K, and subsequently the ice
nuclei grow. This cold-crystallization causes the remaining
glycerol–water solution to freeze-concentrate until the MFCS
is reached. This MFCS shows a Tg E 175 K, and thus, explains
the second glass transition observed by Murata and Tanaka
near 170 K. It is not valid however, to view this composition
change induced by cold-crystallization as an LLPT.

In a recent work we performed detailed experiments on
amorphous glycerol–water and also conclude that solutions
at x Z 0.20 do not exhibit polyamorphism.224 To show this,
we include in Fig. 8 (red curve) the DSC scan of a glycerol–water
glassy solution of x = 0.20 at 1 bar. This DSC scan shows a glass
transition at Tg E 160 K followed by cold-crystallization at
E225 K. There are no signs of an HDA - LDA (AAT) exotherm
before cold-crystallization intervenes. Tg E 160 K in Fig. 8 (red
curve) implies a glycerol content somewhere in between x = 0
(Tg = 136 K)105 and x = 0.38 (Tg,MFCS = 175 K, black curve).
Furthermore, we find that samples with x = 0.20 quenched at
ambient pressure to E80 K do not experience a sharp poly-
amorphic transformation upon isothermal compression (see
also Section 3.1.3).224 This is because the samples contain water
that is already in an HDA-like state at ambient pressure as
opposed to the LDA-like state proposed by Murata and
Tanaka.229 In the state diagram shown in Fig. 9a the solutions
at x = 0.17 and 0.20 are, thus, located in the HDA-dominated
domain (blue).

Despite these arguments doubting the existence of an LLPT
in glycerol–water solutions with x = 0.17–0.20,222–224,230 recent
vibrational spectroscopy studies233 initiated reconsideration
along the lines of Murata and Tanaka.229 Upon keeping liquid
I for 100 min at 170 K the time-dependence of the transforma-
tion obeys the Avrami equation with an exponent n = 2.9. This is
similar to the exponent reported for the purported LLPT in
triphenyl phosphite (n = 3)234 but different from the exponent
associated with crystallization of the liquid at 195 K (n = 1.7)

Fig. 8 DSC heating scan at 1 bar (30 K min�1) of a glassy x = 0.20 glycerol
solution vitrified at 30 K min�1 and ambient pressure (red curve) or
produced by pressure-induced amorphization at 77 K (black curve).
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and cold-crystallization of glassy water (n = 1.5 at o150 K‡).
The exponents n o 2 were interpreted as nearly completed
nucleation just before diffusion controlled growth of spherical
particles.236–238 However, an exponent n = 3 is also expected
for interface-controlled cold-crystallization.§ That is, similarity
of exponents alone is not a sufficient criterion to conclude
whether the solution is evolving via an LLPT or precipitation of
ice. In addition, it is not clear whether triphenyl phosphite
indeed exhibits an LLPT or not (e.g., formation of an inter-
glacial phase239–241). In other words, the Avrami kinetics of a
genuine LLPT is not known. In fact, the vibrational spectra
above the alleged LLPT closely resemble the crystallized liquid,
and so it still holds that the liquid–liquid transition was
mistaken for crystallization of nanocrystals (small enough not
to induce turbidity).

Water-rich region: x E 0.00–0.17 (R = N–4.9). As the glycerol
mole fraction decreases below x = 0.17, crystallization becomes
more and more favorable over vitrification (see white area in
Fig. 9a).216,217,222,225 Thus, most experiments in this concentration
region focus on crystallized solutions.216,217,221,222,224,225 The only
technique known to avoid crystallization in dilute solutions is
hyperquenching. In fact, we are only aware of the hyperquenching
experiments by Hofer et al.195 in which Tg was determined for
glycerol–water (and other solutions) with x = 0–0.05. Interestingly,
Tg(x) for glycerol–water solutions exhibits a minimum as observed
in the case of salty water.195 This points to a homogeneous
sample of LDA containing glycerol, just like in the case of
hyperquenched LiCl solutions. By contrast to the case of LiCl

the LDA–glycerol solution might be intrinsically stable, without
the tendency to demix at higher temperature. In simulations
vitrification can easily be achieved due to the accessible high
cooling rates. This facilitates studies on glassy states of dilute
glycerol–water as is elaborated in detail in Section 3.1.4.

Let us now move on from hyperquenched glassy solutions to
partly crystallized glycerol–water solutions. Not surprisingly,
they exhibit complex dynamics. Specifically, three main dielectric
relaxation processes are observed as opposed to the single one in
concentrated solutions (x Z 0.38).216,217,225 They are attributed to
relaxation of (i) domains of pure hexagonal ice and (ii) MFCS, and
to the (iii) so-called temperature-drift anomaly (see black line in
Fig. 8).217,221,225 The origin of the drift anomaly is still under
debate, but it has been observed for all partly crystallized solu-
tions below x = 0.38.217,221,224,225 In DSC scans the drift anomaly
appears above 200 K and overlaps with melting (see black curve in
Fig. 8 for an example). Feldman and co-workers216,217,222,225

explained the temperature-drift anomaly by proposing the for-
mation of a layer of non-crystalline, interfacial water between ice
and MFCS that constantly exchanges water molecules with its
surroundings. Consequently, the observed feature was regarded
as a second glass transition.217,225 On the other hand, Inaba and
Andersson221 dismissed a second glass transition by pointing out
that the resulting Tg would be unfeasibly high. Not even inclu-
sions of pure glycerol (Tg E 185 K) could exhibit glass transitions
at such high temperatures let alone pure water (Tg E 136 K).
Instead, they suggested that the temperature-drift anomaly is due
to ice formation through cold-crystallization immediately followed
by ice melting, similar to observations made for sucrose–water.242

In using optical microscopy Bogdan et al.243 even observed
simultaneous melting and cold-crystallization of citric acid
solutions and explained this finding by the presence of two
different freeze-concentrated solutions: the first one produced
by microscopic cryo-concentration in between small crystals,

Fig. 9 Schematic diagrams indicating the final state of samples obtained after cooling glycerol–water solutions to 77 K using different mole fractions x,
pressures p and cooling rates qc. (a) Effect of qc on solutions with different mole fraction x cooled at 1 bar. (b) Effects of qc on dilute solutions (x E 0.05,
dashed line in (a)) cooled at different pressures p. In addition, the constant temperature processes PIA and AAT are indicated by arrows. For clarity high
pressure crystalline states are neglected. The white regions correspond to mixtures of ice I and (maximally) freeze-concentrated glassy solution ((M)FCS,
x r 0.38). Red (or blue) regions indicate non-crystalline solutions with water in an LDA-like (or HDA-like) state. Points and arrows represent experiments:
ref. 195 for HYP, ref. 224 for PIA, ref. 230 for PVI/AAT and original data in the present work for AAT.

‡ We note that Bruijn et al.233 cite Avrami exponents from Hage et al.235 at 155 K
while Hage et al. report the crystallization kinetics of HGW (LDA) below 150 K.
§ Avrami exponents in general depend on the type of experiment, e.g., in surface
sensitive techniques such as spectroscopy one dimension is lost, decreasing the
exponent by one.
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the second one produced by macroscopic cryo-concentration at
the moving crystallization front. Thus, assuming similar beha-
vior for glycerol–water the drift anomaly might be cold-
crystallization of a more dilute freeze-concentrated solution,
while a more concentrated one starts to melt.

3.1.2 Polyamorphism in samples produced by pressure-
vitrification (PVI). The main advantage of studying glycerol–
water solutions under pressure is that pressure tends to suppress
the formation of ice, even for dilute solutions. Specifically,
Fig. 9b shows the state of the solutions (glassy or crystalline)
after isobaric cooling to 80 K at different p and qc. Cooling the
solution at p = 0.3 GPa a slow rate qc E 40 K min�1 is sufficient
to avoid crystallization for concentrations as low as x = 0.05
(path PVI). This provides a unique opportunity to explore poly-
amorphism in water-rich solutions of x r 0.17. Liquid and
glass polymorphism in glycerol–water was studied in detail
by Suzuki and Mishima for pressure-vitrified mixtures with
x = 0.02–0.12.230 Upon isothermal decompression of the
so-prepared HDA-like mixtures, LDA-like states could be produced
at p = 1 bar (T E 140–150 K). In particular, they show that the
LDA-like and HDA-like solutions can be reversibly transformed

into one another by isothermal compression/decompression
cycles, just as LDA and HDA in pure water.

By analyzing the hysteresis of the polyamorphic transition at
different temperatures and concentrations, a co-existence
region of high- and low-density glass states can be accessed
(see red dome in Fig. 10). Suzuki and Mishima locate the
LLCP in solution, at a given x, as the highest temperature of
the co-existence region, i.e., they define the LLCP as the point
where the polyamorphic transition in the glycerol–water system
disappears. For example, at x E 0.135, the LLCP is determined
to be around p E 0.045 GPa and T E 150 K (red circle in
Fig. 10).230,244

The existence of a two-phase region (red dome in Fig. 10) has
already been proposed by Biddle et al.188 (see Section 2.2) based
on thermodynamic arguments about the LLPT. The main
difference in the p–T–x state diagrams proposed for glycerol–
water (Fig. 10) and LiCl–H2O solutions (Fig. 5) is that, in the
case of glycerol, there is no immiscibility dome at ambient
pressure. Immiscibility occurs only at p E 0.1–0.2 GPa. In other
words, there is miscibility of glycerol, but immiscibility of LiCl
with LDA-like solvent water states at low p.

Fig. 10 Non-crystalline state diagram of glycerol–water. In black: the glass transition temperatures Tg of homogeneously vitrified solutions from
ref. 218, and the LLCP of pure water (black circle) with the co-existence line between HDL and LDL from ref. 245. In red: polyamorphic behavior of
emulsified PVI samples from ref. 230 and 244 with the homogeneous nucleation temperature TH, the cold crystallization temperature Tx, the LLCL
spawning from the pure water critical point, and the LLCP of x = 0.135 solution at 150 K and 0.045 GPa (red circle). In blue: polyamorphic behavior of PIA
bulk samples heated at 1 bar according to ref. 224 with the polyamorphic transition TAAT, the cold-crystallization temperature Tx and the end of
polyamorphism at x 4 0.15. The LLCP from ref. 230 is connected to the end of polyamorphism from ref. 224 via the grey line nearly parallel to the
pressure axis, highlighting the liaison of both studies.
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Indeed, it has been proposed that the LLCP of pure water in
the p–T plane (x = 0) originates a line of LLCPs in the p–T–x
space (red dashed line in Fig. 10). This liquid–liquid critical line
(LLCL) moves towards lower T and p as x increases and extra-
polates to T = 0 K at x E 0.15. It follows that, as x - 0.15, the
LLCP of the glycerol–water solution moves into the glass domain
and hence, the LLPT vanishes. Consequently, the observation of
the AAT requires the vitrification of dilute solutions, but cannot be
observed in the intermediate, i.e., glass-forming region (blue
region in Fig. 9a). Procedures such as PVI, PIA or HYP are
necessary to study polyamorphism in glycerol–water solutions.

Further support for the model of Biddle et al.188 is provided
by Raman data of Suzuki and Mishima230 suggesting that
glycerol is integrated homogeneously into water’s H-bond net-
work, both for the HDA and LDA matrix. Thus, the AAT may
genuinely occur at constant x, i.e., is isocompositional. This
contrasts the behavior in salty solutions as, e.g., described in
Section 2.1.4 for the case of LiCl–H2O, where pure water
domains and concentration changes are involved in the AAT.

In addition, Suzuki and Mishima conducted more detailed
Raman studies on the polyamorphic transition in glassy glycerol–
H2O solutions with x = 0.07 as a function of temperature.246

When heating pressure-vitrified samples at ambient pressure the
backbone of glycerol displays significant changes depending on
whether the solvent water is in an HDA-like or LDA-like state.
In particular this change in glycerol conformation is observed
concomitantly with the polyamorphic transition, suggesting that
water polyamorphism may also affect the structure and dynamics
of solutes (e.g., alcohols, polymers, proteins247–252).

3.1.3 Polyamorphism in samples produced by pressure-
induced amorphization (PIA). Samples obtained by PIA of
crystallized solutions yield results that are largely consistent
with results obtained for PVI samples prepared by cooling at
0.3 GPa.230 In aqueous glycerol solutions, PIA is in general
possible as long as pure hexagonal ice precipitates from the
solution. At 1 bar, this can be achieved by cooling glycerol–
water solutions with x r 0.32 and using sufficiently slow
cooling rates.224 Unsurprisingly, PIA of crystalline solutions
produces a high-density amorphous mixture where water is in
an HDA-like state. As explained below, experiments suggest
that glycerol is integrated into the HDA matrix during the
compression process.224 Among others this is derived from
the increase of the onset pressure at which the crystallized
solution becomes amorphous with increasing glycerol content.

When the HDA samples obtained by PIA are recovered and
heated at 1 bar, the HDA - LDA transition takes place only at
x r 0.15 although PIA still occurs in more concentrated
solutions. At 0.15 o x r 0.32 one broad cold-crystallization
exotherm is observed around 140–160 K, followed by the glass
transition of restored MFCS (see black curve in Fig. 8 for the
x = 0.20 solution). That is, glass polymorphism at 0.15 o x o
0.32 does not occur since LDA is suppressed at these concen-
trations. The absence of AAT/LLPT at x 4 0.15–0.20 is reflected
in Fig. 10 where above the critical concentration (x E 0.15)
the LLCL cannot be crossed, no matter the chosen pressure
and temperature.

The dominance of HDA/HDL-like components at such con-
centrations (emphasized in Fig. 9b) goes hand in hand with
glass forming properties.215 A preference for HDA/HDL states
implies the suppression of crystallization because LDA/LDL is
the precursor to ice I151,157 (see Section 2.1.4). In Fig. 10 it is
evident that the HDA - LDA polyamorphic transition at 1 bar
shifts to slightly higher temperatures upon adding glycerol
whereas LDA crystallization shifts to lower temperatures.224

Consequently, the HDA state is stabilized over LDA with
increasing x. The progress towards the high-density component
is confirmed by very recent Raman experiments hinting that
dissolved glycerol has a similar effect on the structure of water
as pressure does.244 This is similar to the case of aqueous
electrolyte solutions,153 e.g., LiCl–H2O (see Section 2.1.4), albeit
without electro-restrictive forces but H-bonding as the source of
the internal pressure.

In Fig. 11 we present novel data on the volume change
associated with compression/decompression cycles in solu-
tions with x = 0.04 (see Section 2.1.4 for similar experiments
on LiCl–H2O). The main goal is to test whether the LDA 2

HDA (AAT) transformation found by Suzuki and Mishima230

using homogeneous glassy samples prepared by PVI can also be
observed in the heterogeneous samples prepared by PIA. The
sudden density change at p = 0.06 GPa for the downstroke and
at p = 0.45 GPa for the upstroke (red curve in Fig. 11) signifies
the AAT in both directions. The similarity with the volume
change of pure water under the same process (black curve in
Fig. 11) indicates that the transformations observed in the
mixture are due to water switching between LDA-like and
HDA-like states.

This comparison shows (i) the densification for the LDA -

HDA transition in glycerol–water solutions is smaller than in

Fig. 11 Sample height changes upon decompression of HDA (140 K) and
compression of LDA (125 K) for 300 mL x = 0.04 glycerol–water solution
(red curve) and 300 mL pure water (black curve). The step height in
glycerol–H2O is reduced by E23% compared to pure water as indicated
by the double-headed arrows. Cylindrical samples of 8 mm in diameter
were prepared by PIA at 77 K followed by annealing at high pressures.
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pure water and (ii) the LDA - HDA transformation is smoother
when glycerol is present. Identical volumes of x = 0.04 glycerol–
water solutions and pure water contain roughly the same
number of water molecules. Thus, one would expect almost
identical densification at the polyamorphic transition. However,
the sample height changes are 1.51 mm and 1.17 mm for pure
water and the glycerol–water mixture, respectively (double-
arrows in Fig. 11), i.e., the volume change during the LDA 2

HDA transformation decreases roughly by 23% when glycerol is
added (x = 0.04). This implies that not all water molecules
experience the polyamorphic transition in the solution. The
non-polyamorphic water molecules are in fact the ones that are
trapped in the MFCS. These water molecules would account for
E10% total step height decrease. However, Fig. 11 shows
E23% difference in step height between black and red curves
(see double headed arrows).

This can be explained by considering that (i) there are water
molecules in the solution that do not exhibit polyamorphism
(see Section 3.1.1), e.g., water molecules located in the inter-
phase (between MFCS and water domains), or (ii) by a smaller
density difference between the LDA and HDA water domains
within the glycerol–water than in the case of pure water. Our
MD simulations show that adding glycerol considerably
increases the density of the LDA solution while barely changing
the density of the HDA solution,253 supporting scenario (ii).
Scenario (i) seems unlikely, since one would need more water
molecules trapped in the interphase than in the MFCS. This
would imply unreasonably large volumes of interphase in
x = 0.04 glycerol–water. That is, we interpret these observations
in the sense that the sample formed at high pressure by
PIA consists of MFCS and HDA, which upon decompression
converts to MFCS and LDA, where the LDA contains glycerol
molecules, such that the LDA density significantly increases
with increasing x. We note that our earlier experiments224 and MD
simulations,253 as well as available experimental results230,244,254

confirm that glycerol is soluble both in LDA and HDA. These
observations are in striking contrast to LiCl–H2O: whereas the
difference in step height is slightly overestimated for LiCl–H2O
(see double headed arrows in Fig. 6), it is underestimated for
glycerol–water.

Next, we discuss briefly the crystallization temperature Tx

of glycerol–water solutions prepared by different methods.
Depending on the procedure followed for sample preparation
glassy glycerol–water solutions exhibit noticeable differences in
Tx (which is not surprising since glasses in general are history-
dependent materials). The crystallization temperatures of glycerol–
water samples during isobaric heating are shown in Fig. 10 at
1 bar (T–x plane) for samples formed via PIA (Tx,PIA, blue
dashed line) and PVI (Tx,PVI, red line). The spread between
Tx,PIA and Tx,PVI is remarkable. In particular, we note that the
PVI samples always crystallize at much higher temperatures
than PIA samples (E30 K difference at x = 0.17). Crystallization
commences well above the Tg of a homogeneously vitrified
solution at 1 bar218 for the PVI samples but below Tg for the PIA
samples. These differences in Tx can be due to three distinct
causes: (i) PIA leads to heterogeneous amorphous samples

consisting of water-rich and solute-rich domains, where crystal-
lization of the water-rich domains takes place first, at tempera-
tures similar to pure water; (ii) ice nucleation is triggered by the
interphase224 or remnants of the process of PIA;255,256 or,
(iii) an HDA-like sample does not experience the polyamorphic
transition but instantly crystallizes to ice I. We regard (iii) to be
unlikely since pure HDA samples are known to crystallize to
high-pressure ice modifications (such as ice IV and ice XII).257

(ii) was shown to occur for pure water as an increase of Tx by up
to 11 K was observed after removal of nanocrystalline domains
through annealing.255,256 It is doubtful, however, whether the
nanocrystalline/amorphous interphase in glycerol–water can
also be removed with a similar procedure. (i) seems to be the
most plausible explanation as complete homogenization after
PIA is rather unlikely. This represents the main difference
between samples prepared by PVI and PIA.

3.1.4 Polyamorphism in glycerol–H2O solutions from
computer simulations. The polyamorphic behavior of glassy
aqueous solutions containing small molecules remains mostly
unexplored in computational studies. In a recent work, we
employed MD simulations to study the pressure-induced
LDA - HDA transformations in glycerol–water mixtures.253

Specifically, we studied the pressure-induced LDA - HDA
transformation at various temperatures using the TIP4P/2005
water model and two glycerol models. The TIP4P/2005 water
model exhibits a relatively sharp LDA - HDA transformation at
low temperatures reproducing qualitatively the LDA - HDA
transformation found in experiments.91 This is an important feature
of the TIP4P/2005 water model given that the compression/
decompression rates accessible to MD simulations are much
faster than the rates accessible to experiments; see Section 1
and ref. 119, 253 and 258 for a discussion of the rates used in
MD simulations.

In order to study the LDA - HDA transformation in
glycerol–water solutions, we first prepare glassy configurations
at T = 80 K and p = 0.1 MPa, see Fig. 12a. These glassy mixtures
are obtained by cooling an equilibrated (liquid) solution at
constant pressure (p = 0.1 MPa) with a cooling rate qc = 1 K ns�1.
At this cooling rate, crystallization is avoided and the aqueous
solutions appear to be homogeneous. Instead, in the experi-
ments of ref. 224, the cooling rates are slow, qc o 1 K min�1,
and crystallization takes place at x r 0.38. The glassy solutions
obtained using the HYP process in the MD simulations are
comparable to the ones prepared by Suzuki and Mishima230

using PVI, since in their experiments, the glasses are homo-
geneous and free of ice. The glasses prepared at p = 0.1 MPa
and T = 80 K are then compressed at a compression rate of
100 MPa ns�1 (see Fig. 12b). During compression, at T = 80 K,
the glassy solutions transform to the HDA state. However, the
transformation becomes smoother with increasing glycerol
content and the LDA - HDA transition in the mixtures is not
observable for approximately x 4 0.05. The underlying reasons
for this are that (i) the density of the starting glassy mixture at
p = 0.1 MPa increases rapidly during the preparation process
(Fig. 12a), while (ii) the densities of the HDA solutions at
p 4 1000 MPa are practically independent of the glycerol
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content (x r 0.10), see Fig. 12b. In other words, the starting
glasses cannot reach an LDA state during cooling and they
become more HDA-like with increasing x. The MD results are
consistent with experiments that show that the LDA - HDA
transformation in glycerol–water mixtures is undetectable for
approximately x 4 0.10–0.12.230

Regarding the decompression-induced HDA - LDA transi-
tions, the simulations in ref. 253 show that this transformation
is very smooth in glycerol–water mixtures, barely detectable at
T 4 120 K, and occurs at negative pressures. At comparable
conditions, T E 140–155 K and x o 0.10–0.12, the experiments
of ref. 230 indicate that the density change during the HDA -

LDA transformation is relatively sharp and it occurs at positive
pressures.224,230,246,254 At the currently accessible compression/
decompression rates in MD simulations, HDA does not seem to
convert back to LDA at T r 120 K even if negative pressures are
considered. Instead, the density of HDA decreases continuously
until the glass finally fractures at p E –800 MPa. This is
not inconsistent with the experiments of ref. 224 where it is
shown that, upon decompression of the HDA-like mixtures, no
transformation back to a less dense state occurs at T = 77 K and
p 4 0 MPa. We note that the MD simulations are able to
reproduce the qualitative effects of varying T and x reported in
experiments.224,230 Specifically, increasing T leads to a reduction
of the hysteresis in r(p) during a compression–decompression
cycle and increasing the glycerol content to smoother changes
in r(p) during the LDA - HDA transformation. Interestingly,
the results from the MD simulations were robust, not sensitive
to the glycerol model used, even when the specific conforma-
tions adopted by the different glycerol models in the glass state
differ.253,259

One of the main contributions of MD simulations is to
provide a molecular-level description of the LDA - HDA
transformation in the glass states, information that is not easily
accessible in experiments. The structural changes accompanying
the LDA - HDA transformation in pure water are well-known
(see, e.g., ref. 260–262). Interestingly, similar structural changes
are observed in the TIP4P/2005 glycerol–water mixtures. For
example, Fig. 13 shows the water oxygen–water oxygen (Ow–Ow)
radial distribution function in the LDA and HDA mixtures for
x E 0.03. During the LDA - HDA transformation (black curves)
the HB network collapses with roughly one molecule displacing
from the second hydration shell of LDA (r E 4.5 Å) toward the
first hydration shell (r E 2.8 Å), filling the first interstitial shell
(r E 3.5 Å). One may wonder, if similar structural changes occur
next to glycerol’s OH groups. To show that this is indeed the case,
we include in Fig. 13 (red lines) the RDFs of glycerol oxygens (Og)
around water oxygens. Fig. 13 demonstrates that during the
LDA - HDA transformation, glycerol Og atoms move closer to
their nearest water neighbors, from the neighboring water mole-
cule’s second shell (r E 4.5 Å) toward their first shell and filling
the corresponding first interstitial shell (r E 3–3.5 Å). However,
and not surprisingly, the changes in the Ow–Og RDFs (red lines)
are less pronounced than in the case of Ow–Ow RDFs (black
lines) since a water molecule next to an OH group of glycerol is
still surrounded mainly by other water molecules. We note that
the role played by the glycerol model is relevant at the molecular
level; specifically, the Og–Ow RDF is sensitive to the glycerol
model considered.253 Yet, for both models studied in ref. 253,
Og atoms tend to populate the interstitial space of the neigh-
boring water molecules (r E 3–3.5 Å) during the LDA - HDA
transformation, as shown in Fig. 13.

Fig. 12 (a) Density of glycerol–water solutions as function of temperature during cooling at p = 0.1 MPa from MD simulations (thin lines with error bars).
The solutions are equilibrated at T = 300 K for x 4 0 and T = 240 K for x = 0, and then cooled at rate qc = 1 K ns�1. Glycerol mole fractions are (bottom to
top) x = 0 (black and red), 0.0014 (green), 0.0095 (dark green), 0.0202 (red), 0.0306 (blue), 0.0395 (maroon), 0.0495 (magenta), 0.0701 (violet), 0.10
(orange), and 0.1301 (indigo). For comparison, included are the densities of the solutions in equilibrium (symbols). The solutions are in the equilibrium
liquid state at roughly T 4 200 K and in the glassy state at approximately T o 150 K. Each data point during the cooling simulation is an average over a
pressure window of 10 MPa and the error bars represent the standard deviation of the density over this p-interval. (b) Density as a function of pressure
during isothermal compression at T = 80 K of the glassy solutions prepared in (a). At all temperatures, increasing glycerol concentration reduces the
density change during the compression process. The LDA - HDA transformation can be identified at roughly x r 0.05. At higher concentrations, the
density of the starting glass is high, r Z 1.1 g cm�3. The compression/decompression rate is qp = 100 MPa ns�1. Reproduced from ref. 253.
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The similar collapse of the hydrogen bond (HB) network
between water–water OH groups and water–glycerol OH groups
is remarkable since it suggests that glycerol OH groups partici-
pate actively in the LDA - HDA transformation. In the case of
non-hydrogen bonding solutes, such as ions, it is hard to
imagine a shift of water molecules from a second hydration
shell to a first interstitial shell, analogous to the HB collapse at
water–water and water–glycerol OH groups. In this regard, the
collapse of the HB network between water and alcohol OH
groups makes alcohols rather special; alcohols allow for the
suppression of ice (to a degree that depends on the type and
the concentration of alcohol) while preserving the LDA - HDA
transformation, at least in dilute solutions. It follows from the
discussion above that molecules smaller than glycerol but with a
high density of OH groups are good candidates to observe water
glass polymorphism, provided they are also able to suppress
crystallization. Candidates include, e.g., hydrogen peroxide.

The effects of adding glycerol on polyamorphism of glycerol–
water solutions can also be estimated by looking at the super-
critical lines (r maxima, kT maxima and cp maxima lines, see
Fig. 1) in the supercooled solutions. For example, MD simula-
tions of TIP4P/2005 water and the glycerol model based on
ref. 263 show that the TMD line shifts towards lower tempera-
tures with increasing glycerol concentrations.259 This suggests
that adding glycerol to water tends to shift the LLCP to lower
temperatures. Such findings are also supported by experiments
since the densities obtained from these MD simulations in the
liquid state are in remarkable agreement with experimental
data for approximately x r 0.20. Indeed, the computer simula-
tions’ results and experiments of glycerol–water solutions
and brine–glycerol mixtures across the whole glycerol concen-
tration range264,265 indicate that the mixtures’ densities for

approximately T o 350 K are well described by the following
expression r(wg, T) = (1 � wg)r0

w(T) + wr0
g(T), where, r0

w(T) and r0
g

(T) are the densities of pure water and glycerol at temperature
T, respectively. Consistent with the observed shift in the TMD
line, ref. 259 also shows that adding glycerol shifts the com-
pressibility maximum and the cp-maximum towards lower
temperatures. In addition, we note that even for x r 0.05,
the diffusivity of TIP4P/2005 water in the solutions does not
show an FSDC, at least for T Z 210 K (p = 0.1 MPa); at all
concentrations the T-dependence of water diffusivity follows
the Vogel–Fulcher–Tammann equation.80,266

3.2 Other alcohol–H2O solutions

3.2.1 Experiments on LDA 2 HDA in polyols–water. The
glass transitions of vitrified aqueous alcohol/sugar solutions
have been well-studied over many years, especially in the
pharmaceutical sciences, e.g., ref. 242 and 267–272 to only cite
a few. Homogeneous vitrification, however, is only achieved in
rather concentrated solutions where polyamorphism is suppressed.
As of now the research on water’s polyamorphism is limited to the
work of Suzuki on the solutes ethylene glycol, glycerol (see above),
meso-erythritol, xylitol and D-sorbitol.244,254 Significantly extending
his previous work,230,246 Suzuki examined the polyamorphic
transition in dilute emulsified aqueous solutions of these polyols
(containing two to six hydroxy groups) in the range between
x = 0.02–0.05 (0.08 for ethylene glycol).254 That is, he performed
decompression and recompression experiments between 130 K
and 160 K on polyol solutions vitrified under pressure. In general
the polyamorphic transition is observed in most of the solutions in
this concentration range. However, near 150 K the samples tend to
crystallize, as compared to 142 K for pure, bulk water (without
emulsification), thereby hampering reversible cycling between
HDA-like and LDA-like at even higher temperatures.93,163 Only
the rather concentrated solutions and/or solutes with more
OH-groups (e.g. xylitol and D-sorbitol) still display the polyamorphic
transition both on compression and decompression above 150 K.
Generally, the transformation shifts to lower pressures with growing
x. This effect is more pronounced for solutes with more OH groups.
It is again possible to map co-existence regions of polyol solutions by
inspecting the pressure hysteresis as was done in the glycerol–water
study (see Fig. 10).230 The corresponding LLCPs are estimated for
ethylene glycol solutions at 145 K (due to intervening crystallization)
and for the remaining other solutes at 150 K.244

The critical pressure of the LLPT does not depend on the
type of solute but remains at 0.050� 0.005 GPa for all polyols. It
is however evident that polyamorphism vanishes at lower
concentrations for solutes with more OH-groups. This reflects
more water molecules being directly bonded to a single polyol
molecule, i.e., less water molecules remain to form a H2O-network.
Consequently, near the critical concentration water forms
mostly high-density states suppressing crystallization. Thus, it
is not surprising that the homogeneous nucleation temperature
TH is lower for solutes with more OH groups.254,273

3.2.2 Computational studies on the LLCP in methanol–
water. While there is solid evidence for the existence of LLCPs
in polyol–water solutions from the experimental side,230,244

Fig. 13 Radial distribution function of water (Ow) and glycerol (Og) oxygen
atoms around water oxygens Ow from MD simulations at T = 80 K and
p = 0.1 MPa, and x = 0.0306. During the LDA - HDA transformation, the
main change in both Ow–Og and Ow–Ow RDFs (red and black lines,
respectively) is the decrease of the peak located at r E 4.5 Å (second
hydration shell of water) and decrease in the depth of the minimum located
at r E 3.2–3.5 Å (first interstitial shell of water). The inset shows a
magnification of the most relevant region. Reproduced from ref. 253.
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corresponding MD simulations of alcohols other than glycerol253

are rather scarce. To our knowledge, the only computational
study is the work of Corradini et al.274 on the LLCP in methanol–
water mixtures based on the TIP4P/2005 water model and the
OPLS-AA model for methanol275 at two mole fractions, x = 0.05
and 0.10.

The LLCP in TIP4P/2005 water has not been directly
accessed at present as long simulation time scales are needed
to equilibrate this water model. At present, the location of the
LLCP in TIP4P/2005 water is estimated to be at 175–193 K (see
Table 1). For example, a recent equation of state for TIP4P/2005
water has been obtained using a two-state water model.54,58

This equation of state indicates that the LLCP should be
located at Tc = 182 K, pc = 170 MPa, and rc = 1.017 g cm�3.
Similarly, an equation of state for TIP4P/2005 water based on
the potential energy landscape approach predicts that Tc =
175 K, pc = 175 MPa, and rc = 0.997 g cm�3.55 In ref. 274,
evidence of an LLCP at low temperatures was found for
methanol–water solutions at x = 0.05 but not for x = 0.10. The
LLCP location is estimated to be Tc = 193 K, pc = 96 MPa, and
rc = 1.003 g cm�3. This conclusion is based on (i) extrapolation
of high-temperature isochores to low-temperatures, and (ii) the
development of an inflection point in the isotherms upon
cooling. The estimated LLCP location of the methanol–water
solutions is almost identical to the location of the LLCP in bulk
water in the early work of ref. 53. However, longer computer
simulation times at low temperatures are needed in order to
confirm the existence of an LLCP in methanol–water solutions
of TIP4P/2005. We note that the MD simulation data of ref. 274,
at the accessible equilibrium temperatures, are fully compatible
with the predicted LLCP in methanol–water mixtures. Specifi-
cally, this study shows that the methanol–water solutions exhibit
anomalous density maxima line in the p–T plane, as well as
kT-maxima and ap maxima lines at T 4 Tc. In particular, the kT

and ap maxima lines merge in the p–T plane upon cooling, as the
hypothesized LLCP location is approached, in agreement with
the scenario presented in Fig. 1.

The absence of an LLCP at x = 0.10 in ref. 274 is consistent
with the location of the TMD lines in the p–T plane obtained
for methanol–water solutions at different concentrations.
Specifically, the TMD line of these solutions shifts towards
lower temperatures as the methanol content increases, a result
that is consistent with experiments.276 The results from MD
simulations suggest that the features of the phase diagram of
water, including the LLCP, shift towards lower temperatures
with increasing amounts of methanol.

4 Other solutes in water
4.1 Polar solutes

4.1.1 Proteins. Recently, the concept of water polyamorphism
found its way into the field of biophysics as it was applied to
cooled hydrated protein crystals. In general, the water properties
are massively affected by the interaction with the protein. While
not accessible in bulk water the FSDC at ambient pressure was

inferred for protein hydration water.247,249,250 Going beyond
this dynamic transition, the work by Kim et al.248,277–281 tackles
structural transformations induced by pressure. When rapidly
cooling a pressurized (E0.2 GPa) protein crystal, ice formation
can be entirely avoided as indicated by X-ray studies.279,280

Interestingly, the solvent water shows a similar diffraction
pattern as HDA of neat water and features the transformations
to LDA and ice I when heated at 1 bar. In the aftermath of the
polyamorphic transition the protein crystal diffraction intensi-
ties decrease while simultaneously, mosaicity (i.e., the spread of
crystal plane orientations) increases, signifying crystal damage.
This trend is more obvious in protein crystals with high solvent
content, implying that the damage originates from transitions
in solvent water278 and not from X-ray radiation as it is the case
at ambient temperature.282,283

For pressure-vitrified protein hydration water the diffraction
profiles between 80 and 170 K can be expressed as a linear
combination of a high-density state at 80 K and a low-density
state at 170 K, suggesting an underlying first-order transition.277

The authors also argue that the unusually small changes in unit
cell volume can only be rationalized assuming liquidity of water
molecules during the transition, where the high mobility makes
them capable of leaving the protein crystal. An additional effect
that was not considered by the authors might be that the density
difference between the HDA- and LDA-state is diminished in the
presence of solute compared to pure water, as is the case in
glycerol–water solutions (see Section 3).253 The dynamical transi-
tion between conformational states in pressure-vitrified proteins
occurs already at very low temperatures (110 K) upon warming.248

This finding is striking, as such transitions have previously been
observed only around 180–240 K.284,285 Interestingly, at 110 K
also the polyamorphic transition of solvent water occurs.248,281

However, when avoiding the formation of HDA-type hydration
water by cooling an identical protein crystal at ambient pressure,
no increase in protein mobility is visible up to 180–240 K. Thus,
it seems that the HDA - LDA transition in pressure-vitrified
hydration water is accountable for the protein dynamical transi-
tion at cryogenic temperatures, whereas the mobility in LDA-type
hydration water is not sufficient to trigger the transition at 110 K.
One could speculate that this results from the water molecules
being more mobile in the HDA than in the LDA state. Indeed, it
has been shown that the dynamics in HDA near 110 K are two
orders of magnitude faster than in LDA,286 reaching the relaxa-
tion times of an ultraviscous liquid. That is, the mobility of water
is likely the driving factor for the conformational fluctuations of
proteins as it has also been suggested in various MD simulation
studies.287–289

The HDA - LDA transition kinetics also obeys the Avrami
equation236–238 implying an underlying mechanism of nuclea-
tion and growth, i.e., a first order transition between two
amorphous solids.277 That low-density amorphous domains
nucleate within the HDA-matrix, which then grow on the
expense of it, was shown by Tonauer et al.290 for the pure
water case. This requires the development of sharp interfaces
between two amorphous forms, a novel concept in glass physics
observed first by Mishima et al.291 and Winkel et al.107
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4.1.2 Tartrates. The mobility of water molecules at the
polyamorphic transition was further probed in pressure-vitrified
sodium potassium tartrate solution278 by manually cracking the
frozen phase and monitoring its evolution.281 The cracks persist
as long as water is in the HDA state but crack healing is observed
once the HDA - LDA transition is induced upon heating at
E120 K and 1 bar. By contrast, samples vitrified at ambient
pressure do not show crack healing until the LDA water
crystallizes.281 As crack healing requires rather high molecular
mobility this strongly reinforces the argument that HDA turns
into a mobile liquid at 120 K while LDA turns into a mobile liquid
just before crystallization near 150 K.90–93 This is consistent with
calorimetric glass transition temperatures for HDA83 and LDA.100

Unexpectedly, the amorphous solutions do not crystallize to ice
I but rather to host–guest compounds (type I clathrates) in
which the tartrate is trapped in ice cages.278 This suggests that
tartrate can be, just like alcohols, dissolved both in the HDA
and LDA matrix.

4.1.3 Hydrophilic-like monatomic solutes in a monatomic
water-like model. Binary aqueous solutions were also studied
by Le and Molinero160 based on the coarse grained ‘‘model of
water’’ (mW).292 mW is a reparametrization of the Stillinger–
Weber potential,293 and represents water molecules as ‘‘atoms’’
with anisotropic interactions. mW ‘‘molecules’’ interact via a
Lennard-Jones pair potential plus a three-body interaction term
that favors local tetrahedral arrangements of an mW molecule
and its four nearest-neighbors. mW calculations are fast
compared to calculations using full-atomistic water models,
including the TIP4P and SPC/E models, because they are based
on short range interactions and do not include explicit partial
charges (long-range interactions). Accordingly, mW is useful to
study slow processes in water, such as ice nucleation. However,
the absence of explicit charges can be problematic to model
ions. In the context of this perspective, mW is interesting
because it (i) clearly shows the existence of LDL-like and
HDL-like states at high temperature and (ii) does not exhibit
an LLPT/LLCP,294,295 since crystallization, which is hardly avoid-
able at low temperature, prevents access to a possible LLPT. This
provides a different scenario from the LLPT scenario of Fig. 1.
The smallest cooling rate that can be used to vitrify liquid mW
upon cooling at normal pressure is qc = 10 K ns�1 296 while the
smallest experimental rate that avoids crystallization is qc E
0.001–0.01 K ns�1.89,112 In the glass state, the LDA - HDA
transformation is very smooth, relative to full-atomistic poly-
amorphic water models, such as the ST2 model. Ref. 297 pre-
sents a scenario for glassy states of mW in which there is only a
single liquid and two amorphous states that meet at a triple
point rather than the LLCP scenario in other (full-atomistic)
water models.

Le and Molinero160 studied a binary mixture consisting
of mW and a generic hydrophilic solute S with mole fractions
x = 0–0.50. During out-of-equilibrium MD simulations the liquid
was vitrified at ambient pressure and qc = 10 K ns�1. Depending
on the solute concentration, three scenarios are distinguished:
(i) at x = 0.50, the solutions crystallize into a homogeneous
mW–S crystal of intercalated planes of S and mW molecules,

(ii) at x = 0.20–0.40, a homogeneous glass is obtained, and
(iii) at x = 0.05–0.15, a nano-segregated glass is formed. These
nano-segregated glasses consist of two domains with a char-
acteristic dimension of E5 nm. One domain resembles LDA,
the other consists of a concentrated glassy solution of S and
mW. The results of ref. 160 suggest that LDL is a poor solvent
for the hydrophilic solute S due to the tetrahedral order of LDL.
This forces the solution to phase-separate during the (fast)
cooling process (x = 0.05–0.15), leading to the formation of LDA
and glassy solution domains. Interestingly, Le and Molinero
further point out that the S–mW water solutions exhibit some
similarity with real LiCl–, NaCl–, and KCl–water solutions.131

Specifically, in both cases there is phase separation into LDA
and a salty glass even for hyperquenched samples, and the
fraction of LDA in the glassy mixtures decreases linearly with x.

Although the S–mW water solution is not truly a salt–water
mixture, these MD simulations present a picture of how phase
separation may occur in real aqueous solutions. In particular,
they show the important role that the presence of polyamorph-
ism may have in salty solutions at low temperatures. We note
that the effects of S–S and S–mW interactions should be taken
into consideration when interpreting these results. Specifically,
the generic hydrophilic solute S was not parameterized to
reproduce any salt and the S–S interactions are very weak
compared to S–mW interactions, which is not expected to be
the case for, e.g., Li+ and Cl� ions in aqueous solution.

4.2 Apolar solutes

Experimental studies on polyamorphism in the presence of
apolar solutes are scarce, or in fact non-existent. At least we
are not aware of any publication detailing the influence of
apolar solutes on the polyamorphic transition of water. This
would certainly be a topic worthwhile of study. However, both
MD simulations and thermodynamic approaches have been
pursued.

4.2.1 Hydrophobic-like solutes in a monatomic water-like
liquid. Computer simulations of atomistic core-softened pair
potentials have been used extensively in the past to elucidate
the qualitative behavior of the thermodynamic and dynamical
properties of water (see, e.g., ref. 74, 298 and 299). These pair
potentials involve a hard-core and a repulsive soft-core repre-
sented by a shoulder (see Fig. 14a). When parameterized
properly, core-softened pair potentials can reproduce many of
the anomalous features of water. One of the most successful
water-like pair potentials is the Jagla model299–301 (see Fig. 14a).
As shown schematically in Fig. 14b, the Jagla potential exhibits
a TMD line as well as the lines of maxima in cp, kT, and
diffusivity,302–305 consistent with MD simulations of full-
atomistic water models. In addition, it shows an LLPT and an
LLCP at low temperatures (Fig. 14b) and glass polymorphism
between LDA and HDA.78,300,301,305,306 Jagla-like pair potentials
can also exhibit pressure-induced amorphization of low-density
crystals and two glass transition temperatures,307–309 consistent
with experiments83,105,106 and computer simulations of full-
atomistic water models.115,159,166,167,258 However, contrary to
the case of full-atomistic water models, reported Jagla-like
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potentials exhibit an LLPT line with positive, null, or mildy
negative slope in the p–T plane (Fig. 14b), while full-atomistic
models only show a negatively sloped LLCP line. Jagla-like
models can also exhibit two kT maxima lines in the proximity
of the LLCP, instead of one.

Relevant to this work is that aqueous solutions of small hard
spheres in a Jagla-particle solvent describe many properties
of binary aqueous solutions containing small hydrophobic
solutes. Specifically, they can show a minimum in the solubility
of small hard spheres as function of temperature.310 This is
consistent with experiments of small apolar solutes, such as
alkanes and noble gases, in water where a solubility minimum
occurs at T E 310–350 K.310,311

MD simulation studies of hard-sphere solutes in a Jagla
solvent are reported in ref. 312 and 313. The model mixture
employed in these works is identical to the model system
studied in ref. 310. At the mole fractions, x = 0.10–0.50 with a
total of 1728 particles, the solutions do not phase-separate and
hence, the low temperature domain of the mixtures can be
investigated. In ref. 312, discrete MD simulations are used to
characterize the effects of concentration on the location of the
LLPT/LLCP. This study shows that (i) an increase in solute
concentration shifts the LLCP to lower T and higher p (see
Fig. 14c). In addition, (ii) all solutions studied exhibit an FSDC
upon isobaric cooling at T 4 Tc, in the proximity of the LLCP.
In particular, the Widom line shifts towards higher p and lower T
upon increasing x, consistent with the shift in the location of the
LLCP.313 (iii) In the case of x r 0.40, a TMD line is found which,
again, shifts towards higher p and lower T upon increasing x.
Interestingly, (iv) the shift of the LLPT towards higher p leads to a
stabilization of the LDL phase with increasing concentration and
a reduction of the co-existence region (Fig. 14c). The increased
stability of LDL in the presence of apolar solutes contrasts the
increased stability of HDL in ionic solutions.47,144–148

Points (i)–(iv) could be due to the fact that in the Jagla model
liquid, the LDL is a better solvent for the hard spheres
considered.312 Interestingly, the MD simulations of ref. 48,

based on TIP5P-Ew water and argon-like particles, also show
that the solubility of the argon-like solute in TIP5P-Ew water is
higher in LDL than in HDL.

We note that, when extrapolating the results of aqueous
solutions based on the Jagla model to real aqueous solutions,
one must take into consideration that the slope of the LLPT
is positive, dp/dT|LLPT 4 0, while dp/dT|LLPT o 0 in full-
atomistic water models that show polyamorphism. The value
of dp/dT|LLPT specifies the entropy difference between LDL
and HDL. Indeed, the Clapeyron equation indicates that
dp/dT|LLPT = DS/DV, where DS and DV are the changes in
entropy and volume across the LDL - HDL first-order phase
transition. It follows from this relationship that, in the Jagla
solvent, the LDL has a larger entropy than HDL while in water,
HDL is the liquid with the higher entropy. A change in the slope
of the LLPT can affect the thermodynamic picture of the model
considered.314 For example, as shown in ref. 303, 305 and 307,
as the LLPT line in the p–T plane becomes parallel to the T-axis,
the cp-maxima line at T 4 Tc vanishes.

4.2.2 Thermodynamic models. The behavior of the LLCP
upon the addition of hydrophobic solutes was also studied on
theoretical grounds.188,315,316 In ref. 315 and 316 the canonical
partition function for a family of binary solutions is considered
and the corresponding phase behaviors are explored using
numerical calculations. The theoretical models for the solutions
are based on the van der Waals model and complemented by
terms to account for the presence of hydrogen bonds. The key
parameters of these models are a, the strength of the van der
Waals attraction, and b, the excluded volume. Chatterjee and
Debenedetti316 studied three solutes with differing strength of
the van der Waals attraction a and found that two of the three
solutes shift the LLCP to higher T and lower p as concentration
increases. This leads to a critical line emanating from the LLCP
which is related to a similar line associated with the liquid–gas
critical point. The manifestation of this relation is a closed
loop immiscibility region in the T–r plane. For the third set of
parameters the critical line emanating from the LLCP merges

Fig. 14 (a) The Jagla pair potential consists of two length scales defined by the hard-core distance, a, and the location of the potential minimum, b. The
core-softened part extends between a and b. (b) State diagram of Jagla potential based on ref. 78 and 305. The blue features show the LLCP with
associated binodal and spinodal lines. The extrema in density (red) and thermodynamic response functions, heat capacity (green) and compressibility
(orange), are also shown. Note that the LLCP binodal line has a positive slope, in contrast to the negative slope for water models (see Fig. 1). (c) Effect of
increasing concentration on the LLPT of solution composed of Jagla water-like particles and hard spheres (from ref. 312). Contraction increases from
blue to maroon color, blue lines are taken from (b).
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with yet another of the five critical lines identified in the binary
solution.316 Cerdeiriña and Debenedetti315 vary both a and b
and find that the ratio a/b determines the magnitude and the
direction of the LLCP shift as x is increased. Sufficiently large
solutes shift the LLCP to higher T and lower p with increasing
solute concentration. However, when the interaction a between
water and solvent is strong the shifts are much smaller. The
authors suggest that such a behavior might be found in
solutions containing moderately large amphiphilic molecules.315

5 Conclusions and outlook

The intriguing concepts of polyamorphism, dating back to experi-
ments in 1984,109 and liquid–liquid phase transition (LLPT),
dating back to simulations in 199233 are possibly related to
the anomalous nature of liquid water. Although aqueous solu-
tions have been a traditional topic in physics and chemistry for
centuries, the study of polyamorphism in aqueous solutions
has only emerged in the third millennium. Here, both compu-
ter simulations and experiments have advanced the frontiers of
the field, where simulations mostly cover supercooled solutions
and experiments mainly cover the amorphous solid. There are
notable exceptions in which solid state polyamorphism is
tackled in simulations253 and in which the LLPT is addressed in
experiments.107,152,230

Aspects such as phase separation, including ice formation,
are common for experimentalists, limiting the accessible T and
p region where solutions can be studied in the supercooled and
glassy states. Crystallization is usually not an issue in computer
simulations because of the small time scales currently acces-
sible in MD simulations. In some sense, computer simulations
and experiments complement each other by exploring different
time scales. Computer simulations have explored time scales
of r10 ms while experiments usually employ time scales of the
order of minutes. However, the different time scales also imply
that a direct comparison between simulations and experiments
must be done carefully. Interestingly, for the case of pure water,
the LDA - HDA transformation pressure at T = 80 K obtained
in MD simulations at different compression rates extrapolates
remarkably well to the experimental value.119 We note that the
ever increasing computational power makes it possible to probe
equilibrium systems at lower and lower temperature, and
allows the application of smaller and smaller rates, thereby
reducing the gap to experiments. As of now only one simulation
study has reached the cooling rates used in hyperquenching
experiments, while compression rates are still at least three
orders of magnitude larger than the highest rate accessible to
experiments.119 At the same time experimental techniques and
procedures are constantly refined, making very high rates
available and producing samples that could be in equilibrium
at constantly lower temperatures, reducing the gap to simulations.
Both approaches can also join the effort to study new systems,
i.e., solutions, where the problems of equilibration and crystal-
lization do not interfere, opening the possibility for direct evidence
of a liquid–liquid critical point (LLCP).

The solutes discussed in this perspective encompass ionic,
polar and hydrophobic substances where the latter have barely
received any attention. Although NaCl could be considered the
archetype of an ionic solute, all experiments on polyamorphism
focus on LiCl–water. LiCl solutions on the other hand have
only been investigated in a single study employing computer
simulations,136 with almost all numerical studies on the LLPT
devoted to NaCl–water. This testifies the separation between
the two groups. As a model substance for polar solutes both
communities study almost exclusively alcohols, where the
benchmark case is glycerol. As of yet, literature on aldehydes,
ketones, carboxylic acids etc. awaits publication.

In the present work we consolidate the computational and
experimental work related to glass polymorphism and the LLPT
of the last two decades. These studies are put into the context
of the pioneering studies on vitrification of binary aqueous
solutions. We augment this literature review with some original
experiments aimed at resolving open questions. In this con-
cluding section we attempt to elaborate on the difference
between the solutes, especially alkali chlorides and glycerol.
All solutions have in common that there is a concentration
regime in which polyamorphism and LLPT are absent. This is
always the case above the eutectic concentration (mole fraction
x Z 0.28 for glycerol, x Z 0.12 for LiCl) but also even below
(e.g., x E 0.15 in glycerol–H2O).224,230 In dilute solutions
(x o 0.05) the situation fundamentally changes and water
may either occupy high-density or low-density states with a
sharp first-order like transition between the two. These are the
hallmarks of polyamorphism at low temperatures and the LLPT
at high temperatures. A challenge in experiments is that dilute
aqueous solutions, just like pure water, are bad glass-formers.
That is, at standard cooling rates they crystallize (fully or partly),
rather than vitrify. Hence, elaborate experimental techniques are
required to study dilute amorphous solutions, such as hyper-
quenching (HYP), pressure-vitrification (PVI) and pressure-
induced amorphization (PIA) of ice crystals. This has long been
a disincentive for researchers to enter the field of polyamorphism
in aqueous solution. Even if crystallization is avoided phase
separation may interfere in salt solutions where water-rich and
solute-rich liquids demix upon cooling.126 This demixing takes
place not only for slowly cooled salt solutions but also for HYP131

and possibly PVI samples.132,133

By contrast, such behavior has not been reported in alcohol–
water solutions. Instead, isocompositional vitrification takes
place, both at ambient and high pressure. The variable pressure
determines whether the dilute liquid solution turns into low-
density amorphous (LDA) or high-density amorphous (HDA) ice
upon cooling. Interestingly, increasing solute concentration
and pressurizing seem to have similar effects on water’s
structure,153,244,253 forcing the solvent water into the HDA state.
HDA-like patches form even around tiny amounts of salt
whereas tiny amounts of alcohol are not sufficient to enforce
HDA structures. In fact, alcohols can also be surrounded by
LDA type solvent depending on the pressure used for vitrifica-
tion. Simulations show a continuous development of the LDA
type solvent towards higher densities with increasing x.253
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In other words, only salts but not alcohols are insoluble in LDA.
Nonetheless, the phase segregation to concentrated salty
solution and LDA might be prevented on kinetic grounds for
rapidly cooled solutions, as testified by a strong variation of Tg

of hyperquenched solutions with x. Consequently, the poly-
amorphic transition between LDA and HDA in alcohol solu-
tions appears to be of isocompositional nature. On the other
hand, this might not be so in salt solutions where the LDA 2

HDA transformation seems to take place in the salt free parts of
the sample. That is, polyamorphism in salt solutions is only
preserved due to phase separation.

The influence of solutes on the LLCP locus has been addressed
in simulations and thermodynamic models. Currently, the best
estimate for the LLCP of pure water in experiments is 0.05 GPa and
223 K.71 In general, the addition of solutes shifts the LLCP where
direction and size of the shift depend on the type and concen-
tration of the solute. While increasing x of NaCl moves the LLCP to
lower (even negative) pressures and higher temperatures,144 hydro-
phobic solutes show the opposite effects.312

Despite the fact that the general picture presented here is
largely coherent, there are still several details that need further
investigation. A non-exhaustive list of these open questions
comprises:

(i) Is it valid to connect the LLCP of water as a single
component to the line of LLCPs in a binary (alcohol)
solution?
Suzuki and Mishima230,244 locate the LLCPs in solutions
by looking for the maximal concentration x(T) at which
the polyamorphic transition can be observed and link
these points with the LLCP in pure water. It is however
unclear whether the end of polyamorphism in binary
solutions is associated with the kind of critical phenom-
ena known for critical points in a single component, such
as opalescence or divergences in thermodynamic
response functions.

(ii) Are all salts immiscible with LDA?
While the work by Hofer et al.130,195 and Ruiz et al.129

suggests the possibility of small amounts of salts
retained in LDA, Suzuki and Mishima,134 Le and
Molinero160 and Corti et al.156 support immiscibility.

(iii) Do LiCl–solutions phase-separate upon cooling under
pressure?
Kanno132 and the early work of Suzuki and Mishima133

suggest phase segregation into concentrated solution and
rather pure HDA whereas Suzuki and Mishima134,152 assume
homogeneous vitrification in their later publications.

(iv) What is the origin of the drift anomaly present in DSC
scans of crystallized glycerol–water solutions?
Inaba and Andersson221 explain it through cold-
crystallization of dilute solution and melting of ice in
concentrated solution taking place simultaneously while
Feldman et al.217,225 propose an interfacial liquid layer,
exchanging water molecules with its surroundings. We
suggest that it can be explained by the melting of an
interphase sandwiched between bulk ice and maximally
freeze-concentrated domains.224

(v) How different are the high-density solutions prepared by
PVI and by PIA of solutions containing ice?
Both routes seem to lead to an indistinguishable HDA
state for pure water.113 For salt solutions the process of
PIA undoubtedly starts from a phase segregated mixture
whereas for PVI a homogeneous glass is inferred. Thus,
the question is whether homogenization takes place
upon PIA. This question has not been addressed directly
so far since PVI was studied in Japan152,230 and PIA in
Austria129,224 by different groups. Some indirect evidence
suggests that PIA samples are heterogeneous, composed
of (M)FCS and HDA, whereas PVI samples might either be
homogeneous or heterogeneous (see (iv)).

(vi) Is it possible to design solutes with desired properties,
e.g., increased resistance against crystallization in
solution such that the ‘‘no man’s land’’ can be entered?
Promising evidence for this case has been provided by
ionic liquids that mix ideally with water.203 However,
further work is needed for a conclusive answer. Exten-
sion of the work of ref. 203 and 206 to other ionic liquids
would be very helpful. In particular, additional struc-
tural studies and compression/decompression experi-
ments are desirable.

(vii) How do the kinetics of cold-crystallization differ from
the kinetics of an LLPT?
This question has been touched in the work of Bruijn
et al.,233 but has remained at an inconclusive stage. In
the future, we expect strong effort to resolve the remark-
ably complex mechanism of nucleation and growth,317

which led to the controversy associated with the LLPT
in glycerol–water solutions. Another important goal is
to determine the rates of (cold-)crystallization and
compare them with the kinetics of the LLPT at various
temperatures and glycerol concentrations. Due to
increasing viscosity upon adding glycerol crystallization
rates are expected to slow down,229 thereby facilitating
access to the LLPT. Such kinetics studies might also
help finding the missing link between the rates of
crystallization of liquid and of cold-crystallization of
amorphous solid.318

(viii) Can the gap between experiments and simulations be
closed?
This encompasses not only the considerable dispari-
ties between cooling/compression rates in experiments
and simulations but also the type of solutions studied.
Obviously, detailed MD simulation studies on LiCl–
water would greatly improve our understanding of the
LLPT/LLCP in these solutions. Similarly, more experi-
mental work on the polyamorphism in NaCl–solutions
is desired to complement the results from simulations.

(ix) What kind of water–solute interactions may contribute
actively in the LDA–HDA transformation of water?
For example, in the case of glycerol, the OH groups of
the solute seem to help the LDA - HDA transformation
to evolve during compression, since a collapse of the HB
network next to glycerol’s OH groups occurs, just as it is
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found in bulk water. Instead, this is not the case
for salts.

(x) Does the hydration water trigger dynamics in the
solutes?
The studies on polyamorphism in pressure-vitrified pro-
tein solutions show a dynamical transition at surprisingly
low temperature, when compared to the dynamical tran-
sition in ambient pressure cooled protein solutions. This
low temperature transition has thus been associated with
polyamorphism and the much higher mobility of water
when in the HDA state. Very recently, a regular dynamical
transition was observed for the first time in a non-
biological macromolecule.319 This offers the possibility
to study a wider array of pressure-vitrified macromolecule
solutions. If a low temperature dynamical transition
would be observed independently of the chemical nature
of the macromolecule this transition is highly likely
related to the unique behavior of water alone.

(xi) How do hydrophobic solutes influence polyamorphism
in H2O?
So far hydrophobic solutes have only been studied in
simple theoretical models. Hence, it would be promis-
ing to conduct experiments and full-atomistic simula-
tions on polyamorphism in the presence of hydrophobic
solutes. This is desirable since simulations in the Jagla
model indicate a higher solubility of apolar solutes in
LDA than HDA, which is the exact opposite from the
observation in experiments on polar and ionic solutes.

We regard these eleven questions to be the most relevant
questions in the field, which is still in its infancy given that it is
less than two decades old, with only a handful of groups
actively pursuing research in this direction. We hope that the
present work highlighting the discrepancies and similarities
between different systems and techniques as well as relevant
open questions, will provide impetus to the field of liquid and
glass polymorphism in aqueous solutions. Our ultimate goal is
to inspire and motivate more researchers from experiment,
simulation and theory to venture into the field and attempt ‘‘to
boldly go where no man has gone before’’.320

Glossary of abbreviations

AAT Amorphous–amorphous transition
BDS Broadband dielectric spectroscopy
CS Concentrated solution
DSC Differential scanning calorimetry
DTA Differential thermal analysis
FCS Freeze-concentrated solution
FSDC Fragile to strong dynamical crossover
HB Hydrogen bond
HDA High-density amorphous ice
HDL High-density liquid
HYP Hyperquenching
IMM Immiscibility
IR Infrared

LDA Low-density amorphous ice
LDL Low-density liquid
LLCL Liquid–liquid critical line
LLCP Liquid–liquid critical point
LLPT Liquid–liquid phase transition
MC Monte Carlo
MD Molecular dynamics
MFCS Maximally freeze-concentrated solution
PIA Pressure-induced amorphization
PVI Pressure-vitrification
QM/MM Quantum mechanical/molecular mechanical
RDF Radial distribution function
S Solute
TMD Temperature of maximum density
VHDA Very high-density amorphous ice
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