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Generative models for the inverse design of molecules with particular properties have
been heavily hyped, but have yet to demonstrate significant gains over machine-
learning-augmented expert intuition. A major challenge of such models is their limited
accuracy in predicting molecules with targeted properties in the data-scarce regime,
which is the regime typical of the prized outliers that it is hoped inverse models will
discover. For example, activity data for a drug target or stability data for a material may
only number in the tens to hundreds of samples, which is insufficient to learn an
accurate and reasonably general property-to-structure inverse mapping from scratch.
We've hypothesized that the property-to-structure mapping becomes unique when
a sufficient number of properties are supplied to the models during training. This
hypothesis has several important corollaries if true. It would imply that data-scarce
properties can be completely determined using a set of more accessible molecular
properties. It would also imply that a generative model trained on multiple properties
would exhibit an accuracy phase transition after achieving a sufficient size—a process
analogous to what has been observed in the context of large language models. To
interrogate these behaviors, we have built the first transformers trained on the
property-to-molecular-graph task, which we dub “large property models” (LPMs). A key
ingredient is supplementing these models during training with relatively basic but
abundant chemical property data. The motivation for the large-property-model
paradigm, the model architectures, and case studies are presented here.

1 Introduction

Machine-learning (ML) research in the chemical sciences has produced a panoply
of models that generally increase the accuracy and reduce the computational cost
of predicting molecular properties. As these methods mature, solving the so-
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called “forward-problem” of predicting the properties of a given chemical struc-
ture is becoming routine when the requisite data is available; however, the
“inverse-problem” of finding an optimal set of chemical structures under func-
tional constraints is more directly relevant to molecular design and remains
unsolved (Fig. 1).*** This work introduces the concept of the “large property
model” (LPM), which represents a direct solution to the inverse problem by
leveraging property scaling to make the property-to-molecular-graph mapping
learnable. The core question that is explored here is whether the inverse mapping
of molecular properties to molecular structures is possible when provided
a sufficient number of properties per molecule. The presented LPM imple-
mentation and benchmarks support an affirmative answer to this question, which
opens a new paradigm for generative chemical models.

Deep generative models try to directly solve the inverse problem by learning
the conditional probability, P(molecule|properties), then sampling this distribu-
tion with respect to targeted properties to yield exemplary structures. The hope is
that a model of this distribution, flproperties) = P(molecules), that is provided
sufficient examples of molecules with different property combinations would be
able to generate non-trivial structures for unseen property combinations. The
popular examples of language models—where the corresponding task is to learn
P(next token|context)—image generators—P(image|caption)—and music genera-
tors—P(waveform|description)—have become ubiquitous over the past several
years.”>'41¢2% As anyone who has experimented with these can attest, they also
demonstrate that non-trivial interpolations can emerge from such models as they
are scaled up. Despite ample forerunners to developing analogous generative
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Fig.1 Comparison of the forward and inverse prediction paradigms. The forward problem
(top) consists of predicting molecular properties from a molecular structure. The forward
problem is mature and the input to output mapping is one-to-one for common properties
(i.e., one property value per structure). The inverse problem (bottom) consists of predicting
the molecular structures that are consistent with a set of properties. The inverse problemis
the crux of all molecular design projects. The inverse problem has no general solutions
and the input to output mapping is generally one-to-many for small numbers of properties
(i.e., there are many molecular structures that are consistent with a small set of properties).
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models for molecule generation, none have yet to significantly outperform expert
intuition or forward-prediction workflows (e.g., for screening molecular libraries
and their derivatives using ML-augmented filters).>*

Several problems have been identified with deep generative chemical models,
including the high frequency of invalid structures, false positives, and high data
intensity, which rules out applications to prized but data-scarce properties.'®**-¢
The structures generated by generative chemical models can also fail in more
subtle ways—they may match targeted properties, but they aren’t stable, can’t be
synthesized, aren’t soluble, are too expensive, or any number of other things that
experts subconsciously normalize over when trying to design a molecule.**>>?%37:38
We hypothesize that the origin of this poor performance is fundamentally due to
the paucity of general chemical information utilized during training contempo-
rary generative chemical models. For instance, although large numbers of
chemical structures are typically utilized (>100k), only a small number of prop-
erties are supplied, which leaves these models with the unrealistic task of trying to
learn chemistry from scratch while simultaneously generating application-
relevant molecules. The motivating idea for LPMs may be glibly expressed as
teaching generative models general chemistry before teaching them to predict
PhD-level properties.

In conventional formulations, generative chemical models are trained to learn
a conditional distribution P(G|p,), where p, is some property of interest (e.g.,
bandgap, toxicity, binding affinity, etc.), and G is the molecular graph typically
expressed using a grammar-like SMILES or SELFIES.***® However, every molecule
has many more properties than just the sought after p,. For example, every
molecule has a heat of formation, an electric dipole moment, a vibrational
spectrum, and so-forth. So in practice, when one samples P(G|p,), one is also
necessarily sampling the larger conditional distribution P(G|py, p1, P2, ---s PN,
where {po, p1, p», ..., Pn} constitutes some “complete” set of properties that
represent a basis set for uniquely specifying G. Thus, a user that is querying
P(G|p,) is asking for a set of molecules conditioned on a host of implicit prop-
erties. In common terms, the user querying P(G|p,) is asking “give me a molecule
with p, but sample the rest of the unspecified properties from a reasonable
physical distribution.” The limited exposure to these implicit properties helps
explain why generative models often generate what seem to be unphysical
structures when sampling the edge of the observed property distribution.>*** In
light of this, it should be advantageous to train the model to explicitly learn the
full conditional distribution P(G|p, p1, P2, ---, Pn) from examples with a complete
set of properties supplied, rather than try to indirectly learn the conditional
distribution by only viewing examples of P(G|p,), with the other properties
implicit in the graph but not directly represented.

The conditional distribution P(G|p,) is typically learned indirectly, using
architectures based on autoencoders with auxiliary prediction tasks or adversarial
architectures.>**>** In contrast, the most straightforward formulation would be to
learn the property-to-molecule mapping, flp) = P(G), directly:

argmin|f (p) — Gp| (1

where f{) is a mapping of one or more properties, p, in vector form, to a molecule,
Gy, with properties matching p, and w is the set of parameters/weights associated
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Fig. 2 The property-to-molecular-graph task used to train the large property models
(LPMs) in this study. A training set of molecules is curated with a set of properties asso-
ciated with each molecule. A property-to-graph transformer architecture is then trained
on reconstructing the molecular graph from the associated property vector.

with the mapping. As of writing this, we are unaware of any attempt to learn the
property-to-molecule mapping directly using a minimization analogous to eqn
(1). Apart from non-essential technical modifications, this is the formulation of
the learning task used to train the LPMs developed in this study (Fig. 2). By
learning this distribution, f{) can be queried with arbitrary property vectors, p, to
generate new chemical structures given sufficient examples of what to look for.
Among the hypotheses suggested by this formulation of the property-to-
molecular-graph problem (Fig. 2), and that could be falsified by LPM case-
studies, are:

(1) The reconstruction accuracy of the model should monotonically increase
with the number of independent properties supplied during training (i.e., the
length of p).

(2) Including off-target properties in training may still improve the perfor-
mance of sampling useful molecules with on-target property values.

(3) A finite number of properties are necessary to uniquely specify a molecule
of a given size.

(4) A finite number of properties are necessary to uniquely predict every
additional molecular property.

(5) The complexity of the conditional distribution P(G|p) decreases as the
length of p increases, terminating in a delta function about a single molecule.

Others implications can be imagined. Not all of these will be directly explored
in the following case studies, but these might serve as a basis for further
discussion.

2 Methods
2.1 Data

The current study uses a set of 1.3 M molecules taken from Pubchem. These
molecules were curated to have up to 14 heavy atoms and include the elements
CHONFCI. For each of these species, Auto3D was used to generate a geometry,
and 23 properties were calculated for each structure using either GFN2-xTB, as
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implemented in the xtb package, or directly parsed from PubChem.**® The
complete set of properties are as follows, based on whether it was generated from
xtb or parsed from PubChem: (xtb) dipole moment, total energy, total enthalpy,
total free energy, HOMO-LUMO gap, heat capacity at constant pressure, standard
entropy, vertical ionization potential, vertical electron affinity, global electrophi-
licity index, max/min/avg electrostatic potential, free energies of solvation in
octanol and water, total solvent accessible surface areas in octanol and water, and
quadrupole moment; (Pubchem) compound complexity, number of H-bond
acceptors and donors, log(P), and topological polar surface area. In combina-
tion, this led to a total of 23 properties that were used as inputs to the LPMs
during training and evaluation.

It is beyond the scope of a Faraday Discussions article to fully excavate all the
details of how these properties were calculated and their accuracy. For the
purposes of training and evaluating the LPMs, we will take these properties as
ground-truth labels. However, the training splits (https://www.doi.org/10.6084/
m9.figshare.26380666), raw property data (https://www.doi.org/10.6084/
m9.figshare.26380918), and model checkpoints (https://www.doi.org/10.6084/
m9.figshare.26380837) have been deposited on figshare.

A set of 80 trivial properties were also calculated for each molecule that we
refer to as “constraints”, because these are properties that the user will often
know in advance and would like to apply as a design constraint. For example,
setting the number of fluorines to zero or limiting the size of the molecule is easy
owing to the explicit inclusion of these constraints during training. The training
constraints include the number of atoms of each element and boolean true/false
flags for a list of common functional groups. These constraints are concatenated
with property vectors after embedding and prior to the attention layers. For the
purpose of the following discussion, when we refer to “property vectors”, we are
referring to the catenated tensor associated with the separately embedded
constraints and properties.

2.2 Architecture

A multimodal transformer architecture was designed and implemented here for
the property-to-graph problem (Fig. 3). The architecture consists of a property
encoder with self-attention cells and a graph decoder with masked cross-attention
that uses the encoded property vector in the decoding. The transformer is
multimodal in that it accepts different classes of properties, each with their own
encoding. In particular, all class properties (here, these are only associated with
constraints) are embedded using a property-specific word embedding, and all
scalar properties are encoded separately, each with a property-specific linear layer.
After embedding, the property information occupies a [101, demp,] tensor, where
demp is the embedding dimension that is equal to 256 for all of the models dis-
cussed here. The embedded property tensor is transformed by a series of four
eight-headed self-attention cells into a tensor of the same size that is used as the
key and value inputs in the cross-attention blocks of the graph decoder.

The graph decoder is constructed as a next-token SMILES predictor that begins
with a “start” token. The decoding occurs recursively until the decoder predicts an
“end” token or the decoded string reaches the maximum length. The input to the
decoder is tokenized and embedded into a [dyin, demp] tensor based on a SMILES
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Fig. 3 The large property model (LPM) architecture. The properties are embedded based
on whether they are categorical, scalar, or vectors, and then transformed into
a compressed vectorial representation with self-attention. The molecular structures
associated with the property vector are decoded using a recursive SMILES-based trans-
former with cross-attention performed against the encoded property vector.

vocabulary with d,ocap tokens, where dy;i, is the maximum length of the context
window that is equal to 35 for all of the models discussed here. Sinusoidal
positional embedding is added to the decoder embedding to capture the posi-
tional context (this isn’t required in the property encoder because we desire it to
be positionally invariant). The embedded [dyin, demp] tensor is then transformed
through four eight-headed cross-attention cells where the key and value inputs
are supplied by the encoder output. Finally, the output of the decoder is projected
t0 a [dyin, dyocap] tensor during training with a dense layer and a softmax to predict
the probability of the next SMILES token. During inference, the final projection is
to a [1, dyocab] tensor because it is performed in a token-by-token fashion.

2.3 Training and evaluation

The models were trained and tested using fixed 80:10: 10 training : validation :
testing splits assigned randomly from the 1.3 M molecule dataset. The models
were trained on next-token prediction using masked cross-attention in the
decoder, a cross-entropy loss, dropout for the dense layers in each attention cell,
the Adam optimizer with learning rate 2 000 000 *® x dem, *°, and a patience of
30 epochs evaluated on the validation set to conclude training. The 1.05 M
training samples of property/graph pairs were randomly sampled in batches of
100 for training. All numerical properties were min-max [0, 100] normalized with
respect to the training distribution. Training until termination by patience took
between 54-106 epochs for the models trained here.

A subset of the models were trained under conditions where a fraction of the
inputted properties were masked. Masking was incorporated using a special
token for class-based inputs and the mean value across the training set for scalar
inputs. Both constrained properties and real properties were masked.

During structure inference, a beam search was implemented to decode the top-
n structures predicted by each model to be consistent with the supplied property
vector.*”*° For a beam size of 1, the beam search is simply a greedy decoding. For
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a beam size of n, next-token prediction occurs for the n most probable decodings
that occur after each cycle.

3 Results and discussion
3.1 Property space

The inverse problem is challenging because there is a one-to-many mapping
between any individual property and many molecular structures. However, with
a sufficient number of properties, the relationship between property vectors and
molecules should approach one-to-one. Between the two extremes, the density of
molecules in property space should monotonically decrease as more properties
are considered.

How many properties does it take to uniquely specify a chemical structure? To
sketch an answer to this question, 22 properties from the dataset (all xtb-
calculated properties, except the quadrupole moment, plus the number of h-
bond donors and acceptors from Pubchem) were used to specify a position in
property space for all 1.3 M molecules and calculate the nearest-neighbor sepa-
rations in various scenarios (Fig. 4). The theoretical maximum separation
between a pair of molecules in property space grows as max(ryn) = /Y _p;%, where
the summation runs over all properties and p; is the range of thd ptoperty. All
properties were percent normalized between [0, 100] and the natural log of the
percentage normalized separation was used for the y-axes. Under these condi-
tions, the maximum log(rxy) values are ~4.6 and 6.2 for 1-dimensional and 22-
dimensional property spaces, respectively.

Unsurprisingly, the mean separation between molecules, (rny), decreases as
molecules are added to the property space (Fig. 4a). For example, if the molecular
scope was limited to diatomics, then a single property—say, electric dipole
moment—would probably be sufficient to uniquely identify the species. But as the

a’ b , ® ® ® o
Maximum separation in one property + ®
2
P ([}
0 ..............................................................
E E -2 1% separation in one property
= E
g g
=2 e 2.
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Fig. 4 Nearest-neighbor statistics in property space for the 1.3 M molecules in this study.
(a) The mean nearest-neighbor separation, (ryn), and maximum nearest-neighbor sepa-
ration, max(ryn), between molecules in the dataset with a number of heavy atoms less than
or equal to the x-value. (b) The same separation statistics calculated as a function of the
size of the property space. Different subsets of properties were resampled to estimate the
property dependence of the separation. Where visible, the bar denotes the one standard
deviation across trials; otherwise the error is within the marker. All properties are
normalized between [0, 100] and the y-axes are on a natural log scale.
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number of heavy atoms (HAs) in the molecules grows (and correspondingly the
number of molecules in the space), the number of properties required to uniquely
specify the chemical graph also grows. Nevertheless, the molecules remain
unusually clustered in property space. For example, a 22-dimensional volume
with sides of 100 containing 1.3 M molecules has a number density of 1.3 x 10735,
This corresponds to an average nearest-neighbor separation of 66 (~4.2 on
natural log scale) for an ideal gas of 22-dimensional spheres occupying the same
volume. The ~5x larger ideal gas separation than (ryy) for the full dataset (i.e.,
the 14-HA case) is evidence of significant clustering in property space of these
molecules. It isn’t clear if this clustering is intrinsic to the physically relevant
space of chemistry or if this clustering merely reflects the limits of PubChem
curation and synthetic biases. Regardless, the existence of this relatively low-
dimensional manifold is consistent with the hypothesis that a relatively small
set of physical properties may usefully span molecular space.

Although they are clustered, the molecules are still distinguishable from one
another when provided a sufficient number of properties (Fig. 4b). If we use a 1%
difference in at least one property as a measure of distinctiveness, then the
molecules are on average distinguishable in the full 22-dimensional property
space. But as the dimensionality of the property space shrinks, many of the
molecules become indistinguishable by this measure. It isn’t until approximately
10 properties that the molecules are distinct on average (i.e., exhibiting an
effective separation of 1% from another molecule in property space). We
hypothesized that the choice of properties would play a major role in dis-
tinguishing molecules, with more orthogonal properties producing property
spaces with larger effective separations. To test this, we estimated the standard
deviations in separations upon resampling subsets of the properties at random
and calculating the molecular separations in the resulting property spaces.
Somewhat surprisingly, the uncertainty with respect to property selection
becomes effectively zero after moving into a 10-dimensional property space or
larger. This is indirect support of the motivating hypothesis that property
redundancy emerges from a sufficient basis set of physical properties.

3.2 LPM performance

The feasibility of the property-to-graph task was first evaluated by training a LPM
model without property masking and evaluating its performance in several graph
reconstruction and property prediction tasks (Fig. 5). We consider it informative
to distinguish between the LPM performance in reproducing the exact molecules
associated with particular property vectors (i.e., the reconstruction tasks shown in
blue), and reproducing molecules that exhibit consistent property vectors with the
inputs (i.e., the property reproduction tasks shown in green). Using the property
vectors as inputs, the LPM predicts an exact match of the testing-set molecule
associated with the inputted property vector ~35% of the time. The testing-set
molecule is within the top-10 structures ~75% of the time. Structural isomers
of the testing-set molecules are also commonly predicted within the top-10. The
LPM has an even stronger ability to match formula constraints, with the formula
reconstruction accuracy approaching 100% for the testing set. Invalid top-1
predictions from the LPM (i.e., SMILES strings that do not correspond to valid
Lewis structures) are also negligible. It is notable that no extra effort or

This journal is © The Royal Society of Chemistry 2025 Faraday Discuss., 2025, 256, 104-119 | 11
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Fig. 5 Summary performance measures of LPM accuracy on property vectors from the
testing set. “Top-n reconstructions” refer to the percentage of property vectors for which
the original molecule was predicted by the LPM. “Matches formula” only compares the
formula of the top-1 predicted molecules with the molecule that produced the property
vector. “Invalid molecules” refers to top-1 predictions that are invalid SMILES. "New
molecules” refers to top-1 predictions that were not in the training and validation data
splits. “"Within 10% of selected property” refers to how closely individual properties from
the top-1 predicted molecules match the inputted property vector. The “best” and "worst”
refer to the properties with the highest and lowest average fidelity, respectively. "Within
10% of all properties” is the fraction of top-1 predicted molecules whose properties were
within 10% of all specified properties.

architectural innovations were applied to filter invalid SMILES. This common
problem of generative models simply resolved itself through scale and training on
the property-to-graph task.

Less than 100% accuracy in the top-1 reconstruction task is not necessarily
a bad thing, given that the most direct application of the LPM is to generate new
molecules. Additionally, the clustering of molecules in property space (Fig. 4)
suggests that multiple molecules are likely to exist with similar property profiles
to the property vectors being used here for inference. Indeed, ~90% of the top-1
predicted molecules are new (i.e., contained neither within the training nor
validation splits). But how well do the generated molecules actually reproduce the
property vectors that were used during inference? To assess this, the properties of
the top-1 predicted structures were calculated according to the same protocol as
the training data and the statistics for reproducing individual properties and all
properties were calculated (Fig. 5, green). Not all properties are equally easy to
reproduce. The most easily satisfied property was total energy, which was
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reproduced in ~99.87% of the top-1 predictions, and the hardest individual
property to reproduce was average electrostatic potential, which was only repro-
duced in ~49% of the top-1 predictions. Remarkably, over 40% of the top-1
predicted structures reproduced all 22 properties within 10% of the requested
value.

3.3 Masking case-studies

In an authentic generative scenario, the user may only desire to explicitly specify
a small number of properties. The current LPMs accept up to 21 properties.
Rather than specifying all 21 properties, the user might only wish to specify one
property and have the other 20 properties be conditionally sampled by the model.
Can the LPMs be trained to perform inference on a subset of properties?

To test this we implemented a simple masking strategy that consisted of
keeping a fixed set of input properties and constraints but randomly masking
subsets of the inputs during training (Fig. 6a). Masking was implemented by
replacing scalar properties with the mean value from the training dataset and
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Fig. 6 Property masking case-study. (a) Illustration of the property masking task. A fixed
percentage of properties were masked during training and testing while evaluating the
LPM'’s ability to still infer correct structures. Scalar properties were masked by supplying
the mean value from the training distribution, while categorical properties were masked
with a special token. (b) LPM performance in structure reconstruction tasks subject to
different masking levels during training and evaluation. (c) LPM performance in property
reconstruction tasks subject to different masking levels during training and evaluation. The
markers indicate the masking levels during training and the x-axis indicates the masking
levels during testing. The reported accuracies are calculated with respect to the unmasked
properties.
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replacing categorical properties with a special masking token. The rationale for
this strategy was that it would force the model to rely on a broader set of rela-
tionships between the properties because the available information was not fixed
from inference to inference. Moreover, the relationships used by the LPM for
inference would have to be dynamic in the masking scenario, because the inputs
being masked were randomly selected from sample to sample. Conversely, this
training strategy would make conditional inference easy for the user, as any
unknown properties could simply be masked during inference.

Four LPMs were trained and tested under conditions with varying levels of
property masking (Fig. 6b). The 0% masking LPM is the same as that used in
Fig. 5, but the other LPMs were newly trained for this case study. All LPM
architectures were held fixed and no attempt was made to fine-tune the archi-
tecture to improve performance in the masking scenario. Masking has a mono-
tonic adverse effect on LPM performance in the structure reconstruction tasks
(Fig. 6b). Masking a fraction of properties is the same as reducing the property
space from the perspective of information, and so it makes sense that the
confidence in predicting a specific graph goes down as more properties are
masked. Notably, the top-1 accuracy nearly falls to zero for the 50% masking case,
which approximately matches the 10-property threshold that we identified in the
Fig. 4b discussion as being necessary for practically distinguishing molecules
within the training distribution. It is also notable that masking has a negligible
effect on the prediction of invalid molecules and new molecules. This is consis-
tent with all of these LPMs being trained in property spaces that are sufficiently
informative to learn both the grammar and interpolation of the training distri-
bution of molecules.

Masking was envisioned to help in predicting molecules with targeted prop-
erties subject to limited off-target property information. Thus, although masking
is expected to hurt reconstruction accuracy, it should help property prediction
accuracy in property-scarce scenarios. To test this, the LPMs trained in the varying
masking scenarios were tested for property reproduction in both unmasked and
masked scenarios (Fig. 6¢). During these tests, the full testing set of property
vectors were used with the specified percentage of inputs masked. The properties
of the resulting top-1 predictions were then characterized and compared with the
unmasked portions of the inputted property vectors. The accuracy is reported as
the percentage of the top-1 predictions that exhibit all properties (i.e., excluding
constraints) within a specified percentage (either 5% or 20%) of the unmasked
inputted values. The 0% masking LPM was used as a baseline and tested under all
masking scenarios. Each masked LPM was tested under the same masking
conditions as its training and also the 0% masking scenario. Note that these tests
are quite expensive because the properties of all new molecules must be char-
acterized to evaluate the accuracy of the predictions; this is the only reason why all
combinations of masked training and masked testing were not performed.

Several notable behaviors emerge from this case study. First, the performance
of the LPM trained without masking rapidly deteriorates in circumstances where
it only has access to a subset of properties. In contrast, the masked LPMs all
outperform the unmasked LPM in masked testing scenarios. This largely vali-
dates the hypothesis that masking forces the LPMs to learn a more dynamic set of
property relationships, whereas the unmasked LPM relies on a fixed set of rela-
tionships that produce very poor results subject to incomplete information.
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Second, the LPMs trained with masking can still perform useful inference in the
unmasked scenario. In particular, the LPM trained with 30% masking shows
a small reduction in property accuracy in the unmasked scenario, while the LPM
trained with 10% masking actually performs better in the unmasked scenario.
Because the accuracy is only evaluated on the unmasked properties, this latter
result unequivocally shows that some of the properties possess mutual infor-
mation, such that their joint specification increases their individual accuracy.
Finally, the difference between the “all properties within 20% of target” and “all
properties within 5% of target” accuracy measures increases with the masking
level of evaluation, regardless of the masking level during training. We interpret
this as additional evidence of the mutual information amongst the properties. As
the number of properties available for inference shrinks, so do the accuracy and
confidence of the properties associated with the predicted molecules.

4 Conclusions

Our initial experiments with LPMs suggest that the property-to-molecular-
structure mapping becomes directly learnable using a relatively low-
dimensional property space. The finitude of property space has the corollaries
that (1) a minimal basis set of properties exists with respect to which other
properties are derivative, (2) that even seemingly unrelated properties can possess
mutual information, and (3) that the conditional chemical structure distribution
becomes simpler as more properties are explicitly specified. These corollaries
suggest the practical possibility of making effective few-shot generative models by
pretraining on property-rich conditional property to graph distributions and fine
tuning on a small number of specific examples. These and many other implica-
tions of LPM performance should be interrogated.

Several things have also been intentionally left out of this study: we haven’t
tested the LPMs in extrapolative scenarios; we haven’t tested the scaling behavior
of the LPMs with respect to training data; we haven’t tested the scaling behavior of
the LPMs beyond a small set of possible properties; we haven’t tested the trans-
ferability of LPMs to data-scarce or other unseen properties; we haven’t explored
self-supervised training tasks beyond masking; we haven’t fine-tuned the archi-
tecture for performance. These and many other things are extensions of the ideas
described here and will have to wait for future communications.
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