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Seokhyun Moon, ‡a Wonho Zhung, ‡a Soojung Yang, ‡§a Jaechang Lim b

and Woo Youn Kim *abc

Recently, deep neural network (DNN)-based drug–target interaction (DTI) models were highlighted for their

high accuracy with affordable computational costs. Yet, the models' insufficient generalization remains

a challenging problem in the practice of in silico drug discovery. We propose two key strategies to

enhance generalization in the DTI model. The first is to predict the atom–atom pairwise interactions via

physics-informed equations parameterized with neural networks and provides the total binding affinity of

a protein–ligand complex as their sum. We further improved the model generalization by augmenting

a broader range of binding poses and ligands to training data. We validated our model, PIGNet, in the

comparative assessment of scoring functions (CASF) 2016, demonstrating the outperforming docking

and screening powers than previous methods. Our physics-informing strategy also enables the

interpretation of predicted affinities by visualizing the contribution of ligand substructures, providing

insights for further ligand optimization.
1 Introduction

Deep learning is a rapidly growing eld of science. The
remarkable success of deep learning in various applications
such as natural language processing, video games, and
computer vision has raised expectations for similar success in
other elds, leading to various applications of deep learning
algorithms. In particular, biomedical applications have become
immediately one of the most active areas because they are not
only socially inuential but also scientically challenging.1–3

Despite the great expectation, however, deep learning has not
yet shown its highest potential in this eld, due to low gener-
alization issues caused by scarce and heavily imbalanced data.4,5

Making a reliable model for predicting drug–target interactions
(DTIs), which is a key technology in the virtual screening of
novel drug candidates, is one such example.6
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As an ideal DTI predictionmethod should be reliable yet fast,
high prediction accuracy and low computational cost are two
essential factors.7 However, docking methods8–16 as the most
popular conventional approach are fast enough but insuffi-
ciently accurate,17–19 whereas more rigorous ones based on
thermodynamic integration is computationally too expen-
sive.20,21 Such physics-based methods have an inherent limita-
tion that low cost can only be achieved by losing their accuracy
as a trade-off. In contrast, a data-driven approach can improve
prediction accuracy at no additional inference cost, just by
learning with more data. This distinct feature of the data-driven
approach has encouraged the active development of deep
learning-based drug–target interaction (DTI) models that
accomplish both high accuracy and low cost.22–30

Among various deep learning-based models, the structure-
based approach stands out for its accuracy; the spatial coordi-
nation of the protein and ligand is crucial in determining their
interactions.31 Some of the promising studies utilize 3-dimen-
sional convolutional neural networks (3D CNNs),32–41 graph
neural networks (GNNs),41–44 or feed-forward neural networks
based on the atomic environment vectors.45 These state-of-the-
art approaches had signicantly improved the accuracy of DTI
prediction compared to docking calculations.

Despite the advance of previous structure-based models,
their limited generalization ability remains a challenging
problem towards better performance. In particular, the de-
ciency in 3D structural data of the protein–ligand complexes
could drive the models to excessively memorize the features in
training data. Such models, being over-tted to the training
Chem. Sci., 2022, 13, 3661–3673 | 3661
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View Article Online
data, might fail to generalize in a broader context.46 Several
studies had suggested that deep learning-based models oen
learn the data-intrinsic bias instead of the underlying physics of
the protein–ligand interaction as desired.37,47,48 For instance,
Chen et al.47 reported an extremely high similarity in the
performance of the receptor-ligand model and the ligand-only
model – both trained with the DUD-E dataset – in terms of
area under the ROC curve (AUC). Such a similarity implies that
the models might have learned to deduce the protein–ligand
binding affinity only by looking at the ligand structures,
regardless of whether or not the protein structures are included
as inputs. Moreover, they showed that such a memorization of
wrong features can cause severe degradation in the perfor-
mance for the proteins that have a high structural variance from
those in the training data. The paper also reported that the 3D
CNN and GNN models trained on the DUD-E dataset had
considerably underperformed when they were tested with the
ChEMBL and MUV datasets.36,44 Such an insufficient general-
ization of the DTI models can cause an increase in false-positive
rates in virtual screening scenarios, as the models would oen
fail to make correct predictions for unseen protein–ligand pairs.

In the eld of physical applications of deep learning, the
incorporation of appropriate physics as an inductive bias is
a promising mean to improve the model generalization. If
a model is trained to obey certain physical principles, the model
is expected to generalize to unseen data that is dictated by the
same physics. Several studies have indeed shown that the
physics-informed models maintain their generalization ability
for unseen data.49–51

In this regard, we propose two key strategies to enhance the
generalization ability of DTI models. First, we introduce a novel
physics-informed graph neural network, named PIGNet. It
provides the binding affinity of a protein–ligand complex as
a sum of atom–atom pairwise interactions, which are the
combinations of the four energy components – van der Waals
(vdW) interaction, hydrogen bond, metal–ligand interaction,
and hydrophobic interaction. Each energy component is
computed as an output of a physics model parameterized by
deep neural networks, which learn the specic pattern of the
interaction. This strategy can increase the generalization ability
by allowing the model to dissect an unseen protein–ligand pair
as combinations of commonly observed interactions between
the protein and the ligand. The detailed pattern of local inter-
actions can render the model to learn the universal physics
underlying the protein–ligand binding. Moreover, as the model
provides predictions for each atom–atom pair and each energy
component, it is possible to analyze the contribution of indi-
vidual molecular substructures to the binding affinity. This
information can be used to modify drug candidates to further
strengthen the binding affinity.

Second, we leverage a data augmentation strategy. In prac-
tice, screening libraries include a variety of compounds where
most of them do not appear in the training set. Currently
available experimental data on protein–ligand binding struc-
tures have very limited coverage on the structural diversity of all
possible binding complexes. A model trained with a set of
experimental binding structures, which would only include the
3662 | Chem. Sci., 2022, 13, 3661–3673
stable binding poses, may fail to distinguish the stable poses
from non-stable poses in the inference set.47 Therefore, we
augmented our training data with computationally generated
random binding poses of protein–ligand pairs to improve the
model generalization.48

To assess the generalization ability of the proposed model,
we focused on the docking and the screening power of the CASF-
2016 benchmark.52 Previously, the DTI models had been eval-
uated in terms of the correlation between the predicted and the
experimental binding affinities.35,36,42–44 However, the high
correlation does not automatically guarantee a good model
generalization.47 A well-generalized model should be able to
successfully identify the true binding pose that has minimum
energy and correctly rank the best binding molecule. The
former criterion can be assessed in terms of docking power,
while the latter one is related to screening power. Examining
a model for both tasks is essential to ensure the model's ability
to generalize in real-world settings such as virtual high-
throughput screening (vHTS). We compared the benchmark
results of PIGNet with traditional docking calculations and
previous deep learning models and showed that our model
signicantly improved both docking power and screening
power.

In addition to the improvement in the model performance,
we show the interpretability of our model. While interpreting
the underlying chemistry of DTI prediction is an essential step
of drug discovery, previous deep learning models that take
a complete black box approach were not practical in that
sense.53,54 On the contrary, physics-based deep learning models
can offer interpretability since several intermediate variables of
the models have certain physical meanings.55 As our model
predicts the interaction energy for each atom–atom pair, we can
estimate the contribution of each ligand substructure in total
binding free energy. Such an interpretation can provide the
guidelines for the practitioners regarding ligand optimization –

modifying the less contributing moieties into stronger binding
moieties can be an example.

2 Method
2.1 Related works

2.1.1 Summary of previous structure-based deep DTI
models. The 3D CNN takes a 3D rectangular grid that represents
the coordinate of atoms of a protein–ligand complex as an
input.32–41 The proposed 3D CNNmodels outperformed docking
programs for the PDBbind and the DUD-E dataset in terms of
Pearson's correlation coefficient and AUC, respectively. Never-
theless, the high dimensionality of 3D rectangular representa-
tions and the absence of explicit representation of chemical
interactions and bonds may put a limitation on 3D CNN
models.56 One of the promising alternatives is a GNN, which
represents structural information as molecular graphs.57 Each
atom and chemical interaction (or bond) in a molecule is rep-
resented as a node and an edge in a graph, respectively. Also,
molecular graphs can incorporate 3D structural information by
regarding an atom–atom pair as neighbors only if its pairwise
Euclidean distance is within a certain threshold. Moreover,
© 2022 The Author(s). Published by the Royal Society of Chemistry
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graph representations are invariant to translations and rota-
tions, unlike grid representations of 3D CNN. Such advantages
of graph representation over grid representation might have
contributed to the state-of-the-art performance of GNNs in DTI
predictions.41–44,58

2.1.2 Physics-informed neural networks. Greydanus et al.49

proposed the Hamiltonian neural network as an effective
method to model the systems that follow Hamiltonian
mechanics. They used deep neural networks to predict param-
eters in the Hamiltonian equation and showed better general-
ization than previous neural networks. Pun et al.50 proposed
a physics-informed neural network for atomic potential
modeling. The model predicts the parameters of each type of
interatomic potential energy, instead of directly predicting the
total energy of the system. This strategy had improved the
model generalization for simulations performed outside the
bonding region. In this work, with neural networks, we
parameterize the equations that are derived from the physics of
chemical interactions.
2.2 Model architecture

PIGNet is a deep learning model that predicts binding free
energy of a given protein–ligand complex structure (Fig. 1). It
Fig. 1 Our model architecture. A protein–ligand complex is represent
structure of the complex. Each node feature is updated through neural n
interactions. Given the distance and final node features of each atom pa
parameterized equations. The total binding affinity is obtained as a su
components divided by an entropy term.

© 2022 The Author(s). Published by the Royal Society of Chemistry
takes a molecular graph, G, and the distances between the atom
pairs, dij, of a protein–ligand complex as an input. Generally,
a graph, G, can be dened as (H, A), where H is a set of node
features and A is an adjacency matrix. In an attributed graph,
the ith node feature, hi, is represented by a vector. Notably, our
graph representation includes two adjacency matrices to
discriminate the covalent bonds in each molecule and the
intermolecular interactions between protein and ligand atoms.
The details of the initial node features and the construction of
the two adjacency matrices are explained in the ESI.†

Our model consists of several units of gated graph attention
networks (gated GATs) and interaction networks. Gated GATs
and interaction networks update each node feature via two
adjacency matrices that correspond to covalent bonds and
intermolecular interactions. During the node feature update,
gated GATs and interaction networks learn to convey the
information of covalent bonds and intermolecular interactions,
respectively. Aer several node feature updates, we calculate
vdW interactions (EvdW), hydrogen bond interactions (Ehbond),
metal–ligand interactions (Emetal), and hydrophobic interac-
tions (Ehydrophobic), by feeding the nal node features into
physics-informed parameterized equations. Specically, for
each energy component, the fully connected layers take a set of
ed in a graph and adjacency matrices are assigned from the binding
etworks to carry the information of covalent bonds and intermolecular
ir, four energy components are calculated from the physics-informed
m of pairwise binding affinities, which is a sum of the four energy

Chem. Sci., 2022, 13, 3661–3673 | 3663
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nal node features as input and produce the parametric values of
the physics-informed equation. We also consider the entropy loss
from the protein–ligand binding by dividing total energy with
rotor penalty (Trotor). The total energy can be written as follows:

Etotal ¼ EvdW þ Ehbond þ Emetal þ Ehydrophobic

T rotor
: (1)

2.2.1 Gated graph attention network (Gated GAT). The
gated GAT updates a set of node features with respect to the
adjacency matrix for covalent bonds. The attention mechanism
aims to put different weights on the neighboring nodes
regarding their importance.59 The attention coefficient, which
implies the importance of the node, is calculated from the two
nodes that are connected with a covalent bond and then
normalized across the neighboring nodes. The purpose of the
gate mechanism is to effectively deliver the information from
the previous node features to the next node features. The extent
of the contribution from the previous nodes is determined by
a coefficient, which is obtained from the previous and new node
features. We describe the details of gated GAT in the ESI.†

2.2.2 Interaction network. The interaction network takes
an updated set of node features from the gated GAT along with
the adjacency matrix to generate the next set of node features.
Unlike the gated GAT, the interaction network adopts an adja-
cency matrix featuring intermolecular interactions. The inter-
action network produces two different sets of embedded node
features by multiplying the previous set of node features with
two different learnable weights. Next, we apply max pooling to
each set of embedded node features, obtaining two sets of
interaction-embedded node features. The interaction
embedded node features are then added to the embedded node
features to generate the new node features. The nal node
features are obtained as a linear combination of the new and
previous node features, where the linear combination is per-
formed with a gated recurrent unit (GRU).60 We describe the
details of the interaction network in the ESI.†
2.3 Physics-informed parameterized function

PIGNet consists of four energy components – vdW interaction,
hydrophobic interaction, hydrogen bonding, and metal–ligand
interaction – and a rotor penalty. Energy component of an
interaction between the ith node and the jth node is computed
from two node features, hi and hj. Since the node features
contain the information of the two atoms and their interaction,
the model can reasonably predict DTI.

The energy components and the rotor penalty are motivated
by the empirical functions of AutoDock Vina.8 The total binding
affinity is obtained as a weighted sum of energy components,
where the weights are introduced to account for the difference
between the calculated energies and the true free binding
energies. PIGNet employs learnable parameters to nd an
optimal weight for each component, learning to account for the
different types of protein–ligand interactions.

Each energy component is calculated from dij and d
0
ij , which

are the inter-atomic distance and the corrected sum of the vdW
3664 | Chem. Sci., 2022, 13, 3661–3673
radii of the ith node and the jth node, respectively. d
0
ij can be

represented as follows:

d
0
ij ¼ ri þ rj þ c� bij ; (2)

where r is the vdW radius of each node, which are taken from X-
Score parameters.10 bij is a correction term between the two
nodes which is resulted from a fully connected layer that
accepts two node features hi and hj as inputs. We used 0.2 for
a constant c that scales the correction term.

2.3.1 van der Waals (vdW) interaction. We used 12-6
Lennard-Jones potential to calculate the vdW interaction term,
EvdW. We considered all protein and ligand atom pairs except
for metal atoms whose vdW radii highly vary depending on the
atom type. The total vdW energy is obtained as a sum of all
possible atom–atom pairwise vdW energy contribution coeffi-
cients. EvdW can be described as follows:

EvdW ¼
X
i;j

cij

2
4 d 0

ij

dij

!12

� 2

 
d

0
ij

dij

!6
3
5; (3)

where cij, predicted from a fully connected layer, indicates the
minimum vdW interaction energy and renders each estimated
energy component similar to the true energy component, in
order to reect the physical reality.

2.3.2 Hydrogen bond, metal–ligand interaction, hydro-
phobic interaction. The pairwise energy contribution coeffi-
cients, eij, of hydrogen bond (Ehbond), metal–ligand interaction
(Emetal), and hydrophobic interaction (Ehydrophobic) share the
same expression as shown in eqn (4) with different coefficients,
c1, c2, and a learnable scalar variable, w.

eij ¼

8>>>>>>><
>>>>>>>:

w if dij � d
0
ij\c1;

w

 
dij � d

0
ij � c2

c1 � c2

!
if c1\dij � d

0
ij\c2;

0 if dij � d
0
ij . c2

(4)

Here, c1 and c2 are set as �0.7 and 0.0 for hydrogen bonds
and metal–ligand interactions, respectively, while the constants
are set as 0.5 and 1.5 for hydrophobic interaction. We chose the
same values of c1 and c2 for hydrogen bonds and metal–ligand
interactions, since both originate from the electron donor–
acceptor interactions. Each energy component is computed as
a summation of corresponding atom–atom pairwise energy
contribution coefficients, as described in eqn (5):

E ¼
X
i;j

eij : (5)

We classied atoms into hydrogen bond acceptors, hydrogen
bond donors, metal atoms, and hydrophobic atoms. Since
hydrogen bonds appear between hydrogen bond donors and
hydrogen bond acceptors, each atom that forms hydrogen
bonds is selected by substructure matching of the general
SMARTS61 descriptors, which are summarized in the Table S2.†
Metal atoms include Mg, Ca, Mn, Fe, Co, Ni, Cu, and Zn. Lastly,
© 2022 The Author(s). Published by the Royal Society of Chemistry
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halogen atoms or carbon centers that are surrounded only by
carbon or hydrogen atoms are classied as hydrophobic atoms.10

2.3.3 Rotor penalty. The rotor penalty term, Trotor, is
intended to consider a loss of entropy as the binding pocket
interrupts the free rotation of chemical bonds during protein–
ligand binding. We assumed that the entropy loss is propor-
tional to the number of the rotatable bonds of a ligand mole-
cule. Trotor can be described as follows:

Trotor ¼ 1 + Crotor � Nrotor, (6)

where Nrotor is the number of rotatable bonds and Crotor is
a positive learnable scalar variable. We used RDKit soware62 to
calculate Nrotor.

2.4 Monte Carlo dropout (MCDO) and epistemic uncertainty

A total of 30 models is ensembled during the test phase, with
the same dropout ratio, 0.1, as the training phase. We obtained
the predicted values by averaging individual predictions and
interpreted the variances as epistemic uncertainties. Here, we
dene PIGNet with and without MCDO as PIGNet (ensemble)
and PIGNet (single), respectively.

2.5 Loss functions

The loss function of PIGNet consists of three components,
Lenergy, Lderivative, and Laugmentation as in eqn (7):
Fig. 2 The training scheme of PIGNet. We use three types of data in mo
a computer-generated binding pose, and non-binding decoy complex.
complex, the model learns to predict its true binding energy. The model a
complex or a non-binding decoy complex in higher value than the true b
the proper correlation of ligand atom position and binding affinity by m

© 2022 The Author(s). Published by the Royal Society of Chemistry
Ltotal ¼ Lenergy + Lderivative + Laugmentation. (7)

Fig. 2 explains the overall training scheme of PIGNet based
on the three loss functions. Lenergy is the mean squared error
(MSE) loss between the predicted value from the model, ypred,
and the corresponding experimental binding free energy, ytrue,

Lenergy ¼ 1

Ntrain

X
i

�
ypred;i � ytrue;i

�2
; (8)

where Ntrain is a number of training data. Minimizing Lenergy
enables the model to correctly predict the binding affinity of
experimental 3D structures. Lderivative is composed of the rst
and the second derivative of the energy with respect to the
atomic position. Minimizing Lderivative intends the model to
sensitively nd relatively stable poses. Laugmentation is the loss
related to the data augmentation.

2.5.1 Derivative loss. The shape of the potential energy
curve between the protein and ligand atoms has a huge impact
on distinguishing the stable binding poses. The ligand atoms
are located at the local minimum of the potential curve when
the ligand binding is stable. Also, a potential energy curve in
proper sharpness makes it easier to distinguish stable
conformers from the others, as a small change in atomic posi-
tions would induce a large amount of energy deviation. Since
a model trained with respect to Lenergy alone does not control
the shape of the potential energy curve, it would be hard to
del training – true binding complex, true binder ligand–protein pair in
PIGNet predicts binding free energy for each input. For a true binding
lso learns to predict the energy of a computer-generated binding pose
inding energy and threshold energy, respectively. Finally, PIGNet learns
inimizing the derivative loss.

Chem. Sci., 2022, 13, 3661–3673 | 3665
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distinguish whether or not a ligand is at a stable position.
Accordingly, we guide the model with the derivative loss,
Lderivative, to learn the proper shape of the pairwise potential
energy curve – the width and the minimum energy position in
particular.

We can assume that the ligand atoms are located at the local
minimum of the potential for the experimentally validated
binding structures. Thus, we make the experimental structures
as a local minimum by forcing the rst derivative of the
potential energy with respect to position to become zero. The
sharpness of the potential energy curve was induced by
increasing the second derivative. The derivative loss, Lderivative,
is given as follows:

Lderivative ¼
X
i

​

"
​

�
vEtotal

vqi
​

�2

�min​

�
​

�
v2Etotal

vq2i
​

�
; Cder2 ​

�
​

#
;

(9)

where qi is the position of the ith ligand atom. An excessively
sharp potential energy curve may cause a problem in energy
prediction by the immense deviation of energy from a small
change in ligand atom positions. Therefore, we set the
maximum value of the second derivative as Cder2, which is 20.0
in our model.

2.5.2 Data augmentation loss. Here, we constructed three
different data augmentation-related loss functions; docking
augmentation, random screening augmentation, and cross
screening augmentation losses.

� Docking augmentation loss.
The purpose of docking augmentation is to improve the

model to distinguish the most stable binding poses from the
others. We assume experimental binding structures from the
PDBbind dataset63 as the most stable binding poses. Thus, the
energy of experimental structures should be lower than the
predicted energy of decoy structures that have different poses
from true binding poses. The loss for docking augmentation,
Ldocking, can be written as follows:

Ldocking ¼
X
i

max
�
yexp;i � ydecoy;i; � 1

�
; (10)

where yexp is the energy of an experimental structure and ydecoy
is the predicted energy of a decoy structure. By minimizing
Ldocking, the model can predict ydecoy larger than yexp + 1.

� Random screening augmentation loss.
In general, only a small fraction of molecules in a huge

chemical space can bind to a specic target protein. Most
molecules would have low binding affinity and high dissocia-
tion constant, kd, with the target. From this nature, we assume
that the dissociation constant of an arbitrary protein–ligand
pair from the virtual screening library would be higher than
10�5 M, as a criterion for hit identication is conventionally in
micromolar (10�6 M) scale.64 Referring to the relationship
between the binding free energy DG and the binding constant,
ka, which is reciprocal to Kd, we can set a threshold for DG of
a protein–ligand pair as follows:

DG $ �1.36 log Ka ¼ �6.8 kcal mol�1. (11)
3666 | Chem. Sci., 2022, 13, 3661–3673
A model trained with random screening loss,
Lrandom_screening, and a non-binding random molecule–protein
pair can sufficiently learn the chemical diversity. The model
would predict the binding free energy of a random molecule
with the target to a value higher than the threshold energy,
�6.8. Thus, the loss for the random screening augmentation,
Lrandom_screening, can be written as follows:

Lrandom_screening ¼
X
i

max
��yrandom;i � 6:8; 0

�
; (12)

where yrandom is the prediction energy of synthetic compounds
from the IBS molecule library.65 The inaccuracy of a docking
program is not problematic for the augmentation, as the
binding energies of wrong binding poses are typically higher
than the true binding energy.

� Cross screening augmentation loss.
Another nature of protein–ligand binding is that if a ligand

strongly binds to a specic target, the ligand is less likely to bind to
other targets because the different types of proteins have different
binding pockets.We assumed that the true binders of the PDBbind
dataset do not bind to the other proteins in the PDBbind dataset.

As in the random screening augmentation, training with
non-binding ligands and protein pairs affect a model to learn
chemical diversity. The loss for the cross screening augmenta-
tion, Lcross_screening, can be written as follows:

Lcross_screening ¼
X
i

max
��ycross;i � 6:8; 0

�
; (13)

where ycross is the prediction energy of the cross binder. The
same threshold for the binding free energy as in random
screening augmentation is also used here.

2.5.3 Total loss function. The total loss, Ltotal, is the
weighted sum of all the loss terms: Lenergy, Lderivative, Ldocking,
Lrandom_screening, and Lcross_screening. The total loss can be written
as follows:

Ltotal ¼ Lenergy þ cderivativeLderivative þ cdockingLdocking

þ crandom_screeningLrandom_screening þ ccross_screeningLcross_screening; (14)

where cderivative, cdocking, crandom_screening, and ccross_screening are
hyper-parameters which are set as 10.0, 10.0, 5.0, and 5.0,
respectively.
2.6 Baseline models

We constructed two baseline DNNmodels with the 3D CNN and
3D GNN architecture in comparison to PIGNet, namely a 3D
CNN-based model and a 3D GNN-basedmodel. For the 3D CNN-
based model, we reimplemented the KDEEP model from Jiménez
et al.34 Our rebuilt 3D CNN-based model is identical to KDEEP ‘s,
except we replaced the atom feature with those of PIGNet. We
also constructed the 3D GNN-based model from PIGNet, but the
model produces nal outputs via fully connected layers instead
of the physically modeled parametric equations.
2.7 Dataset

2.7.1 Training dataset and data augmentation. Our
primary training set is the PDBbind 2019 rened set which
© 2022 The Author(s). Published by the Royal Society of Chemistry
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provides qualied binding affinity data and corresponding
structure of protein–ligand complexes deposited in the protein
databank (PDB).63 We eliminated the redundant samples in the
test set – the core set of PDBbind 2016 – from the training set.
We used 4514 samples for the training set and 265 samples for
the test set, which were remained aer the data processing.
During the processing, the amino acid residues whose
minimum distance between the ligand is greater than 5 Å are
cropped to reduce the number of atoms in the protein pocket.

Additionally, we constructed three different data augmen-
tations; docking augmentation, random screening augmenta-
tion, and cross screening augmentation. Smina,66 which is
a fork of Autodock Vina, was used for generating decoy struc-
tures. For the docking augmentation, we generated 292 518
decoy structures using the PDBbind 2016 dataset. For the
random screening augmentation and the cross screening
augmentation, we generated 831 885 complexes using the IBS
molecules65 and 527 682 complexes based on the random cross
binding, respectively. Any complexes in the test set are excluded
during the augmentation.

2.7.2 Benchmark dataset. The CASF-2016 benchmark
dataset52 is originated from the PDBbind 2016 core set. Aer
data processing, we used 283 samples for the scoring and
ranking, 22 340 samples for the docking, and 1 612 867 samples
for the screening benchmark. We also assessed the model with
the CSAR NRC-HiQ (2010) 1 and 2 benchmark sets.67 We could
observe that some protein structures in the CSAR benchmark
sets are highly similar to those in our training set. To assure
a fair comparison, we further investigated if a bias in model
evaluation can arise from this overlap. We built two subsets for
each of the CSAR NRC-HiQ benchmark sets. First, we removed
the samples if the same key existed in the training set. 48 and 37
samples remained aer the exclusion for sets 1 and 2. Next, we
excluded the samples that have at least 60% protein sequence
similarity with one of the samples in the training set. 37 and 22
samples remained aer the exclusion in sets 1 and 2,
respectively.

2.7.3 Virtual screening library for humanMAPK1 inhibitor.
We further constructed the virtual screening library for human
mitogen-activated protein kinase 1 (MAPK1) to test the model's
ability to discover the true inhibitors from a large number of
molecular candidates. We built a new training set excluding the
homologs of human MAPK1. For the augmentation of the new
training set, we followed the same protocol as in our primary
training set. We used CD-HIT68,69 for target clustering with
a 60% sequence similarity cutoff. The targets in the cluster that
includes human MAPK1 were considered as human MAPK1's
homologs. Actives and inactives of human MAPK1 were ob-
tained from the PubChem database.70 The compounds with at
least 0.7 similarities with one of the ligands either in the
training set or the PubChem data itself were excluded. We
named the compounds with the negative logarithm of half-
maximal inhibitory concentration (pIC50) higher than the
specic threshold values as true inhibitors. Overall, 81, 45, and
27 compounds were considered true inhibitors when we used
the criteria of 6, 7, and 8, respectively. Note that the higher the
criteria are, the more potent the true inhibitors are. 56 413
© 2022 The Author(s). Published by the Royal Society of Chemistry
inactives are combined with the true inhibitors to make up the
virtual screening library. Finally, we generated 20 decoy struc-
tures per compound with the human MAPK1 protein (PDB id:
3I60) using Smina.

3 Results and discussions
3.1 Assessment of the model performance and the
generalization ability

We primarily assessed the model with the CASF-2016 bench-
mark dataset. The CASF-2016 benchmark provides four
different assessment tasks – scoring, ranking, docking, and
screening – to evaluate DTI models in several aspects of virtual
screening. The scoring power measures a linear correlation of
predicted binding affinities and experimental values, calculated
by a Pearson's correlation coefficient R. The ranking power
measures an ability of a model to correctly rank the binding
affinities of true binders of the actual binding pose, calculated
by a Spearman's rank–correlation coefficient r. These two
metrics are designed to assess the model's ability upon the
stable-and-precise binding structures. On the other hand, the
docking power and the screening power deal with the unnatural
structures which are generated computationally. The docking
power measures an ability of a model to nd out the native
binding pose of a ligand among computer-generated decoys,
quantied as a success rate within the top N candidates. The
screening power measures the ability of a model to identify the
specic binding ligand for a given target protein among a set of
random molecules, quantied as a success rate and an
enhancement factor (EF) within the top a percent of candidates.
Detailed equations of each metric are summarized in the ESI.†

In vHTS schemes, a DTI model should identify the most
stable binding pose and correctly rank the protein–ligand pairs
by their binding affinities at the same time. Indeed, the ranking,
docking, and screening powers would be optimal if the model
accurately predicts the value of the binding affinity for every
given complex, that is, what the scoring power targets to ach-
ieve. However, experimental analysis on the CASF-2016 bench-
mark shows that the high scoring power does not guarantee
high screening and docking powers.52 We attribute this incon-
sistency to a limitation in the CASF-2016 scoring power
benchmark – the scoring power itself cannot be a single crite-
rion of a DTI model performance evaluation. Accordingly, we
highlighted the models' docking and screening powers as
indicators of model generalization.

Table 1 summarizes the performance of PIGNets, baseline
models, and other published works for the CASF-2016 and the
CSAR NRC-HiQ benchmarks. The reference scores of docking
methods – AutoDock Vina,8 GlideScore-SP,13 and Chem-
PLP@GOLD15 – were taken from Su et al.,52 which ranks the rst
in a docking success rate, screening success rate, and screening
EF, respectively. The performance of other deep learning
approaches except KDEEP

34 was directly taken from their refer-
ences. The scores of KDEEP were taken from Kwon et al.39 since
the docking power was not included in its original work.

PIGNet, both single and ensemble models, outperformed all
other previous works in the CASF-2016 docking and screening
Chem. Sci., 2022, 13, 3661–3673 | 3667
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powers. Our best model achieves a top 1 docking success rate of
87%, a top 1% screening success rate of 55.4%, and a top 1%
average EF of 19.6. The scoring and ranking power out-
performed the docking methods while competitive with other
deep learning-based approaches.

The Pearson's correlation coefficient for the CSAR NRC-HiQ
benchmark sets showed consistent results with the CASF-2016
scoring power benchmark. Interestingly, the performance was
not affected by the removal of the samples with a similarity
threshold of 60% from the CSAR benchmark sets. Instead, we
could observe consistent improvements in the performance.
This slight improvement could be attributed to the smaller test
set size, where a few data points can affect much of the result.
Such a result suggests that our model has not merely been
overtted to the training set targets or homologous structures,
as the performance would have been deteriorated if the over-
tting was the case.

For baseline models, the 3D GNN-based model showed
better performance on ranking, docking, and screening powers
than the 3D CNN-based model. The difference might lead from
the lack of the chemical interaction information in the 3D CNN-
based model, where the 3D GNN-based model implicitly has.
However, the 3D CNN-based model and the 3D GNN-based
model fail to achieve high docking power and screening
power. We attribute such low docking power to model over-
tting on the true-binding complex structures and binding
affinities. The models have produced inaccurate binding affin-
ities for the computer-generated decoy structures, which are
primarily queried for the docking and screening power test. The
low docking power then leads to the low screening power, as the
most stable binding conformer needs to be identied in order
to nd the true binder. From these observations, we suspect
that the performance reports of the previously introduced deep
DTI models have been overoptimistic. In contrast, PIGNet
Table 1 Benchmark results on the CASF-2016 and the CSAR NRC-HiQ d
rank correlation coefficient, respectively. The top 1 score was used for a d
a screening success rate. DVinaRF2071 was excluded from the comparison,
50% of data in the CASF-2016 test set. Numbers in the parenthesis of CS
targets with protein sequence similarity higher than 60% with the training
PIGNets were averaged from 4-fold models. The highest values of each

Model

CASF-2016

Docking Screening

Success rate Average EF Success

AutoDock Vina8 84.6% 7.7 29.8%
GlideScore-SP13 84.6% 11.4 36.8%
ChemPLP@GOLD15 83.2% 11.9 35.1%
KDEEP

39 29.1% — —
AK-Score (single)39 34.9% — —
AK-Score (ensemble)39 36.0% — —
AEScore45 35.8% — —
D-AEScore45 85.6% 6.16 19.3%
3D CNN-based model 48.2% 3.9 10.1%
3D GNN-based model 67.7% 10.2 28.5%
PIGNet (single) 85.8% 18.5 50.0%
PIGNet (ensemble) 87.0% 19.6 55.4%

3668 | Chem. Sci., 2022, 13, 3661–3673
consistently shows high performance across the four CASF-2016
metrics and the CSAR NRC-HiQ benchmarks. Such results
imply that our model is properly tted to the training data, and
also has learned the proper features – the underlying physics of
protein–ligand binding patterns. Moreover, the results remind
us that the scoring power cannot be a single criterion
measuring the model performance. In the following section, we
analyze how much each of our strategies had contributed to the
result through ablation studies.
3.2 Ablation study of two main strategies

We attribute the improvement of the model performance to two
major strategies that have been utilized; the physics-informed
parameterized functions introduced in the previous section
and the data augmentation. In this section, we carried out an
ablation study to decouple the effects of the two strategies and
summarized the results in Table 2.

3.2.1 Effect of the physics-informed parametrized func-
tions. We can observe the effect of the physics-informed model
by comparing the performances of the 3D GNN-based model
and PIGNet since a 3D GNN-based model is identical to PIGNet
except for the parametric equations. As expected, the effect was
not critical for the CASF-2016 scoring and ranking powers.
However, the employment of the physics-informed model has
resulted in a signicant increase in docking and screening
powers. We can infer that the incorporation of the parametric
equations has contributed to enhancing the model generaliza-
tion. Incorporating a certain form of equations may impose an
excessive inductive bias on the model, which can lead to the
model under-tting. However, it turns out to be unlikely from
the comparable scoring powers of PIGNet and the 3D GNN-
based model. Especially, PIGNet without data augmentation
still shows better docking power than the 3D GNN-based model
ataset. R, r indicate the Pearson correlation coefficient and Spearman's
ocking success rate, and the top 1% rate was used for an average EF and
as it was fine-tuned on the PDBbind 2017 data, which in fact includes�
AR NRC-HiQ benchmarks are for the test sets that have excluded the
set. The results of the 3D CNN-based, the 3D GNN-based model, and
column are shown in bold

CSAR NRC-HiQ

Scoring Ranking Set 1 Set 2

rate R r R R

0.604 0.528 — —
0.513 0.419 — —
0.614 0.633 — —
0.701 0.528 — —
0.719 0.572 — —
0.812 0.67 — —
0.800 0.640 — —
0.790 0.590 — —
0.687 0.580 0.738(0.756) 0.804(0.837)
0.667 0.604 0.514(0.566) 0.627(0.723)
0.749 0.668 0.774(0.798) 0.799(0.863)
0.761 0.682 0.768(0.798) 0.800(0.857)

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Table 2 The CASF-2016 benchmark results for the 3D GNN-based model and PIGNet (single) with and without using data augmentation. The
top 1 score was used for a docking success rate, and the top 1% rate was used for an average EF and a screening success rate. The highest values
within the same model are shown in bold

Model Use Data augmentation?

CASF-2016

Docking Screening Scoring Ranking

Success rate Average EF
Success
rate R r

3D GNN-based model No 29.9% 1.4 4.9% 0.772 0.604
Yes 66.6% 10.2 28.5% 0.689 0.629

PIGNet (single) No 77.4% 6.6 24.6% 0.792 0.672
Yes 85.8% 18.5 50.0% 0.749 0.668

Table 3 The virtual screening results of the human MAPK1 inhibitors.
The results of the 3D CNN-based, the 3D GNN-based model, and
PIGNets were averaged from 4-fold models. Top 1% rate was used for
an average EF. The highest values of each column are shown in bold

Model

pIC50 Criteria for true inhibitor

6 7 8

Average EF

Smina66 9.9 13.3 18.5
3D CNN-based model 7.7 6.7 9.3
3D GNN-based model 9.3 11.1 12.0
PIGNet (single) 20.1 21.1 24.1
PIGNet (ensemble) 21.3 21.7 26.9
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trained with the augmented data. Although adding a large
number of augmented data improves the performance, the data
augmentation strategy itself cannot entirely replace the gener-
alization effect given by the physics-informed model. Instead,
the data augmentation and physical modeling improve the
model in a complementary manner, as we can see from the
following section.

3.2.2 Effect of the DTI-adapted data augmentation
strategy. The PDBbind dataset is one of the most representative
training datasets for the data-driven DTI models, providing
both 3D binding structures and the binding affinities of the
protein–ligand complexes.63 However, the PDBbind dataset is
suspected to hold an intrinsic bias;47 its ligands have insuffi-
cient chemical diversity and only the binding structures in
minimum energy poses are given. To expand the chemical space
which the model learns, we additionally included 1 652 085
augmented samples in the training set. In particular, compu-
tationally generated structures, which happen to be more
unstable than the actual structures, are used for learning. Table
2 clearly shows the effect of the DTI-adapted data augmentation
strategy on the generalization ability. The augmentation
apparently improved the docking and screening power of both
the 3D GNN-based model and PIGNet. It shows the applicability
of our data augmentation strategy for a variety of DNN-based
DTI models. For benchmarks only containing the true
binding complexes – scoring power, ranking power, and the
CSAR NRC-HiQ – it was an expected result that the data
augmentation did not improve the scores, because the model
learns to accurately distinguish the decoy and true binding
complexes from the augmented data and the corresponding
losses.

3.3 Virtual screening of human MAPK1 inhibitor

To be practically used for the virtual screening, DTI models
should generalize well, even for unseen targets and ligands.
PIGNet showed state-of-the-art performances among other
docking methods and deep learning methods for the conven-
tionally used docking and screening benchmarks. In an attempt
towards an even fairer comparison, we noticed that common
protein homologs exist in both training and benchmark sets. In
practice, the target and its true inhibitors might be distant from
the training data distribution. Hence, to ascertain the
© 2022 The Author(s). Published by the Royal Society of Chemistry
applicability of our model, we conducted a virtual screening
case study in more realistic settings where we excluded from the
training set the targets and ligands similar to the given target
and its true inhibitors.

We selected the human MAPK1 protein, an essential thera-
peutic target72–74 for our case study. The top 1% average EF of
Smina, 3D CNN, and 3D GNN-based models were compared
with that of PIGNet.

The virtual screening results shown in Table 3 are consistent
with the CASF-2016 screening benchmark results, where
PIGNets outperform the baseline models and a docking
method. The trend was consistent regardless of the ratio of the
true inhibitors, which is determined by a pIC50 criteria. While
this single-case study does not give us statistical signicance,
we can inspect the potential applicability of our model on
virtual screening for unseen targets.
3.4 Interpretation of the physically modeled outputs

One important advantage of our approach is the possibility of
the atom–atom pairwise interpretation of DTI. To rationally
design a drug for a specic target, knowing the dominant
interaction of ligand binding is helpful. Since PIGNet computes
atom–atom pairwise energy components, we can calculate the
energy contribution of the substructures within a ligand. Here,
we conduct a case study for two target proteins retrieved from
the PDBbind dataset; protein-tyrosine phosphatase non-
Chem. Sci., 2022, 13, 3661–3673 | 3669
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receptor type 1 (PTPN1) and platelet activating factor acetylhy-
drolase (PAF-AH). The result is illustrated in Fig. 3a, where two
ligands for each protein are compared regarding the predicted
substructural energy contributions and the inhibitory constant,
Ki. Each ligand pair has high structural similarity, and only
differs in red-circled moieties. For PTPN1, the model predicts
a greater energy contribution for the tetramethyl cyclohexyl
moiety than the cyclohexyl moiety. Such a result is coherent to
the experimental Ki values. For PAF-AH, the ligand with the
phenyl group has a lower Ki value than that of the ligand with
the methyl group. The model predicts a greater energy contri-
bution of the phenyl group compared to the methyl group. For
both proteins, the blue-circled common substructures are pre-
dicted to have similar energy contributions. This implies the
predicted energy contribution of each substructure provides
a physically meaningful interpretation, which can take further
advantages to strengthen the total binding affinity towards the
target protein during the ligand optimization.

Most docking programs manually assign different scoring
functions to atom–atom pairs according to the predened
Fig. 3 Interpretation of the predicted outcomes. (a) Substructural analysi
receptor type 1 (PTPN1) and platelet activating factor acetylhydrolase
substructures, respectively, and the predicted energy contribution (unit: k
indicates how potent the ligand binds to the target protein. (b) A distanc
components in the test set. The red solid line illustrates the original d
parameters. The closer the color of a data point to yellow, the larger the n
the corrected sum of vdW radii, d

0
ij , corresponding to different carbon–ca

The results include 95% confidence intervals.

3670 | Chem. Sci., 2022, 13, 3661–3673
categories. This manual assignment would fall short when the
binding pattern of the pair does not t in the existing category.
Instead of the handcraed categorization, our model exploits
neural networks to automatically differentiate the atom–atom
pairs; the information of each pair's interaction is updated
through the graph attention networks. We illustrate the devia-
tion and its physical interpretation in Fig. 3b and c. Fig. 3b
shows a distance-energy distribution plot of vdW component
for carbon–carbon pairs within the test set. When trained with
learnable parameters, predicted vdW interactions naturally
deviate within the carbon–carbon pair, while without the
learnable parameters the distance–energy plot follows a single
solid line. With the aid of learnable parameters, our model
might have learned a wider range of pairwise interactions in
a data-driven manner. We also show the deviations in hydro-
phobic, hydrogen bond, and metal–ligand energy components
in the Fig. S1.†

Fig. 3c shows that the naturally occurring deviations within
the atom–atom pairs in our model are the consequences of
learning sufficient physics information. The corrected sum of
s of ligands for two target proteins. Protein-tyrosine phosphatase non-
(PAF-AH). The blue and red circles indicate common and different
cal mol�1) of each substructure is annotated. The inhibitory constant, Ki,
e–energy plot of carbon–carbon pairwise van der Waals (vdW) energy
istance-energy relation without any deviation induced by learnable
umber of corresponding carbon–carbon pairs. (c) The average value of
rbon pair types. Csp2–Csp2, Csp2–Csp3, and Csp3–Csp3 pairs are compared.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Plot of the average Pearson's correlation coefficients, R, of the 4-fold PIGNet model, with or without the uncertainty estimator, on the
datasets classified according to the total uncertainty. PIGNet with the uncertainty estimator – low: the lowest third, random: the randomly
selected one third, high: the highest third of the uncertainty distribution. PIGNet without Monte Carlo dropout – baseline: the scores of a single
PIGNetmodel shown in the Table 1. The lower the uncertainty, themore probable themodel would have correctly predicted the result. Error bars
represent 95% confidence intervals. PIGNet was tested at the 2 300th training epoch with and without Monte Carlo dropout.
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vdW radii, d
0
ij, which contains a learnable parameter assigned to

each atom–atom pair, deviated according to the carbon–carbon
pair types. Since the interaction between the two carbon atoms
would not be signicantly affected by their hybridization, we
speculate that the corrected sum of vdW radii of the pair would
be dependent on the atom radii. The result shows an increasing
tendency from the Csp2–Csp2 pair to the Csp3–Csp3 pair. Reso-
nating with the speculation, the larger the s-character of the
carbon atoms, the shorter was the corrected sum of vdW radii.
3.5 Epistemic uncertainty quantication of PIGNet

For reliable virtual screening, it is important to screen out the
false positive binders and secure the true positives.75 Unfortu-
nately, most positive returns from docking programs turn out to
be false positives.76 DNN-based models may also have the same
problem. In particular, the data-decient nature of training DTI
models might render the DNN models less t to out-of–domain
complexes,47 producing false positives. One possible way to
reduce the false positives is to use the uncertainty of the
predictions and to lter unreliable positive predictions. We
employed a Monte Carlo dropout (MCDO), a practical Bayesian
inference method utilizing dropout regularization, to estimate
epistemic uncertainties which are originated from the model
uncertainty.77

We quantied prediction uncertainties for the samples in
three datasets – CSAR NRC-HiQ 1 and 2, the CASF-2016 scoring
power. In Fig. 4, the ‘low’, ‘random’, and ‘high’ batches in terms
of the prediction uncertainties are in descending order in the
value of Pearson's correlation, R. Such a result resonates with
our expectation; the lower the uncertainty, the more probable
the model would have correctly predicted the result. This result
shows that the prediction uncertainties of our model can be
properly quantied. A previous study reported that the robust
uncertainty quantication of model predictions can be evidence
of good generalization ability.78 Thus, it might be possible to
relate the high generalization ability of our model to the success
in uncertainty quantication.
© 2022 The Author(s). Published by the Royal Society of Chemistry
Comparing the R values of the ‘random’ and ‘baseline’
batches in Fig. 4 enables to evaluate the general performance of
PIGNet with and without the uncertainty estimator. The result
conrms that the addition of uncertainty estimator does not
harm the model performance. Furthermore, the comparison
shows that uncertainty quantication can be used to lter out
the false positives.

4 Conclusion

In this work, we studied the inadequate generalization problem
of deep learning models that are oen encountered in real-
world applications where data for training is very scarce and
imbalanced. As an important practical example, we focused on
drug–target interaction (DTI) models for the fast and reliable
virtual screening of drug candidates. The resulting model,
named PIGNet, could achieve better generalization as well as
higher accuracy compared to other deep learning models. We
attribute the success of our model to the following two strate-
gies. The rst one is to employ the physics-informed parame-
terized equations. The physics modeling acts as a proper
inductive bias for the neural model, guiding the model to learn
the underlying physics of the chemical interactions. We further
improved the model performance by augmenting training data
with protein–ligand complexes from the wider chemical and
structural diversity. We analyzed the effects of the physics-
informed model and the data augmentation through the abla-
tion study and found that both contribute to the model gener-
alization. These strategies can be readily adopted to other
science elds where similar data problems are expected and the
related physics is well-established. Such applications would
include materials design, structural biology, and particle
physics. A similar improvement in the generalization reported
in the atomistic modeling of solid materials50 is one such
example.

Ourmodel can enjoy further practical advantages such as the
physical interpretation of predicted DTI values and the reduc-
tion in false positives via uncertainty quantication. Obtaining
binding free energy for every atom–atom pair opens up
Chem. Sci., 2022, 13, 3661–3673 | 3671
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a possibility of further interpretation. This useful information
can later be used to optimize drug candidates to attain better
binding affinity by joining our model with generative models
such as Imrie et al.79 Also, we introduced an uncertainty esti-
mator for DTI prediction models and evaluated the quality of
estimation for PIGNet. As predictions in high uncertainty can
possibly be false positives, uncertainty quantication has
practical benets in virtual screening scenarios.

Still, our model has room for improvements regarding the
parametric expression of atom pairwise interactions. To further
improve the predictive power of our model, we can test out
alternative expressions for the energy components. For
example, as an expression for the van der Waals interaction, it
would be possible to use the Hamaker formula parameterized
with a learnable Hamaker constant.80,81 Additionally, our model
could serve as a reliable oracle for the molecular generative
models,82,83 in case the design objective is focused on the target
binding affinity.
Data availability

Training datasets can be preprocessed from the codes available
at github: https://github.com/ACE-KAIST/PIGNet.
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