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Abstract 

For laser ablation-inductively coupled plasma-mass spectrometry (LA-ICP-MS) imaging experiments – as 

well as other techniques used for elemental or molecular mapping – the accordance of the measured 

distribution with the actual distribution is of utmost importance to guarantee reliability of the obtained 

images. In most experiments reported in the past, the experimental conditions have been chosen so 

that washout effects and signal carry-over are minimized by scanning the sample surface very slowly. 

Therefore, measurement times become very long and decently resolved images will require acquisition 

times of several hours up to more than one day. To increase the application range of LA-ICP-MS for 

imaging it is important to decrease the measurement times, which is best accomplished by increasing 

the scanning rates. However, depending on the instrumentation, this can lead to blurring and 

compromised image quality. In this work, we present a metric to compare the measured elemental 

distribution with their actual distribution based on a sample with visually distinguishable features. This 

approach allows quantitative determination of the image quality and enables comparison of multiple 

measurement conditions. This information can be used for method optimization, to get a reasonable 

tradeoff between image quality and measurement time. 

Introduction 

Laser ablation-inductively coupled plasma-mass spectrometry (LA-ICP-MS) has gathered interest in 

various fields of science during the past decades
1-6

. The opportunity to perform laterally resolved 

analyses combined with sub-µg g
-1

 detection limits for most elements using modern ICP-MS 

instrumentation is valuable for addressing a large range of scientific applications. Besides the use of LA-

ICP-MS for bulk analysis, circumventing the problem of complex and time consuming sample 

preparation, this technique is also frequently utilized for elemental mapping (imaging) of samples in two 

or three dimensions
7
. Typically, imaging experiments are employed for mapping of elements in 

minerals
8, 9

, biological materials
10-14

, and other sample types
15

. Typical lateral resolutions range between 

20 and 100 µm. Recent achievements in LA-ICP-MS imaging, especially involving bio-imaging, have lead 

to improved lateral resolutions down to 1 µm
16, 17

. 

A challenge for LA-ICP-MS imaging measurements is to reduce the long acquisition time required for 

these experiments. Depending on the desired lateral resolution and sample area, some measurements 

may take up to 30 hours or more
18

, making this technique laborious for routine analyses especially if fast 

sample throughput is required. Typically, two approaches are used for imaging experiments with LA-ICP-

MS. The first one is a spotscan over the sample surface. The laser is systematically fired onto discrete 

spots subsequently covering the whole region of interest on the sample. Typical waiting times between 
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two spots are from microseconds to a few seconds (0.1-10 s, depending on the cell volume) to ensure 

total particulate washout from the cell.  Certainly, this method allows for the most reliable imaging by 

avoiding image blurring. However, a long measurement time is required for complete aerosol washout 

from the chamber. The second and more often employed method
18, 19

 uses linescans covering the area 

of interest on the sample. Using the desired laser beam diameter, line after line is scanned and the 

recorded signals are either saved as one file or as single files for every line, depending on the software 

or algorithm used for data evaluation and image construction. The crucial parameters of linescans are 

the laser repetition rate and the scan speed, both of which will influence the image quality of the 

resulting elemental maps. At a constant laser beam diameter, the total measurement time is 

determined only by the scan speed. In many experiments, laser scan speeds are set based on the laser 

beam diameter. Often, very slow scan speeds have been reported to be used. Still, compared to a 

spotscan, this approach drastically reduces the measurement time. Moreover, even higher scan speeds 

may be applied and still deliver a satisfactory image quality with further reduced measurement time, as 

stated in previous publications
20

. In both approaches, the material washout of the cell is important, and 

in this latest approach a slow washout combined with high scan speeds might lead to signal carryover to 

following sample locations leading to distortion of the image. 

Already earlier, Lear et al.
20

 investigated the effect of changing sampling parameters on image quality. It 

showed that fast scan speeds are applicable for imaging experiments, making the measurements more 

time efficient. However, it has been stated that the washout behavior of the used cell plays a significant 

role for the maximum obtainable scan speed and thus, image quality might suffer from blurring effects.  

In this work, we present an approach for evaluation of the image quality in terms of correlation with a 

visual image of the sample. The correlation is described by a metric, to accurately determine the quality 

of the elemental distribution image. In contrast to previously presented studies with the goal to 

optimize imaging parameters, the aim of this study was the quantitative determination of the image 

quality. Metrics obtained from different images can be easily compared, without being influenced by the 

instrument where the measurement has been performed or the method of image construction. For 

method development, printed patterns on paper have been used, which have already been shown to be 

a valuable tool for evaluation of parameters in imaging experiments
21, 22

. 

Methods 

Instrumentation 

Experiments were performed using a femtosecond laser ablation instrument (J200, Applied Spectra Inc., 

Fremont, CA) coupled to an inductively coupled plasma mass spectrometer (Bruker Aurora elite, Bruker, 

Billerica, MA). The instrumental conditions were checked on a daily basis to ensure proper function of 

the instrumentation using the certified reference material NIST610 trace elements in glass (National 

Institute of Standards and Technology, Gaithersburg, MD). Typical instrumental parameters are shown 

in Table 1. 

Table 1: Typical instrumental parameters used for the sample measurements 

laser ablation ICP-MS 

wavelength 1030 nm plasma power 1500 W 
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pulse duration 450 fs cool gas flow 18.0 Lmin
-1

 

laser repetition rate 10, 20, 40 and 80 Hz auxiliary flow 1.8 Lmin
-1

 

laser beam diameter 40 µm cones Ni 

laser energy 120 µJ scanning mode peak hopping 

laser scan speed 0.05, 0.1, 0.2, 0.5 mms
-1

 dwell time per isotope 8 ms 

laser beam geometry  circular monitored isotopes 
13

C, 
48

Ti, 
63

Cu, 
65

Cu 

He gas flow 0.7 L min
-1

 mass resolution  300 m/Δm 

Ar make-up flow 0.7 L min
-1

   

 

Ablation of the sample material was performed under a constant helium gas flow, which was 

subsequently mixed with argon as make-up gas using a glass T-piece in close proximity of the ablation 

chamber outlet. Helium gas flow was optimized in preliminary experiments to obtain the shortest 

possible washout times. Two different cell volumes (33 mL and 16 mL) were evaluated for washout 

effects. Both cells were of drop-shaped geometry with the in- and outlet positioned along the axis of 

symmetry. In this work, the cell with an inlet-outlet distance of 65 mm will be referred to as ‘large cell’ 

and the cell with a 45 mm inlet-outlet distance as ‘small cell’. The described cells are commercially 

available standard equipment of the used laser ablation system. For measurement each sample was 

placed along the axis of symmetry one centimeter from the cell outlet. 

Preparation of printed patterns 

Printed patterns were designed in Microsoft Power Point 2010 (Microsoft Corp., Redmond, WA). Blue 

color (RGB color code #00FFFF) was used to design the patterns. Squares sized 200x200, 300x300 and 

400x400 µm were drawn with distances between 200 and 400 µm between the edges of the squares. 

The patterns were printed using a conventional office laser printer (Brother, Nagoya, Japan) onto white 

office paper with a high resolution print setting (2400 dpi). After the printing process, single patterns 

were cut out and attached to microscopic glass slides using double sided tape. Each slide was equipped 

with only one pattern to ensure identical position of each sample in the ablation cell, since altered 

washout due to a changed sample position could affect the results of the measurements. 

Processing of the visual images 

The pigment from the blue color printed onto the paper samples contains copper; the background signal 

of copper from the paper was negligible in preliminary experiments. Signals for the copper background 

yielded around 5.000 cps (
65

Cu), compared to more than 5.000.000 cps on areas with ink application. 

Therefore, the only considerable source of copper was the ink deposited on the paper. Before the LA-

ICP-MS experiments, microscopic images of the samples were taken to enable comparison of the actual 

copper distribution (represented by the blue color) with the obtained copper distribution maps from the 

LA-ICP-MS analysis. The visual sample images were preprocessed to a size of 680x600 pixels, and 

maximum contrast was set to obtain the best visual differentiation between the blue color and the 

paper surface. Thereafter, the colored image was processed to a black and white image. Image 

preprocessing steps were performed using photographic image processing software (Adobe Lightroom 

4.1, Adobe Systems, San Jose, CA). The resulting images were imported to Origin Pro 9.0 (OriginLab 

Corp., Northampton, MA) and processed to binary images consisting of only black and white pixels by 

setting a proper cutoff value between black and white; areas with ink deposition were white while areas 

without ink were black. 
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LA-ICP-MS measurement of the printed pattern samples and image construction 

All measurements were performed with a laser beam diameter of 40 µm ablating a total sample area of 

2.72 x 2.40 mm. The resulting distribution images were 68 x 60 pixels in size with each pixel covering 40 

µm of the sample in both horizontal and vertical direction. In contrast to the other reported 

optimization study
20

, the quadrupole dwell time was kept constant throughout all experiments, to show 

only the effects of altered laser sampling conditions on the image quality. Raw data were exported as 

text files and processed using ImageLab (Epina GmbH, Pressbaum, Austria). Spotscans were performed 

at a 20 Hz repetition rate firing 10 shots per location (0.5 s ablation time) with a 10 second delay 

between ablation of each location to let the signal reach background level after each laser shot. The 

distance between the centers of adjacent laser shots was 40 µm in both the horizontal and vertical 

directions.  

Linescans were performed at varying laser repetition rates and laser scan speeds. All assumptions made 

here are valid when the whole sample is ablated during the analysis (i.e. for thin sections or thin films). 

The scan direction was kept constant for each line and the delay time between the ablation of two 

consecutive lines was 10 s. The signals of elements that are constituents of the paper were used for 

automatic detection of the measured lines using ImageLab
23

. The values for the horizontal pixels were 

calculated by dividing the signals obtained for the lines into 68 regions, such that every pixel spans 40 

µm in horizontal direction. The acquired data points in each one of those regions were averaged to 

calculate the pixel values for the distribution images. A virtual sample (Figure 1a) is scanned using two 

different laser scan speeds. The data treatment for image construction is illustrated in Figure 1b and c. 

In this example the laser beam diameter is 40 µm. The regions are set such that the laser beam covers 

40 µm in the length of one region; 1.0 s for 0.040 mm s
-1

 and 0.25 s for 0.160 mm s
-1

, respectively. The 

intensity averages of the raw signals recorded in each of those regions deliver the pixel values for one 

horizontal line. When using higher scan speeds the time one region spans gets shorter as the laser 

covers more distance in the same amount of time. As the washout of the cell is independent from the 

scan speed more pixels will have wrong values than at slower scan speeds. The illustration in Figure 1 

shows that higher scan speeds promote blurring effects. While in Figure 1b (40 µm s
-1

) only one region 

(pixel) is affected by the washout, Figure 1c shows at least 4 pixels will represent wrong signal intensities 

before the signal intensity reaches background level again. 
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Figure 1: Illustration of a virtual sample with an 80 µm wide feature containing an arbitrary element (feature in black, (a)), 

simulated ICP-MS signals for the same element for the scan speeds 40 µm s
-1

 (b) and 160 µm s
-1

 (c) with the numbered 

regions for calculation of the pixel intensities 

For both spot- and linescans, time resolved data were acquired and stored in a single file. The largest 

squares of the printed pattern (400 x 400 µm) were used to calculate the reference value for the 

detection threshold. This value was determined using the average intensity of 
65

Cu at the center of these 

squares (3 x 25 pixels). Using the 10 percent valley definition commonly used in mass spectrometry to 

determine peak separation
24

, a signal drop of 90% was regarded as being sufficient evidence that no 

major blurring effects would occur. Binary distribution images of 
65

Cu were calculated with white areas 

representing the presence of a 
65

Cu signal above the calculated threshold and black areas showing signal 

intensities below this mark. Matching of the elemental distributions with the visual image was 

accomplished using the knowledge of the exact position of the ablated area. 

Comparison of the binary images 

For each analyzed sample, two binary images were created. One shows the presence of copper 

represented by the blue color in the light microscopic image, and the other shows if a 
65

Cu signal 10% 

above the average maximum signal has been detected using LA-ICP-MS. To expose the areas that are 

similar or different, the two images were treated as matrices and a simple subtraction step was 

performed. As the two images were initially of different resolution (the resolution of the visual image is 

typically higher than the one of the elemental image), the image sizes had to be adjusted in order to 

carry out the subtraction. Therefore, the size of the elemental image was expanded to fit the size of the 

visual image. If the size of the visual image is an integral multiple of the size of the elemental image this 

expansion can be performed without interpolation of pixels, i.e. pixels of one color divided into more 

pixels of the same color. When processing the visual image, this aspect has to be considered, and the 

final visual image has to fulfill this requirement. The process of image resizing is illustrated in Figure 2. 
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Figure 2: Illustration of the image expansion from a 2x2 pixel image matrix to a 4x4 image matrix 

After the adjustment of the image dimensions, the values of corresponding pixels in the two images can 

be subtracted. This may result in two different scenarios: both pixels are either white or black, therefore 

the result of the subtraction will equal zero; or one of the pixels is black and one is white, so the result of 

the subtraction will be different from zero. If the result of the subtraction is zero, pixels are matching; if 

the result is unequal to zero pixels are not matching. Therefore, the amount of pixels with a value other 

than zero can be used as a measure for the area that has been wrongly assigned in the elemental image. 

A value describing the amount of mismatched areas (area mismatch percentage, AMP) can further be 

calculated as a percentage of the wrongly assigned area and the total image area. This metric can be 

used to describe the image quality of each measured elemental distribution image. It has to be pointed 

out, that after expansion of the initial elemental distribution image the term pixel is no longer referring 

to the actual lateral resolution of the map but is just used as an area measure. 

Results and discussion 

Measurement time and optical image comparison 

As pointed out earlier, the long measurement time of LA-ICP-MS is a point of concern for the application 

of this technique for a broader range of imaging applications. Sample throughput can be increased and 

resources such as gas and electricity can be saved by making imaging analyses using LA-ICP-MS faster. 

The investigation of the samples presented in this work takes about 12 hours using a spotscan with a 10 

s waiting time between the ablation of two adjacent spots.  The analysis time can be drastically reduced 

using linescans (even with slow scan speeds) to 64 minutes for a scan speed of 0.05 mm s
-1

. Increasing 

the scan speed can further reduce the measurement time to 38 minutes for 0.1 mm s
-1

, or even less for 

faster scan speeds. However, image resolution and reliability of the images should not be affected by 

the aspect of shortening the measurement time required for the experiments. Therefore, it is important 

to define the actual image quality, to effectively evaluate the result of faster scan speeds on image 

quality. Optical analysis of the images is often subjective, as it depends on the color scale used, the 

scaling method, and, of course, the eyes of the user. Therefore, conclusions drawn from this approach 

might be misleading and the interpretation of the results may not reveal the actual best measurement 

conditions. Figure 3a shows a distribution image of 
65

Cu and Figure 3b shows the microscopic image of 

the very same pattern. The structure of the copper distribution on the printed areas appears to be very 

smooth and the edges are sharp; no blurring effects can easily be seen. 
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Figure 3: Elemental distribution of 
65

Cu (a) and the microscopic image of the same pattern taken before sample analysis (b). 

LA-ICP-MS analysis was performed using a scan speed of 0.05 mm s
-1

 and a laser repetition rate of 40 Hz with the small 

washout cell. Elemental distribution (c) and visual image (d) after conversion to binary images. 

However, the comparison of two or more images is very difficult and it is almost impossible to 

determine which one of a series of images represents the actual copper distribution better, and which 

measurement conditions should be preferentially used. The images are converted to binary images 

(Figure 3c and d). After subtraction of the two images, differences can be highlighted. 

Subtraction of the visual image and the elemental distribution map 

Visualization of the differences between the optical and the elemental image provides insight into the 

occurrence of mismatched areas. After image processing and construction of binary images the 
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individual pixel values of aligned images were subtracted. The results of selected samples are shown as 

difference images in Figure 4. 

 

Figure 4: Difference plots of visual image and elemental distribution (
65

Cu) for a spotscan (a) and linescans with 0.05 mm s
-1

 

(b) and 0.2 mm s
-1

 scan speed (c) acquired at 40 Hz repetition rate using the large washout cell; red areas show 
65

Cu signal 

above the threshold and do not have blue color (positive bias), green areas have blue color but the 
65

Cu signal does not 

exceed the threshold (negative bias). The laser scan direction of all displayed images is from left to right.  

The spotscan (Figure 4a) clearly shows the best accordance between the visual and elemental images, as 

only a minimal area is divergent between the visual and the chemical image of copper. Areas where 

copper is not present, but is detected above the threshold (red), and areas that contain copper, but 

none is detected (green) are relatively equal in amount and size. These areas mainly occur on the edges 

of the printed squares leading to the conclusion that shots might not hit areas with only ink or only 

paper and therefore lead to too low or too high signal intensities. This issue could be minimized using a 

higher lateral resolution (e.g. smaller laser beam diameters). In comparison, the linescan with low scan 

speed (Figure 4b) shows similar results. However, the edges are broader and most of the wrongly 

assigned areas represent overestimated copper signals. Especially in the scan direction (from left to 

right) the edges are wider, indicating slight blurring effects due to the material washout from the 

ablation cell. Still, the edges are sharp and the actual copper distribution is well represented in most of 

the image areas. The image with the high scan speed (Figure 4c) shows strong image blurring in scan 

direction and squares with less distance in between each other even become connected. This first step 

of the image analysis already reveals the differences between different sampling modes and 

measurement conditions. If the size of the wrongly assigned areas is set in relation to the overall image 

area, the area mismatch percentage (AMP) can be calculated. 

Comparison of measurement conditions and washout cells         

Using the proposed method for calculation of the wrongly assigned image area, measurement 

conditions and instrumental features can be compared. In the presented study, the method has been 

used to compare the following measurement conditions on the quality of the resulting elemental images 

of copper: laser repetition rate, scan speed, and two different cell volumes. An imaging experiment 

using a spotscan was considered as a reference value for the best obtainable image quality at a constant 

laser beam diameter; no image blurring will appear here. Sixteen measurement conditions were 

evaluated and applied to each of the two washout cells. This results in a total of 32 images measured 

using linescans. Furthermore, three images were measured with the same washout cell and the same 

experimental conditions, to evaluate the typical variation of the AMP value. This experiment was carried 

out using the large ablation cell and 0.1 mm s
-1

 scan speed at 20 Hz repetition rate. The average AMP 
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value of this series of experiments was 3.54 ± 0.13% indicating that the calculated percentages are very 

accurate. Even small variations may indicate significant changes in the quality of the resulting maps. A 

plot of the experimental conditions and the resulting AMP values is presented in Figure 5. 

 

Figure 5: Area mismatch percentage (AMP) plotted against the experimental conditions using the large (red) and the small 

(green) aerosol washout cell 

As demonstrated in Figure 4, higher scan speeds result in larger mismatched areas. This is reflected by 

the AMP values. Especially at scan speeds of 0.2 and 0.5 mm s
-1

, the correlation of the visual image and 

the elemental map gets significantly worse compared to low scan speeds. The spotscan (measurement 

time: 12 h) has a lower AMP value (1.96%) than all linescans, showing that this approach results in the 

best image quality. The best AMP values with the linescan approach were achieved using the slowest 

scan speed and the small washout chamber, ranging between 2.5 and 3.0%. Comparing the two 

washout cells, the cell with the smaller volume shows overall lower AMP values. This gives the 

opportunity to use the same scan speed while improving image quality, or increasing the scan speed 

(shorter measurement time) while maintaining the same AMP value. For example, using a laser 

repetition rate of 80 Hz at a laser scan speed of 0.2 mm s
-1

 with the small washout cell will result in 
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almost the same AMP value (5.70%) as using the large cell at the same repetition rate and 0.1 mm s
-1

 

(5.57%). However, this change reduces the measurement time from 38 min to 24 min. In contrast to 

changes of the scan speed, variation of the laser repetition rate only shows minor effects on the AMP 

value. Especially at higher scan speeds, results get slightly better with increased repetition rate. This 

might be attributed to the fact that the high repetition rate leads to faster complete material ablation, 

and ablated area overlap is reduced. However, if the whole sample material cannot be ablated, the 

repetition rate optimum might be found at a different value.  

Conclusion 

The proposed method for evaluation of image quality was shown to be a valuable approach to 

investigate sampling conditions in LA-ICP-MS imaging experiments. Printed patterns which can be 

reproducibly manufactured without major workload were used as model samples. As shown, the range 

of investigated analytes is not limited to elements that are typically constituents of ink
25

. The ink may be 

spiked with elements of interest in a concentration range that is expected to appear in the samples of 

interest. However, the washout behavior should not change dramatically between copper and other 

common metallic analytes. As the threshold values are calculated on a relative basis to the maximum of 

each measured image, variations in analyte concentration are not considered to be a major factor. Using 

this new approach, the image quality of the elemental distributions acquired using different 

experimental conditions and/or instrumentation can be compared on an objective basis. In future 

research, the effects of different image construction methods will be evaluated, which is also a current 

topic in the growing range of applications for LA-ICP-MS imaging. 
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