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The puzzle of high lifetime and low stabilization
of HO3

�: rationalization and prediction

Philips Kumar Rai,a Akash Gutal b and Pradeep Kumar *a

One of the most important puzzles in atmospheric chemistry is the long-lifetime of HO3
� in spite of its

low-stabilization energy. In the present work, we have estimated the lifetime of HO3
� using classical

dynamics simulations by coupling an available neural-network analytical potential energy surface with a

chemical dynamics program. The simulation results clearly indicate that at room temperature, the

lifetime of HO3
� can exceed 1 ms under collision-free conditions. In fact, at 200 K, the lifetime of HO3

�

can enter the millisecond timescale. This suggests that HO3
� is indeed a stable enough intermediate that

can affect the outcomes of crucial atmospheric processes.

1. Introduction

HO3
� is a weakly bound complex between an OH radical and O2

molecule, and hence, can act as a reservoir for OH radicals.
Besides, HO3

� is also postulated to be a key intermediate in
crucial upper atmospheric reactions.1–11 For example, the
HO2

� + O - OH� + O2 reaction has been suggested to occur
through the formation of a HO3

� transient intermediate rather
than via a direct H-atom transfer.3 The ability of HO3

� to act as
a reservoir, as well as its potential to affect the outcome of
atmospheric processes, crucially depends on its lifetime, which
in turn depends on its stabilization energy. For example,
Meinel band emission12 occurs due to the formation of vibra-
tionally hot OH radicals by H + O3 - OH� (n) + O2 reaction.
Interestingly, although this reaction is expected to produce OH�

in high vibrational states (n = 8, 9), the actual OH� populations
are primarily found in lower vibrational levels (n = 1, 2).13 There
are various attempted explanations for this observation.14–17

One of them is that it occurs due to the collisional relaxation of
OH� (n) by O2 in the atmosphere via the formation of a HO3

�

intermediate.17 The status of HO3
� from a postulated molecule

to a true intermediate, was updated in 1999, when Cacace et al.2

detected it in the laboratory via neutralization-reionization and
neutralization-reionization/collisionally activated dissociation
mass spectrometry. The experiment suggests that at 298 K,
HO3

� can survive for more than one microsecond under
collision-free conditions. The microsecond lifetime clearly
qualifies HO3

� as a reasonably stable intermediate, and thus
supports its effectiveness in influencing atmospheric pro-
cesses. Surprisingly, this observed stability of HO3

� is not

consistent with recent experimental9 and theoretical studies,10,18,19

which estimate its binding energy to be B3.0 kcal mol�1. Based
on statistical thermodynamics and this binding energy, the
predicted lifetime of HO3

� is only a few picosecond, far too short
compared to the experimental value. This suggests that there
must be other factors beyond stabilization energy that dictate the
stability of HO3

�. To understand the origin of this puzzle, in a
recent work,11 on-the-fly classical trajectory simulations were
performed. The study found that HO3

� dissociation does not
follow standard statistical behaviour as described by RRKM
theory. Moreover, the non-statistical effect increases as one goes
from the higher energy to lower energy region. For example,
at 40 kcal mol�1, the lifetime of HO3

� due to the non-RRKM
effect was found to increase by a factor of B2, whereas at
15 kcal mol�1, it increased by more than an order of magnitude.
Therefore, one can expect that at atmospherically relevant tem-
peratures (200–300 K), where the true importance of HO3

� lies,
non-RRKM effects would be even more pronounced and
the lifetime would be substantially longer. However, on-the-fly
simulations were only able to reach down to 15 kcal mol�1, while
the average thermal energy corresponding to 200–300 K is
B2.4–3.6 kcal mol�1. The major challenge in not going below
15 kcal mol�1 with on-the-fly dynamics was the unrealistic
computational cost associated with simulating long timescales
at lower energies. This issue can be circumvented using an
analytical full potential energy surface (PES). Fortunately, various
full analytical PESs are available in the literature.20–23 Therefore,
in the present work, to overcome previous limitations, we
employed an analytical PES of HO3

� and performed classical
trajectory simulation by coupling it with a chemical dynamics
program. This approach allows us to perform trajectory simu-
lations across a broad range of energies and timescales.
In addition, it also enables us to estimate rate constants as a
function of temperature, which is crucial for direct comparison
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with experimental lifetime. We believe that the present work will
further help in bridging the gap between experiment and theory
and will enhance the understanding of the fate and impact of
HO3

� in the atmosphere.

2. Methodology
2.1. Potential energy surface

There are two main components in performing dynamics
simulation; the selection of an appropriate potential energy
surface (PES), and carrying out classical trajectory simulations
by coupling the chosen PES with a chemical dynamics software.
To the best of our knowledge, four PESs for HO3

� are currently
available in the literature. The previous study11 suggests that
there are two crucial factors that are key in governing the
dynamics of HO3

�: cis–trans stability and cis–trans isomeriza-
tion barrier. Therefore, for the suitability of the PES, we have
compared these parameters for all four PESs. A comparative
analysis of these two parameters for all four PESs is illustrated
in Fig. 1. To assess the reliability of these PESs, we have used
zero-point energy (ZPE) corrected values obtained at the
CCSDTQ(P)/CBS level of theory as our benchmark (shown in
black).10 In microcanonical sampling, by definition, zero-point
energy cannot be explicitly included. The total energy is defined
relative to the bottom of the harmonic oscillator potential for
each vibrational mode.24,25 Therefore, we need to choose ZPE-
uncorrected PES values for comparison with the values of the
ZPE-corrected benchmark PES and experimental results. The
PES in purple (superscripted by d) was developed by Hua-Gen
and Varandas20 in 2001 at the QCISD(T)/CBS level of theory,
while the PES in violet (superscripted by e) was constructed by
Braams and Hua-Gen21 in 2008, employing the HCTH/aug-cc-
pVTZ level of theory. It is evident from Fig. 1 that the PES of
Braams and Hua-Gen clearly overestimates the stabilization
energy of both cis and trans conformers. The Hua-Gen and
Varandas PES is better at predicting the stabilization and
dissociation energy of HO3

�, but it suggests that the cis-
conformer is more stable than the trans one, a fact that
contrasts with benchmark results. On the other hand, the PESs
in red and blue were recently developed using higher-level
theory and neural-network fitting.22,23 In fact, the blue PES
(superscripted by c) was developed by Xixi Hu et al.22 in 2019 by
fitting 2087 energy points using the permutation invariant

polynomial-neural network (PIP-NN) approach. These energy
points were obtained using the MRCI(Q)-F12/VDZ-F12 level of
theory. The red PES (superscripted by b) is the most recent one
and was constructed by Zuo et al.23 in 2020, employing PIPs in
the input layer of a neural-network (NN). This global multi-
channel PES was fitted using more than 21 000 ab initio points
at the MRCI(Q)-F12/VDZ-F12 level of theory. Fig. 1 clearly
suggests that these PIP-NN-PESs are more closely aligned with
the benchmark results. In particular, the most recent PES (Zuo
et al.) shows excellent agreement with both benchmark theore-
tical results and experimental measurements. For example, the
ZPE-uncorrected binding energy of the Zuo et al. PES is
B3.8 kcal mol�1, which is reasonably closer to the experi-
mental dissociation energy (D0) of B3.0 kcal mol�1. Similarly,
the ZPE-uncorrected cis–trans and trans–cis isomerization bar-
riers of the PES are B0.9 and 1.1 kcal mol�1, respectively,
which are in reasonable agreement with the ZPE-corrected
values obtained from benchmark theory, i.e., 0.3 and 0.8 kcal
mol�1. Therefore, in the present work, we have used the PES by
Zuo et al. to carry out the trajectory simulation by coupling it
with the classical dynamics program VENUS.26,27

2.2. Classical dynamics simulation

In the present work, we have performed dynamics simulations
using classical microcanonical sampling. In microcanonical
normal mode sampling, it is assumed that the system consists
of n separable harmonic oscillators. The total energy is dis-
tributed randomly among the harmonic oscillator modes. After
the energy distribution, the energy of each harmonic oscillator
is converted into the corresponding coordinates and momenta
(see SI for details). To perform dynamics simulation, the
starting structures were the cis-conformers of HO3

�. Although
we have started the simulation with the cis-conformer, we
believe it does not bias anything. The cis–trans interconversion
barrier is quite low, and hence most of the time conformational
transition happens on the femtosecond time scale.11 This
means that during a typical dissociation trajectory, the cis–trans
interconversion happens many times. In addition, as we are
using microcanonical sampling, the initial energy is distributed
randomly among all normal modes. Consequently, these low-
barrier conformational transitions may occur even in the
very first step of the dynamics simulation. This behaviour is
a natural outcome of the sampling process (see SI for the

Fig. 1 Comparison of the four potential energy surfaces for HO3
� (ZPE-uncorrected) developed by: (e) Braams and Hua-Gen Yu,21 (d) Hua-Gen Yu

and Varandas,20 (c) Xixi Hu et al.,22 and (b) J. Zuo et al.,23 with benchmark calculations from (a) Bartlett et al.10 The benchmark results of Bartlett et al. are
ZPE-corrected.
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mathematical formulation). The sampling energies were
chosen as 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 20, 30, 40, and
50 kcal mol�1. It is worth mentioning that the threshold energy
for HO3

� dissociation is B3.8 kcal mol�1 in the present PES.
This means that the lowest energy at which dissociation can
happen is B3.8 kcal mol�1. This suggests that the minimum
energy for our trajectory simulation should be greater than
B3.8 kcal mol�1. We have taken the lowest energy for the
simulation at 5 kcal mol�1 rather than 3.8 kcal mol�1 for
practical reasons. First, the velocity Verlet integrator was used
for integration that inherently introduces small energy conser-
vation errors of B � 0.5 kcal mol�1. Second, usually during the
simulation it is very unlikely that 100% of the total energy goes
into the dissociation mode and hence to make dissociation
feasible, one needs energy greater than the threshold. The
rotational temperature was set at 300 K. At each energy, 5000
trajectories were propagated with a time step of 0.5 fs. The time
at which the HO–O2 bond distance reaches 6 Å is defined as the
lifetime of the trajectory.

3. Results and discussion
3.1. Rationalization

As mentioned in the introduction, the previous on-the-fly dynamics
study clearly indicates the presence of the non-statistical effects
in the dissociation dynamics of HO3

�. This hypothesis is
further confirmed by our present dynamics simulations.
To demonstrate this, we have illustrated the relative population
of HO3

� remaining (N(t)/N(0)) as a function of time, along with
the corresponding ln[N(t)/N(0)] vs. time plots, at different
microcanonical sampling energies in Fig. 2. Here, N(t) repre-
sents the number of trajectories in which the molecule remains
undissociated at time t, while N(0) is the total number of initial
trajectories. It is important to note that at all sampling ener-
gies, 100% of the trajectories result in complete dissociation
into products. According to RRKM theory, which assumes
ergodic redistribution of energy among all available degrees
of freedom, the N(t)/N(0) vs. time plot should exhibit a mono-
exponential decay. Therefore, deviation from this, i.e., a multi-
exponential decay, indicates the presence of non-RRKM
(i.e., non-statistical) dynamics.28–30 Although our trajectory
simulations were performed over a broad range of sampling
energies (5–50 kcal mol�1), we have selected three representa-
tive microcanonical sampling energies (5, 10, and 20 kcal
mol�1) to depict N(t)/N(0) vs. time behaviour (time-dependent
relative population plots at other energies are shown in
Figure S2 and S3 of the SI). These three energies correspond
to low, intermediate, and high energy regimes. It can be seen
from Fig. 2 that, at each of these energies, the N(t)/N(0) profile
requires a bi-exponential fitting function of the form f1e�k1t +
f2e�k2t to represent the dynamics. This function includes two
decay components; a very fast one and a very slow one,
determined by the rate constants k1 and k2, respectively.
The relative magnitudes of coefficients f1 and f2 serve as an
indicator of non-RRKM behaviour. Specifically, a larger value of

f2, which is associated with the slower decay or higher-lifetime
trajectories, suggests a stronger deviation from RRKM dynamics.
It is evident from Fig. 2 that the contribution of f2 increases as we
move from high to intermediate to low sampling energies.
For example, at 20 kcal mol�1, f2 is B0.33, which increases to
B0.37 at 10 kcal mol�1, and further rises substantially to B0.65
at the lowest sampling energy of 5 kcal mol�1. This trend
suggests that lower sampling energies result in a larger fraction
of long-lived trajectories.

To better understand this behaviour, a phase-space bottle-
neck representation of the biexponential fitting is shown in
Fig. 3. The presence of two exponential terms in N(t)/N(0) decay
implies a partitioning of the phase space into two distinct
regions, which indicates that the vibrational modes of HO3

�

can be divided into two groups: one leading to fast decay and
the other contributing to slow decay. At lower sampling ener-
gies, the majority of trajectories fall into the slow decay
category, whereas at higher energies, most trajectories follow
the fast decay path. One possible reason for this behaviour can
be the slower intramolecular vibrational energy redistribution
(IVR) at lower energies, which hinders smooth energy flow
among vibrational modes.

Fig. 2 also contains the average lifetime (t) of the trajectories
at each energy. It is evident from Fig. 2 that the average lifetime
increases dramatically with decreasing sampling energy. For
example, at 20 kcal mol�1, the average lifetime is B6 ps,
whereas at 5 kcal mol�1, it reaches the nanosecond timescale
(B1.1 ns). This finding is consistent with previous on-the-fly
predictions, which suggest that the lifetimes should increase
substantially at lower sampling energies.11

3.2. Prediction

The experimental lifetime was measured at a particular tem-
perature (298 K), not energy. Therefore, to connect our results
to experimental lifetime, we need rate constants (inverse of
lifetime) as a function of temperature rather than energy,
i.e., we need to switch from microcanonical rate constant to
canonical rate constant. This transformation can be achieved
using the following equation:

kðTÞ ¼
Ð1
E0
kðEÞe�bEdEÐ1
0 e�bEdE

(1)

In this equation, E0 is the threshold energy below which
HO3

� dissociation does not take place. k(T) is the canonical rate
constant at temperature T, and it is calculated by averaging the
microcanonical rate constants k(E), weighted by Boltzmann
distribution.31 We define k(E) as the inverse of the average
lifetimes at each sampling energy. To perform the integration,
we need a smooth, continuous function that represents k(E)
across all relevant energies not just at the sampled points.
In other words, this continuous function allows us to estimate
k(E) at any energy value needed for the integration. It is
important to mention that one single function for k(E) does
not fit well across the entire energy range, because the system
behaves differently at low, intermediate, and high energies.

PCCP Paper

Pu
bl

is
he

d 
on

 2
2 

A
go

st
i 2

02
5.

 D
ow

nl
oa

de
d 

on
 0

7/
10

/2
02

5 
18

:2
8:

37
. 

View Article Online

https://doi.org/10.1039/d5cp02134k


This journal is © the Owner Societies 2025 Phys. Chem. Chem. Phys., 2025, 27, 19684–19693 |  19687

Therefore, we have divided the energy range into three parts;
low (5–7 kcal mol�1), intermediate (8–12 kcal mol�1), and high
(13–50 kcal mol�1), and fitted k(E) separately in each region. In
the low-energy region, RRK (Rice–Ramsperger–Kassel) expres-
sion is commonly used to fit the energy dependence of classical
microcanonical unimolecular rate constants:32,33

kRRKðEÞ ¼ n
E � E0

E

� �s�1
(2)

Here, n is the frequency factor, E0 is the threshold energy
required for the reaction (taken as 3.8 kcal mol�1 in this work),
and s represents the effective number of uncoupled oscillators.
Both n and s are treated as fitting parameters. The RRK

expression is particularly suitable for the low-energy regime
for two main reasons. First, it offers a convenient analytical
form for describing unimolecular rates. Second, at lower ener-
gies, the impact of anharmonicity is minimal, making the
harmonic assumption behind the RRK model more valid. In
the high-energy region, the rate of IVR becomes comparable to
the unimolecular dissociation rate, and hence, an IVR-based
expression32 is sufficient to describe and fit the energy depen-
dence of the rate constant in this region:

kIVR(E) = AEn + B (3)

Here, A, n, and B are the fitting parameters. In the intermediate
energy region, both RRK behaviour (seen at low energies) and

Fig. 2 Relative population of HO3
�, N(t)/N(0), as a function of time, along with the corresponding ln[N(t)/N(0)] vs. time plots, at microcanonical sampling

energies of E = 5, 10, and 20 kcal mol�1.
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IVR effects (important at high energies) play a role. To account for
both, we use a diffusional model32 given by the following equation:

kdiffðEÞ ¼
kRRKðEÞ kIVRðEÞ

kRRKðEÞ þ kIVRðEÞ
(4)

Here, kRRK(E) is the same as defined in eqn (2), and kIVR(E) is a
simple expression of the form AEn, where A and n are fitting
parameters. This model combines both rates in a way that
smoothly connects the low-energy RRK behaviour with the high-
energy IVR behaviour. In simple terms, this model gives a good
overall fit in the intermediate energy range, where neither RRK nor
IVR alone was enough to describe the system accurately.
In principle, diffusional expression can also be used to fit the
entire energy range. However, we used separate fittings to reduce
the fitting error, particularly in light of the limited data available
(5–50 kcal�1). Fig. S6 contains the mean unsigned deviation (MUD)
for the separate fittings, along with the MUD obtained from fitting
the entire dataset using the diffusional energy expression. Figure
S6 clearly shows that the MUD obtained with the diffusional model
over the full range is comparatively large (MUD B 14%) compared
to the same obtained when the data are fitted in three separate
regions (MUD B 4.5%).

Using eqn (2)–(4), we have fitted the energy-dependent rate
constants k(E) within low, intermediate, and high energy
regions. The results of these fits are shown in Fig. 4. It is
evident from Fig. 4 that each expression provides a good fit
within its respective energy range. The maximum mean
unsigned deviation (MUD) is found to be B12% for RRK
expression. This level of uncertainty corresponds to B0.1 ms
for 1 ms lifetime, which is reasonable for the purposes of this
study. Finally, to compute the temperature-dependent rate
constant k(T), we have used a piecewise integration approach
based on fitted k(E) expressions in their respective energy
ranges, i.e., k(T) is calculated using the following equation:

kðTÞ

¼
Ð E1

E0
kRRKðEÞe�bEdEþ

Ð E2

E1
kdiff ðEÞe�bEdEþ

Ð Emax

E2
kIVRðEÞe�bEdEÐ Emax

0 e�bEdE

(5)

Here, b¼ 1

kBT
, where kB is Boltzmann constant and T is

temperature. E0, E1, E2, and Emax define the integration limits of
the RRK, diffusional, and IVR regions, respectively. Quantitatively,

Fig. 4 Fitting of the logarithm of the microcanonical rate constants, k(E), separately in the low, intermediate, and high-energy regimes using RRK,
diffusional, and IVR-based energy-dependent expressions, along with the fitting of k(E) in the entire energy range using diffusional energy-dependent
expression.

Fig. 3 Phase space bottleneck representation of biexponential fittings of N(t)/N(0) at excitation energies of E = 5, 10, and 20 kcal mol�1.
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E0 is the threshold energy (3.8 kcal mol�1) below which the
reaction probability is zero. The value of E1 is 7 kcal mol�1, and
E2 is 12 kcal mol�1. Although our maximum sampling energy was
50 kcal mol�1, we set Emax to 500 kcal mol�1 to make sure the
integral in the denominator converges properly.

The calculated lifetimes are depicted in Fig. 5 for the
temperature range of 200–500 K. Fig. 5 clearly shows that the
predicted lifetime at 300 K is B1.8 ms, which agrees well with
the experimental recommendation of greater than 1 ms. Fig. 5
also shows that the lifetime increases drastically as the tem-
perature decreases. For example, the lifetime is B0.2 ms at
400 K, which increases to B1.8 ms at 300 K, and becomes
B116 ms at 200 K. These results suggest that at temperatures
r200 K, the lifetime of HO3

� can enter the millisecond time-
scale. This means that at low temperatures and under collision-
free conditions, HO3

� is indeed a stable intermediate.
After establishing that HO3

� is a stable transient species, it is
important to discuss the limitations of this study and quantify
the uncertainty associated with the present computation of the
lifetime of HO3

�. One approximation in the present work is the
negligence of tunneling effects, as microcanonical classical
dynamics simulations do not account for quantum tunneling.
To understand the role of tunneling, we have calculated the
crossover temperature34 (Tc), which is generally used as an
indicator of the temperature below which tunneling becomes
important:

Tc ¼
hn

2pkB
(6)

Here, n is the imaginary frequency associated with the transi-
tion state, h is Planck’s constant, and kB is the Boltzmann
constant. The two main bottlenecks that can contribute to the
lifetime of HO3

� via tunneling are cis–trans isomerization, and
the direct unimolecular dissociation path. The potential energy
surface containing both of these pathways was obtained at the
B3LYP/aug-cc-pVDZ level of theory (shown in Fig. S1 of the SI).

This method was chosen due to its good agreement with
benchmark CCSDTQ(P)/CBS energetics. Firstly, we have esti-
mated the crossover temperatures (Tc) for both pathways to
assess the possible role of tunneling. The calculated Tc turns
out to be B67 K for HO3

� dissociation and B40 K for cis–trans
isomerization. These values suggest that tunneling may become
crucial only below B70 K. Secondly, we have also estimated
Eckart tunneling corrections for both processes within 200–
400 K (Table S1 of the SI). It is evident from Table S1 that as
expected, the tunneling contributions are negligible for both the
pathways. Therefore, we believe that tunneling is not going to
affect the estimated lifetimes of HO3

� within the temperature
range (200–400 K) considered in the present work.

Another factor that may influence our results is the uncer-
tainty in the threshold energies of three crucial phenomena in
our system. As mentioned earlier, the PES employed in this
study has a threshold energy of B3.8 kcal mol�1 for unim-
olecular dissociation from cis-HO3

�, whereas the experimentally
measured binding energy is B3.0 kcal mol�1.9 Similarly, the
cis–trans and trans–cis isomerization thresholds are B0.9 and
1.1 kcal mol�1, respectively, whereas the benchmark CCSDTQ(P)/
CBS results suggest that they should be 0.3 and 0.8 kcal mol�1,
respectively. To assess the impact of this discrepancy, we
employed a two-state coupled phase space model to estimate
the lifetime in the temperature range of 200–500 K. The model
consists of two distinct phase space regions (see Fig. 6). The first
region in Fig. 6 represents cis/trans-HO3

�, which is directly con-
nected to the products, i.e., OH� + O2, while the second region
represents trajectories that remain trapped in a long-lived inter-
mediate due to rapid cis–trans isomerization. Although products
can form from either the cis or trans conformer, we are using the
two-state model (assuming product formation only from cis-HO3

�)
to estimate the effect of threshold energy for two practical reasons.
The first reason is that most of the trajectories dissociate from cis
because it has a slightly lower dissociation energy compared to
trans. Second, if one includes the product formation channel from

Fig. 5 Average lifetimes estimated using canonical rate constants k(T) in the temperature range of 200–500 K.
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trans, the system becomes a three-state model, for which analy-
tical solutions are not available. On the other hand, our goal of the
kinetic model is to study the effect of threshold energy for which
the cis conformer alone is sufficient. The kinetic scheme for the
two-state model is given as:

cis-HO3
� �!k1 OH� þO2 (7)

cis-HO3
� Ð

k2

k3
trans-HO3

� (8)

k1 is the rate of product formation, while k2 and k3 represent
isomerization rates for the cis-to-trans and trans-to-cis conversions,
respectively. Assuming an initial microcanonical ensemble, the
effective rate constant of dissociation in this model is:

k0ðEÞ ¼
k1ðEÞk3ðEÞ

k2ðEÞ þ k3ðEÞ
(9)

All three thresholds that can affect the lifetime of HO3
� are

present in this model. First, the energy needed for the cis-HO3
�

molecule to dissociate directly is present in k1. Second, the
energy required for cis-HO3

� to convert into trans form is
included in k2. Third, the energy for trans-HO3

� to convert into
cis is contained in k3. This model enables us to adjust each of
these energy thresholds, making it easier to understand how
each one affects the overall reaction rate. Let N1(t) and N2(t)
denote the population of the trajectories in region I and region
II, respectively. Under the initial conditions, i.e., N1(0) = N(0),
and N2(0) = 0, solving the coupled differential equations
corresponding to the kinetic scheme gives an analytical expres-
sion for the time-dependent dissociation probability from
region I:

NðtÞ
Nð0Þ ¼

k1 � l2ð Þe�l1t � k1 � l1ð Þe�l2t
l1 � l2

(10)

Here, l1 + l2 = k1 + k2 + k3, and l1l2 = k1k3. The values of l1, l2,
and k1 can be obtained by comparing eqn (10) with our bi-
exponential fit of the form f1e�l1t + f2e�l2t. Once these values are
obtained, they are used to calculate k2, k3, and k0(E). The
resulting k0(E) values are again fitted across the three energy
regions using eqn (2)–(4). The fitted rate constants k0(E) across
the three energy regions are shown in Fig. S4 of the SI. Here

also, we found a good fitting with maximum MUD of 7%. The
canonical rate constants k(T) are then calculated using eqn (5).
Fig. 7 compares the lifetimes estimated using both the meth-
ods, i.e., earlier average rate constant approach and two state
model approach. Quantitatively, the lifetime calculated using
the average rate constant approach is B1.8 ms, while the two-
state model approach gives a lifetime of B1.5 ms, only B0.3 ms
shorter than the average approach. This close agreement con-
firms that quantifying the effect of the threshold energies using
the two-state model is reasonable.

To incorporate the change in threshold energy, we first fitted
k1(E), k2(E), and k3(E) separately using the three energy-dependent
expressions (eqn (2)–(4)) corresponding to the low, intermedi-
ate, and high energy regions. The fitted rate constants k1(E),
k2(E), and k3(E) across the three energy regions are shown in
Fig. S5 of the SI. Then, k0(E) is calculated using eqn (9), followed
by the calculation of the canonical rate constants using eqn (5).
In the next step, using the same fitted parameters for k1, k2, and
k3, we replaced the threshold energies of PES with the same
computed at the CCSDTQ(P)/CBS level of theory and the
experimental value. Specifically, the dissociation energy of
B3.8 kcal mol�1 was replaced with B3.0 kcal mol�1, which
corresponds to the experimental value. Similarly, the cis–trans
isomerization thresholds of B0.9 and B1.1 kcal mol�1 were
replaced with B0.3 and B0.8 kcal mol�1, respectively, which
are the benchmark computational values. As discussed in
Section 2, this benchmark-level PES provides the most accurate
threshold energies available to date for HO3

�.10 This procedure
was applied over the 200–500 K temperature range. The result-
ing threshold correction factors (defined as the ratio of rate
constants calculated using the PES value and benchmark value)
were then multiplied by the average lifetimes across this
temperature range to obtain the threshold-corrected lifetimes.
The average lifetimes, two-state model lifetimes, and threshold-
corrected lifetimes, along with the corresponding threshold
correction factors (TCFs), are provided in Table S2 of the SI.
The same results are also illustrated in Fig. 7. It can be seen
from Fig. 7 that the lifetime does not change much at
all temperatures when the threshold energy corrections are
incorporated. For example, at 300 K, the average lifetime is
B1.8 ms, and the threshold-corrected lifetime is B1.9 ms, while
at 200 K, the average lifetime is B116 ms, and the threshold-
corrected lifetime increases only slightly (to B117 ms, see Table
S2). This suggests that the lowering of the HO3

� unimolecular
dissociation threshold from B3.8 to B3.0 kcal mol�1 is nulli-
fied by the simultaneous lowering of the other bottleneck,
i.e., the cis–trans isomerization barrier, from B0.9 to
B0.3 kcal mol�1. Therefore, it is the cis–trans isomerization
barrier that regulates the dissociation dynamics of HO3

�.
In summary, the effect of threshold energy does not alter
our conclusion that HO3

� is a stable intermediate. At 300 K, a
more reasonable lifetime incorporating all possible effects is
B1.8 � 0.1 ms, which is in good agreement with experimental
recommendations.

In addition, it is important to mention that, in a previous
study, Varner et al.35 found a small exit-channel barrier

Fig. 6 A schematic of the two-state coupled phase space model of HO3
�.
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(B3 kcal mol�1) along the trans-HO3
� - OH� + O2 minimum-

energy path (computed at the EOMIP-CCSD*/cc-pVQZ level of
theory). In fact, this was key in explaining the discrepancy
between theory and early experiments conducted before 2010,
where the dissociation energy was found to be r5.3 kcal mol�1.8

In the present PES, we have not found any exit barrier from trans-
HO3

�. One reason could be the level of theory used in the present
PES, i.e., MRCI(Q)-F12/VDZ-F12 compared to EOMIP-CCSD*/cc-
pVQZ used by Varner et al. Usually, in bond dissociation
processes, dynamic correlation plays a key role. Although the
EOMIP-CCSD*/cc-pVQZ level of theory does account for some
dynamic correlation, MRCI(Q)-F12/VDZ-F12 is certainly more
accurate in dealing with bond dissociation processes. Never-
theless, if this exit barrier does exist in the real system, we believe
it may slightly increase the lifetime of HO3

�.
Finally, it is important to mention that the lifetime obtained

from unimolecular dissociation is an upper limit. In the real
atmosphere, there will always be bimolecular collisions that
will further reduce the lifetime. Consequently, these results are
more relevant to the upper atmosphere, where both pressure
and density are low and the probability of bimolecular colli-
sions is minimal. In contrast, in the lower atmosphere, where
pressure and density are higher, fast bimolecular relaxation can
further reduce the lifetime.

4. Conclusion

In the present work, using classical dynamics simulations, we
have shown that at 300 K, the average lifetime of HO3

� is B1.8
ms, which agrees well with the experimental recommendation
of greater than 1 ms. We have also found that the lifetime
increases dramatically as the temperature decreases, reaching
the millisecond timescale below 200 K. This suggests that
under low-temperature and collision-free conditions, HO3

� is
indeed a stable intermediate. Finally, we have discussed the
limitations of our results, which can arise due to tunneling and

uncertainty in threshold energy. The effect of tunneling was
negligible, and at the same time, uncertainty due to threshold
energy does not change much the lifetime of HO3

� at all
temperatures. This suggests that it is not the unimolecular
dissociation threshold which only decides the fate of HO3

�;
rather, it is the combined effect of both the bottlenecks,
i.e., unimolecular dissociation as well as the cis–trans isomer-
ization barrier, which governs the lifetime of HO3

�.
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