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Complex active site structures influence
absorption spectrum of Chrimson wild type and
mutants†

Katharina Spies, *ab Beatrix M. Bolda and Marcus Elstner ac

The red light-activated channelrhodopsin Chrimson is widely used in optogenetic applications, including

vision and hearing restoration. Despite structural insights from X-ray crystallography and their

identification of another red-shifted mutant (S169A), the molecular determinants of its large spectral

shift remain incompletely understood. In this study, we present a computational analysis of wild type

Chrimson and several mutants within a QM/MM approach. A key finding is the pronounced flexibility of

the active site, where multiple conformations interconvert on the nano-second scale. We also highlight

the role of residue S169, whose hydrogen bonding influences the torsional flexibility of the nearby

counterion E165, thus affecting the prevalence of distinct structural motifs at the active site. The

comparison of experimental and QM/MM MD-sampled absorption spectra supports the validity of our

computational models. A direct hydrogen bond between counterions is identified as one of the key

factors contributing to the red-shifted absorption spectrum, with increased occurrence observed in the

red-shifted S169A mutant.

1 Introduction

Rhodopsins are light-sensitive proteins that enable organisms
to detect and respond to light. Among them, microbial rho-
dopsins include channelrhodopsins (ChRs)—light-gated ion
channels that conduct ions across cell membranes upon activa-
tion. ChRs are central to optogenetics, where they are used to
modulate neuronal activity with high temporal and spatial
precision by controlling membrane potential using light.1–3

Channelrhodopsin 1 and 2 (ChR1, ChR2) from Chlamydo-
monas reinhardtii are activated by blue light.4,5 For optogenetic
applications, however, red-light-activated ChRs are preferred
due to deeper tissue penetration.6 Chrimson, a red-shifted ChR
with an absorption maximum at 590 nm, was identified in the
algae Chlamydomonas noctigama.

Although far red absorbing rhodopsins such as NeoRhodop-
sin (NeoR)7 and BestRhodopsin (BestR)8 have recently been
discovered, Chrimson still remains the most red-shifted catio-
nic channelrhodopsin in nature. Therapeutic applications of

Chrimson include the restoration of sight9–11 and hearing,12–15

or the treatment of neural disorders.16,17 Important features of
Chrimson are a high proton selectivity and rapid pH-dependent
photocurrent kinetics.18

Like other ChRs,19 Chrimson features seven transmembrane
(TM) a-helices with the N-terminus facing outward and the C-
terminus facing inward. Its overall structure resembles C1C2, a
chimera of ChR1 (helices 1–5) and ChR2 (helices 6–7). While
Chrimson shares a similar ion gate architecture with other
ChRs, its retinal binding pocket contains amino acids resem-
bling those in bacteriorhodospin (bR), absent in blue-
absorbing ChRs. Substituting these residues with those from
C1C2 induces a blue shift in absorption.6 Similar effects are
observed in bR and sensory rhodopsin II (SRII),20,21 where
specific residues modulate the polarity distribution around
the b-ionone ring, influencing the color tuning.

In Chrimson, several glutamic acid residues form key com-
ponents of the ion pore (see Fig. 1): E124 and E125 at the inner
gate, E132 and E300 at the central gate, and E139 and E143 at
the outer gate.

The active site is located at the center of each monomer and
includes retinal, covalently bound to TM7 via a lysine residue
(K299), along with two counterions, E165 and D295. The pro-
tonated retinal Schiff base (RSBH+) and its immediate environ-
ment, particularly the counterions and nearby water molecules,
are critical factors for the opsin shift.6 This has been well
established in various rhodopsins19,22 and recently reaffirmed
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in the near-infrared absorbing rhodopsins NeoR7,23 and BestR,8

both of which feature a counterion triad. In NeoR, a single negative
charge near the RSBH+ – due to one deprotonated counterion –
appears to cause the narrow, red-shifted absorption.7 Similarily,
BestR’s red-shifted absorption maximum at 661 ns is attributed to
two protonated counterions, leaving one effective negative charge
near the chromophore.8 A key contributor to Chrimson’s red-
shifted absorption is the unique protonation state of the counter-
ions – unlike other ChRs, one remains protonated. Experimental
evidence points to E165 as the protonated counterion,6,18,20 with
its close proximity to D295 enabling strong hydrogen bonding.
Chrimson’s absorption spectrum is pH dependent, as in ChR1;24

titration experiments show that deprotonation of both counterions
induces a hypsochromic (blue) shift.6

Combined quantum mechanical/molecular mechanical
(QM/MM) methods have been widely used to gain detailed
insights into the structure and function of photoreactive pro-
teins, effectively complementing experimental observations.
The status quo of these methods as well as current challenges
have recently been reviewed, providing a comprehensive
picture of the capabilities of these approaches.25 In this study,
we apply QM/MM methods to investigate key structural features
of wild type (wt) Chrimson – specifically the active site structure
and the gates – as well as several mutants in these regions. For a
considerable number of photoreactive proteins, the standard
procedure involves initial equilibration of the overall system
using molecular mechanics (MM) force fields, followed by a
QM/MM geometry optimization with focus on the active site
structure. This optimized structure can then serve as the basis
for computing spectroscopic properties or initiating simula-
tions of chromophore excited-state dynamics. While the active
sites of these proteins are not static, they often exhibit stable
ground state conformations, where thermal fluctuations aver-
age out to structures that closely resemble the QM/MM-
optimized geometry. This behavior is observed, for example,
in bR and proteorhodopsin (ppR), where the distances between

active site residues result from such a unique global energy
minimum.

The active site structure of ChRs, as previously discussed for
ChR2,26 appears to challenge such a procedure. In the case of
Chrimson, we encounter several modeling challenges that are
addressed in this study. The key structural features involve
extended, strongly hydrogen-bonded networks that exhibit
considerable flexibility and support multiple hydrogen bonding
patterns. As a result: (i) the protonation states are difficult to
determine, (ii) an equilibration of the overall system with MM
force fields may lead to unfavorable starting structures of the
QM/MM methods,26 (iii) extensive QM/MM simulations on the
ns-timescale are required to capture relevant dynamics and
structural heterogeneity. However, such simulations are com-
putationally prohibitive for DFT or ab initio methods, particu-
larly when very large QM regions are involved. Additionally, the
retinal chromophore itself presents a significant challenge for
excited states methods.27,28

In a first step, to address the uncertainty in protonation
states and hydrogen bonding patterns, we constructed several
structural models and investigated their stability. These models
were further evaluated by computing absorption spectra, also
including important mutants. Our results reveal a highly
flexible active site that exhibits multiple hydrogen bonding
patterns, with their relative occurrence varying depending on
the protonation states and specific mutations. This structural
flexibility, which is characteristic for ChRs,21,26,29 is identified
as a central factor contributing to the unique red shift absorp-
tion in Chrimson.

2 Methods
2.1 Chrimson models and system optimization

The Chrimson models used in this study are based on the X-ray
structure of wt-Chrimson (PDB ID:5ZIH). Missing residues not
visible in the crystal structure were added using the Swiss
model.30 The resulting monomer was used to construct the
initial structure of a Chrimson dimer. The dimer was embedded
in a POPC (1-palmitoyl-2-oleoylphosphatidylcholine) lipid bilayer
and solvated by water molecules in addition to those in the
crystal structure, as shown in Fig. 2.

Experimental studies6,18,20 suggest that the RSBH+ counter-
ion E165 is protonated, which is one of the main factors
responsible for the red shift. However, the protonation state of
the RSBH+ counterions (E165 and D295) was modeled as follows:
(i) residue E165 protonated and D295 deprotonated and (ii)
residue E165 deprotonated and D295 protonated; in order to
obtain a comprehensive theoretical study. Further protonation
states of titrable amino acids were not determined by experi-
mental studies, so additional PropKa31–33 and MCCE34–40 ana-
lyses were performed (details in Section A.1 in the ESI†).
Protonation states of histidines were determined by comparison
with ChR2. We decided on eight models, see Table 1, with
different protonation states of the glutamates located in the
putative ion transport pathway, based on the calculated pKa

Fig. 1 Structural model of the Chrimson dimer consisting of two homo-
monomers with seven transmembrane a-helices each and the chromo-
phore retinal in the active site; zoom in on the molecules in the active site
(red box) and the inner (purple box), middle (green box) and outer gates
(yellow box) with the position of the protonatable glutamates.
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values and experimental suggestions made by comparing the
absorption spectra of several Chrimson mutants.6,20 In model I,
all glutamates are deprotonated, creating a highly negatively
charged putative ion pathway. Protonation is then gradually
increased. Models IV and V are based on protonation states
suggested by MCCE and PropKa, respectively. Models VI–VIII
build upon models III–V by additionally protonating E139,
resulting in all glutamates in the central and outer gate being
protonated in model VIII.

The mutants were constructed using the same procedure as
described for the WT. The respective amino acids were substi-
tuted with the program PYMOL 2.5.41 and the rotamer with the
highest probability and least structural disruption was selected.

2.2 System equilibration, optimization and production run

The simulation protocols are similar to those used in our
previous publications on retinal proteins,26,28,29,42–45 using
classical MD simulations for the system preparation and
DFTB3/3ob for the QM region.

2.2.1 Classical equilibration. Classical MD simulations are
unable to describe the complex hydrogen bonding network in
the active site of retinal proteins.26,43,46,47 In order to generate
starting structures for the QM/MM simulations, we performed
different classical equilibration protocols with position and/or
distance restraints, as detailed in Section A.2 in the ESI.† The
equilibration protocols also differ depending on the protona-
tion state of the counterions. All classical MD simulations were
performed using the CHARMM36 force field,48 which includes

parameters for an accurate description of the lipid bilayer.49

The TIP3P water model50 was used to describe the solvent.
Details on the parameters such as simulation time, force
constants, etc. depend on the equilibration protocol and are
therefore given in Table A.2 in the ESI.†

2.2.2 QM/MM simulation. The QM region consists of the
retinal (K299), the side chains E165, D295 and F135, and water
molecules (hereafter referred to as SQM) in close proximity to the
active site. Criteria for the selected molecules in the QM region
were derived from former studies on retinal proteins,26,28 in
which the amino acids in the homologous positions were
selected. The selection is based on the main residues constitut-
ing the active site and this large QM region is necessary to obtain
converged structures.26,42,43 Additionally, their properties played
a major role, such as the electrostatic influence of the counter-
ions E165 and D295 or the shielding from bulk water of F135.6

The oxygen atoms of the QM water molecules were restrained
with a force of 500 kJ mol�1 nm�1 to keep them close to the
active site and prevent the exchange of QM and MM water
molecules. Structure optimizations were performed with the
classical NPT equilibration structure as input and the results
are discussed in Section B in the ESI† for completeness.

The QM region is the same as that used for the QM/MM
optimization. Different simulation protocols were also used
depending on the model (details in Table A.4 in ESI† Section
A.3) and distance restraints that were introduced in the classi-
cal equilibration were gradually removed to obtain smooth and
well equilibrated QM/MM MD production runs. All models
were simulated for a minimum of 1 ns. A more detailed analysis
was performed for wt-Chrimson models IV and V, for which
simulations with E165 protonated in the initial structure were
run three times with the same starting structure and different
velocities for a total simulation time of 6 ns. Residue S169 was
additionally included in the QM region because it strongly
influences the polarity and hydrogen bonding patterns in the
active site. All Chrimson mutants were simulated with the
protonation states of model V, and otherwise the simulations
were performed as described above.

For comparison purposes, QM/MM simulations were per-
formed for ChR229 and bR44 with the initial structures and force
field parameters taken from our previous studies. Simulation
parameters are identical to the Chrimson models. All QM/MM
optimizations and simulations were performed using the
DFTB3/3ob parameter set51,52 for the QM region, as implemen-
ted in the GROMACS package (version 2020).53–57 The remainder
of the system was modeled using the CHARMM3648 force field.
DFTB3/3ob offers a favorable balance between accuracy and
computational efficiency for modeling rhodopsins, particularly
in capturing complex hydrogen-bonding networks.26,43,46 The
accuracy of DFTB/3ob is comparable to that of full DFT calcula-
tions with medium-size basis sets.51 This is supported by: (i) its
reliable performance in describing hydrogen-bonding interac-
tions and large water clusters as reviewed in ref. 58 (Chap. 7.2)
(ii) its accurate estimation of proton affinities for a wide range of
organic molecules, relevant for the description of relative ener-
gies of proton donor–acceptor complexes (iii) and its ability to

Fig. 2 Model of Chrimson: a protein dimer (purple) is inserted into a
POPC lipid bilayer and surrounded by water molecules on both the
cytoplasmic and extracellular sides. The retinal chromophores (yellow)
are covalently attached to K299 side chains. (a) Front view; (b) top view,
rotated by 901.

Table 1 Chrimson models

Model

Protonated glutamates

E143 E132 E300 E139

I — — — —
II � — — —
III � � — —
IVa — � � —
Vb � � � —
VI — � � �
VII � � — �
VIII � � � �
a Suggested by MCCE. b Suggested by PropKa.
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reproduce proton transfer barriers,51,52 which are essential for
evaluating reaction kinetics. DFTB3/3ob has been shown to
achieve accuracy close to that of B3LYP with medium-sized basis
sets across these relevant properties, indicating its ability to
resolve the relative occurrence of hydrogen bonded motifs as
reported in this manuscript, similar to those described in our
earlier work.26,43,46

Distance restraints on the atoms in the active site were
applied with the PLUMED library (version 2.5.1).59,60

2.2.3 Structural analysis. The trajectories of the QM/MM
MD simulations were used to perform a structural analysis.
Emphasis lied on hydrogen bonding patterns and distances in
the active site and the gates of the ion conductive pathway. The
analysis was performed using the visualization program
VMD61,62 and the open-source, community-developed PLUMED
library,59 version 2.5.1.60 For the hydrogen bond analysis the
following criteria were used: (i) the angle between the H+ donor
N of RSBH+ and the acceptor OE1/OE2 of E165 or OD1/OD2 of
D295 (+HN� � �O) is less than 301, and (ii) the distance between N
and O is less than 3.5 Å

All data was processed and visualized with Python63 using
the Matplotlib,64 NumPy,65 pandas,66 and seaborn67 libraries.

2.3 Excitation energies

The ground state dynamics of the Chrimson active site were
described by the DFTB3/3ob method within a QM/MM frame-
work. Excitation energies were calculated in a subsequent step
for the respective structures. Only the retinal (residue K299) was
part of the QM region, whereas the rest of the protein was
modeled by classical MM point charges. This restriction of the
QM region to the chromophore and its covalently linked lysine
side chain reduces computational cost and facilitates consis-
tent comparison of the relative excitation energies across
different proteins, models and mutants. While this simplifica-
tion may limit the accuracy of absolute excitation energies –
due to the exclusion of nearby residues that can participate in
charge transfer, leading to blue-shifted energies – these effects
are largely systematic within a given protein. Moreover,
although a more extensive QM region and explicit treatment
of polarization and dispersion would improve the absolute
value,68–70 such corrections introduce uniform shifts that can-
cel out when comparing relative excitation energies. As a result,
using only the chromophore in the QM region yields realistic
excitation energy trends, as shown in previous studies on
rhodopsins.26 Excitation energies were calculated with the
time-dependent generalization of DFTB using a long-range
corrected functional (LC-TD-DFTB71–74 with ob2 parameters75)
for all QM/MM MD sampled structures (6000 snapshots for
each model and mutant, respectively). In the following, LC-TD-
DFTB/ob2 will be abbreviated by LC-DFTB. The electronic
parameters differ to those used in ref. 28,72 and match the
ones used in ref. 76,77. The SCC convergence criterium was set
to 1 � 10�8 electrons, the range separation parameter to 0.3/a0

and the threshold of the screening method is set to 1 � 10�16.
LC-DFTB is computationally very efficient and therefore suita-
ble for the calculation of absorption spectra, where a large

number of calculations is required.28 For comparison purposes
excitation energies of two other rhodopsin proteins were com-
puted: bR and ChR2. The structures used for QM/MM MD
simulations were based on previous publications,28,29 and the
snapshots (1000 snapshots in the case of bR and 6000 snaphopts
for ChR2) used for the excited state calculations. In addition, 250
trajectory snapshots were chosen randomly from the QM/MM MD
simulations of each system to calculate excitation energies on the
TD-DFT level of theory using the oB97X functional78 and def2-TZVP
basis set.79 These calculations were performed using the ORCA
program package version 5.0.3.80,81

3 Computational model of Chrimson

This section presents the computational model of Chrimson
used to analyze the active site and the effects of mutations in
the following sections. We initially examined all proposed
models and discard the majority of them due to structural
inconsistencies. As described in the Methods 2.2.1 and Section
A.3 in the ESI,† special care is required when preparing initial
configurations. Since classical force-fields are insufficient to
preserve the complex hydrogen-bonding network of the active
site, as discussed above, we applied an equilibration protocol
that includes distance restraints, which were gradually released
to enable fully unconstrained QM/MM MD simulations. The
retinal chromophore, E165, D295, F135 and nearby water
molecules, denoted as SQM (see Section 2.2.2) are included in
the QM region.

3.1 Protonation states of the counterions

Experimental studies at different pH values (6, 7.4 and 9)
indicate a pH dependent protonation state for the counterions
of the protonated Schiff base (RSBH+) and a hypsochromic shift
in the absorption spectra due to the deprotonation of the
counterions. The pKa of the counterion E165 is about 8, resulting
in a protonated residue at physiological pH. This is identified as
one of the key factors for the red shift of Chrimson,18,20 because
a reduction of the negative charge near the RSBH+ destabilizes
the ground state structure leading to absorption at higher
wavelengths.19 K93 in ChR282,83 is a conserved residue in
channelrhodopsins, as it stabilizes the deprotonated form of
the counterion E123 through a salt bridge. In Chrimson, K93 is
replaced by F135, whose hydrophobic side chain shields the
active site from extracellular bulk solvent and increases the pKa

of the glutamate, thus stabilizing its protonated form.20,84

In our simulations, we considered two initial protonation
states: (i) residue E165 protonated and D295 deprotonated, and
(ii) residue E165 deprotonated and D295 protonated. The QM/
MM MD simulations resulted in the proton to be found in close
proximity to residue E165 regardless of the starting structure as
shown in Fig. 3. In model (ii), proton transfer occurs immedi-
ately at the start of the QM/MM MD simulations, followed by a
few back-and-forth events until approximately E 250 ps (see
Fig. C.2b and C.2d in ESI† Section C.2). After this point, E165
remains stably protonated with no further transfer. In contrast,
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when E165 is protonated in the initial structure (model i), no
proton transfer to D295 is observed (see Fig. C.2a and C.2c in
ESI† Section C.2). These results support experimental findings
that E165 is the protonated counterion.6,18,20

3.2 Protonation states of the glutamates in the putative ion
pathway

As stated in the Introduction and in Section 2.1, a challenge in
simulating rhodopsin proteins is the uncertainty in protona-
tion states of titrable amino acids. The ion-conducting pore in
Chrimson is closed in the ground state by three gates, that are
lined by glutamates, the inner gate (E124, E125), the central
gate (E132, 300) and the outer gate (E139, E143).6 In order to
investigate the protonation states of the amino acids in the
putative ion pore, we consider several computational models as
summarized in the Table 1 in Section 2.1. Since the glutamates
E124 and E125 in the inner gate of Chrimson are homologous
to E82 and E83 in ChR2 and both of them are deprotonated in
ChR2,26 we assume these protonation states also for Chrimson.
Our simulations show that deprotonation of E132, as in models
I and II, leads to a destabilization of the active site, whereas
deprotonation of E300 impedes hydrogen bonding to A101 and
therefore a connection of helices 7 and 1 (see Fig. C.4b in ESI†
Section C.3 for details). These observations lead to the conclu-
sion that both, E132 and E300, must be protonated, excluding
model I to III, to obtain a stable active site and to establish the
experimentally observed linkage of helices 1 and 7.6 Regarding
the outer gate, we observe that the protonation of E139 prevents
the formation of hydrogen bonds with the amino group of Q98,
which excludes models VI–VIII (see Fig. C.5b in ESI† Section C.3
for details).

The determination of the protonation state of E143 is less
straightforward, as models IV and V share similar structural
motifs despite the difference in the protonation state of E143.
Therefore, in the following sections we present a more detailed
analysis of models IV and V.

4 Active site of Chrimson

The active site of Chrimson shows a particularly high flexibility,
already reported for other channelrhodopsins, such as ChR2,26

which we will present in detail in Section 4.1. In addition, the
unique red light absorption of Chrimson can be related to
specific motifs in the active site, as shown in Section 4.2.

4.1 Structural motifs

In contrast to bR, where the active site features a relatively
stable water-bridged hydrogen bonding network between the
RSBH+ and the two counterions D85 and D212,21,85 Chrimson
exhibits a highly flexible active site, fluctuating between dis-
tinct structural motives similar to those observed in ChR2.26

Fig. 4(a) shows the Chrimson active site as determined by X-ray
diffraction.6 The reported interatomic distance between the
oxygens of the counterions is 3.3 Å, while the distances from
the retinal nitrogen to the oxygens of E165 and D295 are 3.0 Å
and 3.6 Å, respectively. These values appear relatively long,
given that E165 interacts with a positively charged retinal and a
negatively charged D295, where hydrogen bond lengths are
typically shorter than 3 Å.86 In other retinal proteins, the
distance between the RSBH+ nitrogen and the oxygen of a nearby
water molecule or counterion commonly falls below o2.9 Å. For
example, in bR, the hydrogen bond between retinal and a nearby
water molecule is about 2.8 Å; in phoborhodopsin (ppR), this
distance is even shorter at 2.6 Å.21 In ChR226 the distance is
approximately 2.8 Å, involving either a water molecule or the
counterion E123. In the sodium pump ErNaR from Erythrobacter
sp. HL-111, the RSBH+-counterion distance is E2.8 Å, while the
distance between the two counterions is exceptionally short at
just 2.2 Å87 We note that the interatomic distances observed in
the crystal structure appear to be unusual for retinal proteins.
Our QM/MM MD simulations, discussed below, suggest that the
crystal structure may represent an average over multiple struc-
tural motifs. Notably, a water molecule positioned near the
counterions in the crystal structure can enter the active site
and dynamically rearrange the counterion-retinal complex.

As a result, along the the QM/MM MD trajectories reveal two
dominant structural motifs in the active site: either the counter-
ion oxygens of E165 and D295 are within a distance of r3.0 Å of
each other (Fig. 4(b), conformation C1), forming a strong hydro-
gen bond, or they are separated by Z4.0 Å (Fig. 4(c), conforma-
tion C2), bridged by a hydrogen-bonded water molecule.

The average distance between the counterion oxygens is
2.8 Å in conformation C1 and 4.2 Å in conformation C2. A
detailed analysis of these distances is provided in ESI† Section
C.3. The 3.3 Å bond length observed in the crystal structure may
reflect an average of these two conformations, particularly if
they are similar populated. In model IV, conformation C1 is
slightly more populated, while in model IV both conformations
occur at approximately equal frequency (see Table 2). In C1, the
proton is not shared between the two counterions: the hydro-
gen consistenly remains closer to E165, and no proton transfer
is observed along the trajectory (see Fig. C.2a and C.2c in ESI†

Fig. 3 The residue D295 is the predominant counterion in Chrimson,
while E165 is protonated in the ground state.
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Section C.2). Nevertheless, strong hydrogen bonding is present
(see Table 3).

4.1.1 E165 side-chain conformation. The orientation of the
E165 side chain varies along the trajectory, depending on the
torsion angle (Cb–Cg) (Fig. 5), and corresponds to the structural
motifs observed in the QM/MM MD simulations.

The orientation of E165 alternates between a lateral con-
formation (C1), with a dihedral angle of �1201 to �1801, where
it forms a strong hydrogen bond with D295 and a vertical
conformation (C2), with a dihedral angle of �801 to �1101,
where a hydrogen-bonded water molecule (SQM) bridges the
counterions. In both cases, the backbones of E165 and S169
remain hydrogen-bonded. However, an additional hydrogen
bond between their side chains stabilizes the vertical orientation
of E165, favoring conformation C2 (see Fig. C.3b and 3e in ESI†
Section C.3).

4.1.2 RSBH+ hydrogen-bonding patterns. Extensive MD
simulations of the ChR2 ground state reveal a highly dynamic
active site that samples three main hydrogen bonding patterns:
the RSBH+ forms hydrogen bonds with either counterion (E123
and D253) or with a nearby water molecule.26,29,83 This increased
flexibility, compared to bR, is partly due to the substitution of
aspartate (D85) with glutamate, whose longer side chain allows
greater mobility. A similar dynamic is observed in Chrimson,
characterized by water influx and efflux and multiple conforma-
tions as described above. Our extended analysis of hydrogen
bonding patterns (see Table 3) confirms this similarity: hydrogen
bonding between the RSBH+ occurs to both counterions and in
Chrimson-wtV also to the nearby water molecule. Interestingly,
D295 – reported to lie at a distance of 3.6 Å from the RSBH+ in
the crystal structure6 – shows a slightly higher frequency of
hydrogen bonding to the RSBH+ than E165. In both models, we observe that not only E165 but also D295 occasionally

approaches the RSBH+ within 3 Å, contradicting the crystal
structure data6 (see blue and darkblue line in Fig. C.3a and
C.3d in ESI† Section C.3).

4.2 Calculated absorption spectra

The excited-state spectra of rhodopsins are highly sensitive to
the chromophore’s environment: (i) steric interactions can

Table 2 Percentages of the different structural motifs in the active site of
Chrimson wt models and mutants

wtIV wtV S169A S169D

C1 58.4 49.1 61.4 6.1
C2 41.6 50.9 38.6 93.9

Table 3 Hydrogen bonds between the RSBH+ as acceptor and the
counterions (E165 and D295) or nearby water as donor. Criteria to be
met for hydrogen bonding: (i) angle+HN� � �O r 301 and (ii) distanceN� � �O r
3.5 Å. All results in % of the occurrences along the trajectory

wtIV wtV

RSBH+� � �E165 23.6 23.0
RSBH+� � �D295 39.1 30.0
RSBH+� � �SQM 0.4 14.8
Total 63.0 66.3

Fig. 5 The orientation of the E165 side chain changes according to the
structural motif (pink: conformation C1; cyan: conformation C2). The black
arrow indicates the torsional motion of the E165 side chain from one
conformation to the other. Hydrogen bonds are indicated by dotted lines.

Fig. 4 Active site structure of Chrimson. (a) The interatomic distance between the oxygens of the counterions in the active site of the Chrimson crystal
structure (PDB-ID: 5ZIH)6 is 3.3 Å, while the distances of the RSBH+ to E165 and D295 are 3.0 Å and 3.6 Å, respectively. A water molecule (red) is in close
proximity to the counterions. Two structural motifs in the active site structure are observed along the QM/MM MD simulations: the counterions are (b) in
close proximity and permanently hydrogen-bonded (C1), or (c) a water molecule (SQM) is located between the two counterions with hydrogen bonds to
both of them (C2).
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induce a twist in the retinal structure, altering excitation ener-
gies, and (ii) hydrogen bonding and Coulomb interactions with
charged and polar groups can affect the absorption spectrum
drastically. Consequently, computed retinal excitation energies
can offer valuable insight into the validity of a given protein
structural model. While agreement with experimental absorp-
tion energies does not confirm a structure, significant discre-
pancies may suggest that the model is inaccurate. Given that the
structures of bR and ChR2 are well established – and Chrimson
shares many structural motifs with ChR2, while exhibiting even
more red-shifted absorption with respect to (wrt.) bR – compar-
ing these three systems provides meaningful insights to access
the structural models developed in this work.6,21,26,29 When
applying quantum chemical (QC) methods within QM/MM
approaches, three primary sources of error must be considered:
(i) QC methods often lack accuracy in absolute excitation ener-
gies. This is evident in the vacuum excitation energy, which
typically exhibits a systematic error. However, this can be cor-
rected by calibrating against accurate gas-phase reference values
for the retinal chromophore. (ii) Accurately modeling the
response to the electrostatic potential from the protein environ-
ment – the so-called opsin shift – is particularly challenging. The
retinal chromophore is highly polarizable, and this poses a
significant difficulty even for well-established quantum chemis-
try methods (see, e.g., ref. 28, 27). (iii) Finally, the effect of
protein polarization and dispersion can contribute significantly
to the excitation energy, as discussed in ref. 69, 70. Despite these
known limitations, we apply LC-DFTB within an electrostatic
embedding scheme to enable extensive conformational sam-
pling. Due to the high flexibility of the active site, it is not
feasible to identify few representative structures suitable for
high-level quantum chemical calculations. As a result, our
simulations are not intended to yield highly accurate absolute
excitation energies. Instead, we focus on comparing relative
trends across the three proteins. While LC-DFTB systematically
underestimates excitation energy shifts, it reliably captures
qualitative trends.

Chrimson absorbs at 590 nm (2.10 eV) under neutral
pH conditions, bR at 568 nm (2.18 eV) and ChR2 at 473 nm
(2.62 eV).6 A previous benchmark of LC-DFTB has shown that
opsin shifts are typically underestimated by about 50%. For
example, the computed shift between bR and ChR2 is expected
to be around 0.2 eV, compared to the experimental value of
0.4 eV. It is worth noting that most DFT methods, such as CAM-
B3LYP or B3LYP, exhibit similar errors. Among tested func-
tionals, oB97 performed best, but still underestimates the shift
by approximately 25%.28

Based on previous benchmarking, LC-DFTB is expected to
yield a blue shift of 0.2 eV for ChR2 and a slight red shift of
about 0.04 eV for Chrimson. The results summarized in Table 4
are consistent with these expectations. The red shift to ChR2 is
underestimated, amounting to roughly half of the experimental
value. In comparison, calculations using the oB97X functional
reproduce about 75% of the experimental bR-ChR2 shift, while
the ChR2-Chrimson shift reaches 60–70% of the measured
value, depending on the model. For the bR-Chrimson shift,

both methods – LC-DFTB and o97X – underestimate the red-
shift, with model V even yielding a slight blue shift.

In Section D in the ESI,† we also report opsin shifts and
results from OM2/MRCI calculations, which – due to technical
limitations – were performed without including the membrane.
OM2/MRCI yields a qualitatively similar picture, though it
overestimates the opsin shift, as expected. Nevertheless, since
the overall trends are consistent with those from the other
methods, these additional calculations support the validity of
our modeling strategy.

The excitation energies are similar for both models IV and V,
and the comparison with bR and ChR2 gives qualitatively correct
spectral shifts. The comparison with bR reveals very similar results
for the Chrimson models. Running our simulations and subse-
quent excitation energy calculations in triplicate, we observed a
standard deviation of approximately 0.02 eV. When this variability
is considered alongside the known underestimation of spectral
shifts by the LC-DFTB method, the computed red shift of 0.01 eV
appears slightly smaller than expected based on the combined
systematic and statistical uncertainties. Nonetheless, the discre-
pancy is minor, and we consider both models IV and V suitable
candidates for further investigation in mutation studies.

The excitation energies were correlated with the corres-
ponding structural motifs in the active site to identify which
conformations are responsible for the red-shifted absorption in
Chrimson. Histograms of the excitation energies (see Fig. 6) are
categorized by the structural motif present in the active site, as
defined by the distance between the counterion oxygens. Con-
formation C1, characterized by a counterion oxygen–oxygen
distance of less than 3 Å, clearly correlates with lower excitation
energies and thus contributes to the red shift. In model IV,
conformation C1 occurs more frequently, resulting in a slightly
more pronounced red shift compared to model V.

5 Chrimson mutants

Based on the wt-Chrimson structure discussed above, we
investigated mutants of residue S169 and the two counterions.
These positions are particularly interesting because their muta-
tion perturbs the complex counterion network, altering the

Table 4 Comparison of absorption maxima of retinal proteins. Excitation
energies (EE) in eV of QM/MM sampled structures. The calculations are
performed at the LC-DFTB/MM and oB97X level of theory. Beware that the
DFT-calculations were only performed for 250 trajectory snapshots for
each system due to the higher computational cost of the method. WTX

denotes the shifts of Chrimson models IV and V wrt. bR and ChR2

bR ChR2

Chrimson

wtIV wtV

Exp6 2.18 2.62 2.1
LC-DFTB QM/MM 2.52 2.75 2.51 2.54

DChrimson-bR �0.01 0.02
DChrimson-ChR2 �0.24 �0.21

oB97X QM/MM 2.87 3.21 2.85 2.90
DChrimson-bR �0.02 0.03
DChrimson-ChR2 �0.36 �0.31
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conformational distribution of hydrogen bonding patterns.
Moreover, these changes lead to even more red-shifted variants,
enhancing their potential for optogenetic applications.

Models IV and V predict similar trends: while model IV
shows a slightly better red-shift relative to bR, both models
perform comparably with respect to ChR2. However, the ana-
lysis of small structural differences favors model V (see Section
C.3 in the ESI† for details). Consequently, Chrimson mutants
were constructed using the protonation states of the glutamates
defined in model V.

A detailed structural analysis of the Chrimson mutants is
provided in ESI† Section C.4. The primary goal of the mutant
study is to validate the computational model from the previous
section by comparing excitation energies of the mutants to
those of Chrimson-wt.

5.1 Excitation energies of the Chrimson mutants

Experimental studies show that S169A is red-shifted compared
to the wt and absorbs at 608 nm (2.04 eV), while mutation of
either one of the counterions, E165Q and D295N, leads to a
blue-shifted spectrum (2.25 eV and 2.30 eV, respectively).6

Table 5 shows the results of the excited state calculations of
the mutants compared to wt-Chrimson.

In agreement with experiment, our calculations show a red-
shifted absorption of S169A, while for S169D only a very small
shift in the range of the standard deviation is found, as
discussed in Section 4.2. As expected, the experimental shift
of E165Q and D295N is qualitatively reproduced but under-
estimated, as discussed above. The deviation is partly due to
the limitations of the applied excited states method, but the
structural models of the mutations may also contribute.

5.2 Influence of structural motifs on the absorption of S169A

Fig. 6(c) shows histograms of excitation energies for different
active site conformations in the S169A mutant, distinguished
by the distance between the counterions. As in wt-Chrimson,
conformation C1 is red-shifted relative to C2 and occurs more
frequently (see Table 2 in Section 4). This shift can be attributed
to the loss of one hydrogen bond: unlike serine in wt-Chrimson,
alanine at position 169 lacks an additional proton donor,
allowing only a single hydrogen bond between the backbones
of E165 and A169. Nevertheless, both conformations in the
mutant are more red-shifted than in wt-Chrimson, due to
reduced polarity near the RSBH+.

In summary, the study of the Chrimson mutants provides an
interesting insight into altered hydrogen bonding patterns
reflected in the experimental absorption shifts. Our analysis
of the mutants validates the computational model proposed in
Section 4.1 and confirms the findings regarding the red shift in
Chrimson from Section 4.2: the presence of the direct hydrogen
bond between the counterions shifts the absorption spectra
towards lower excitation energies.

6 Conclusions

We applied a multiscale approach based on DFTB/MD simula-
tions to investigate the active site of the red-light-sensitive
channelrhodopsin Chrimson, which is of particular significance
for optogenetic applications. Our study provides new insights
into the molecular dynamics at the nanosecond timescale.

Several studies have investigated the molecular origin of the
red-shift in Chrimson,6,18,20 identifying three key factors: (i)
the protonation of one of the counterion residues destabilizing
the RSBH+ in the ground state; (ii) a biased distribution of polar
residues near the b-ionone ring, similar to bR; and (iii) a rigid
retinal chromophore stabilized by bulky side chains. The
mutant S169A, reported in ref. 6, exhibits an even greater red-
shift, attributed to a further reduction in active site polarity.

Our calculations successfully reproduce the characteristic
red-shift of Chrimson relative to other ChRs. Moreover, we
validate the reliability of our computational model by simulating

Fig. 6 Histograms of the excitation energies in eV according to the structural motif in the active site. Condition for the configuration is the distance
between the counterions E165 and D295. The mean values are indicated on the top right and the colors indicate the configuration of the active site.

Table 5 Comparison of absorption maxima of Chrimson mutants: excita-
tion energies (EE) in eV of QM/MM sampled structures. Calculations are
performed at the LC-DFTB level of theory

wtV S169A S169D E165Q D295N

Exp6 2.10 2.04 — 2.25 2.30
QM/MM 2.54 2.48 2.53 2.57 2.61
Dwt-mutant �0.06 �0.01 0.03 0.07
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several Chrimson mutants, recovering the experimentally
observed spectral shifts. Consistent with experimental data, we
confirm that E165 serves as the protonated counterion. As
discussed above, the structure of the retinal binding pocket –
particularly the residues in the active site – is a key determinant
of color tuning in Chrimson. To investigate this, we examined
the structural dynamics, which cannot be resolved by static
techniques such as X-ray diffraction. As a result, we identified
a multitude of active site conformations that deviate from the
the deposited crystal structure. The active site of Chrimson
exhibits structural heterogeneity comparable to that observed in
ChR2,26 including water movement within the active site and
pronounced fluctuations in the distances between the counter-
ions and the retinal Schiff base.

Interestingly, contrary to the crystallographic structure,6

both counterions can approach the RSBH+ within r3 Å, and
D295 exhibits a higher frequency of hydrogen bonding with the
RSBH+ than E165. Two dominant structural motifs emerge
along the trajectory: either the counterions are in close proxi-
mity (E165OE–D295OD distance r3 Å), or they are farther apart,
bridged by a hydrogen-bonded water molecule. Notably, at the
counterion-counterion distance of approximately 2.8 Å, strong
hydrogen bonding is observed, although no proton sharing
occurs. Our analysis reveals a correlation between structural
motifs and optical properties: the conformation characterized
by a reduced distance between the counterions correlates with
longer-wavelength absorption and is more prevalent in the red-
shifted mutant S169A. This enhanced occurrence is linked to
the S169A substitution: the replacement of serin by alanine
results in the loss of an additional hydrogen bond to E165 that
restricts the torsional flexibility of E165, promoting the red-
shifted conformation. These findings represent a significant
step towards understanding structure–function relationships
in color tuning, providing a mechanistic basis for rational
design of optogenetic tools with tailored spectral properties.

Overall, our QM/MM simulations have provided a rationali-
zation for the crystal structure as an average of the conforma-
tions found in our simulations. These conformations
interconvert on the nanosecond timescale, likely contributing
to the intermediate active site distances in the crystal structure,
which appear slightly too long for strong hydrogen bonds.86

Our work discusses the various challenges associated with
multi-scale modeling of ChRs, some of which are discussed in a
recent review on photoreceptor modeling.25 One key issue is the
treatment of multiple protonation states. In principle, future
simulations may be based on constant pH molecular dynamics
(CpHMD), as suggested in the review. Although approaches
such as CpHMD followed by QM/MM simulations currently
involve significantly higher computational costs, ongoing
advances in hardware performance may make them increas-
ingly feasible and help to reduce the uncertainty associated
with using several models with different protonation states.

A major limitation, however, lies in the inability of current
force fields to reliably model extended networks of strong
hydrogen bonds, as demonstrated in this and previous
studies.26,29 Similar challenges have also been reported in other

systems.88 While the use of polarized charges,88 offers some
improvements, their application remains problematic in highly
flexible systems such as channel proteins. Consequently, we
employed constrained MD simulations during initial equili-
bration and used large QM regions to accurately refine the
active site structure.

Machine learning-based models may eventually help over-
come this limitation; however, accurate equivariant neural
network potentials currently exhibit computational demands
comparable to the DFTB3 method used in this work. For such
highly flexible active sites, there appears to be no viable
substitute for fast QM or ML-based models combined with
extensive sampling. The commonly used approach of relying on
QM/MM-optimized structures – sufficient for many photore-
ceptors – is clearly inadequate in this case. An additional
challenge arises from the complex electronic structure of
retinal, which poses significant difficulties for accurate
modeling.27,28

All TD-DFT methods, including those applying range-
separated functionals, have been shown to have large errors
considering shifts in excitation energies. Even the generally
very well-performing oB97 functional underestimates color
shifts by approximately 25%, while other commonly used
functionals such as B3LPY or CAM-B3LYP can exhibit errors
of up to 50%.28

Future work in our group aims to extend LC-DFTB by
implementing more accurate functionals, such as oB97, into
the DFTB framework. However, due to inherent limitations of
the method, the potential for improvement may be limited. As
an alternative, the development and application of machine
learning models trained on post-Hartree–Fock methods seems
to be a promising approach.
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