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Hybrid quantum-classical polarizability model for
single molecule biosensing†

Ekaterina Zossimova, *a,b Johannes Fiedler, c Frank Vollmera and
Michael Walter b,d,e

Optical whispering gallery mode biosensors are able to detect single molecules through effects of their

polarizability. We address the factors that affect the polarizability of amino acids, which are the building

blocks of life, via electronic structure theory. Amino acids are detected in aqueous environments, where

their polarizability is different compared to the gasphase due to solvent effects. Solvent effects include

structural changes, protonation and the local field enhancement through the solvent (water). We analyse

the impact of these effects and find that all contribute to an increased effective polarizability in the

solvent. We also address the excess polarizability relative to the displaced water cavity and develop a

hybrid quantum-classical model that is in good agreement with self-consistent calculations. We apply our

model to calculate the excess polarizability of 20 proteinogenic amino acids and determine the minimum

resolution required to distinguish the different molecules and their ionised conformers based on their

polarizability.

1 Introduction

In the pursuit of developing biosensors with high spatial and
temporal resolution, many new techniques have been invented
to detect things that would otherwise not be visible to the
naked human eye. A subclass of these techniques do not rely
on images at all – instead they exploit the resonant properties
of optical whispering gallery modes (WGM) to detect single
molecules1–3 down to 13-mer oligonucleotides4,5 and
Ångström-sized amino acids.6 Molecules interacting with the
biosensing field perturb the stable resonance of the WGM,
and the magnitude of the perturbation is recorded as a signal,
encoding information about the characteristic properties of
target molecules.

Amino acids are the building blocks for proteins that are
central for living systems. It is essential to understand how to

categorise and potentially differentiate amino acids7 using
optical biosensors due to their diverse applications in health-
care, environmental monitoring, biotechnology, and scientific
research.8,9 Amino acids are particularly sensitive to solvent
effects due to their amphoteric behaviour. At low pH, the
amino group (–NH2) acts as a base and accepts a proton from
the solvent. At high pH, the carboxyl group (–COOH) donates a
proton to the surrounding medium.

Within first-order perturbation theory, the shift of the
WGM resonance is proportional to the dipole polarizability of
the molecule in excess of the displaced solvent,10 i.e. the
excess polarizability of the molecule α*ex. Numerous methods
exist to calculate the gasphase polarizability α of molecules,
including additive atomistic models,11,12 electronic structure
methods13,14 and machine learning algorithms15–17 as the
polarizability is central for the understanding of e.g. weak van
der Waals interactions.18–20 However, it is not so obvious how
to transform α ! α*ex when the molecule is in a solvent21,22

due to several screening and field enhancement effects.23,24

Developing an accurate model for α*ex can help to decode the
biosensor signals and improve the specificity of polarizability-
based biosensing techniques.

Density functional theory (DFT) is a quantum-mechanical
method that is used to calculate molecular properties from
their electronic density. DFT intrinsically accounts for mole-
cular charge and can be conveniently combined with implicit
solvent models to study solvated single molecules where the
solvent is modelled as a continuum.25–27 The inclusion of
solvent effects is essential as the protonation state of the

†Electronic supplementary information (ESI) available: Tabulated polarizabil-
ities of amino acids; comparison of linear response TDDFT polarizabilities
versus finite field polarizabilities; relative energetic stability of amino acid con-
formers in gasphase and solvent; polarizabilities determined from Wannier orbi-
tals. See DOI: https://doi.org/10.1039/d3nr05396b

aDepartment of Physics and Astronomy, Living Systems Institute, University of Exeter,

EX4 4QD Exeter, UK. E-mail: ez216@exeter.ac.uk
bFreiburg Center for Interactive Materials and Bioinspired Technologies (FIT),

University of Freiburg, D-79110 Freiburg, Germany
cDepartment of Physics and Technology, University of Bergen, Allégaten 55, 5007

Bergen, Norway
dCluster of Excellence livMatS @ FIT, Freiburg, Germany
eFraunhofer IWM, MikroTribologie Centrum μTC, Freiburg, Germany

5820 | Nanoscale, 2024, 16, 5820–5828 This journal is © The Royal Society of Chemistry 2024

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
Fe

br
ua

ri
 2

02
4.

 D
ow

nl
oa

de
d 

on
 0

5/
11

/2
02

5 
05

:5
4:

59
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue

http://rsc.li/nanoscale
http://orcid.org/0000-0002-5286-6194
http://orcid.org/0000-0002-2179-0625
http://orcid.org/0000-0001-6679-2491
https://doi.org/10.1039/d3nr05396b
https://doi.org/10.1039/d3nr05396b
http://crossmark.crossref.org/dialog/?doi=10.1039/d3nr05396b&domain=pdf&date_stamp=2024-03-12
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3nr05396b
https://pubs.rsc.org/en/journals/journal/NR
https://pubs.rsc.org/en/journals/journal/NR?issueid=NR016011


amino acid can be expected to affect its polarizability. Previous
studies have shown that implicit solvent models are able to
describe the relative energetic stability of different conformers
and protonation states of molecules in aqueous
environments.28–31

Here, we model the solvation shell encompassing the mole-
cule as a smooth cavity32 to obtain optimised solvated struc-
tures of 20 proteinogenic amino acids, including their
different protonation states. The smooth cavity model does not
distinguish between the externally applied field and the local
field seen by the solute molecule. The local fields are required
to calculate α*ex and can be included using the classical
Onsager model.33 This leads to a self-consistent equation for
the polarizability that must be solved numerically.24

Alternatively, we also propose a hybrid quantum-classical
model for α*ex that combines DFT calculations for molecular
polarizability (without local field corrections) and scattering
effects through a 3-layer cavity model for finite-sized particles.
We implement both approaches in GPAW DFT code34,35 and
find that they give comparable results for α*ex. However, the
hybrid quantum-classical model outperforms the numerical
model in terms of computational speed and efficiency.

2 Effective polarizability model

The dipole polarizability α of a molecule describes the magni-
tude of the induced dipole moment due to an applied electric
field F

μ ¼ μ0 þ αF; ð1Þ
where μ0 denotes the static dipole moment and μ denotes the
total dipole moment. α has the SI unit C2 m2 J−1, but can be
scaled by (4πε0)−1 (ε0 is vacuum permittivity) to get the unit of
volume, which is often less cumbersome.36 In general, α is an
anisotropic second-rank tensor [α] and depends on the fre-
quency of the applied field. Diagonalization of α allows us to
define the isotropic polarizability,

α̂ ¼ 1
3

α1 þ α2 þ α3ð Þ ð2Þ

and the fractional anisotropy (FA)

FA ¼ α1 � α2ð Þ2þ α1 � α3ð Þ2þ α2 � α3ð Þ2
2 α12 þ α22 þ α32ð Þ

� �1=2
; ð3Þ

where α1, α2 and α3 are the eigenvalues of [α]. The fractional
anisotropy is a number between 0 and 1, where 0 corresponds
to a perfectly isotropic molecule, and increasing values indi-
cate higher polarizability anisotropy.

The WGM laser typically probes molecules using near-infra-
red to visible light to avoid radiation damage on the molecular
level.2 The associated frequencies are well below the electronic
excitations of amino acids,37 such that we can consider their
real-valued response functions in the electrostatic limit,38 i.e.
α(ωWGM) ≈ Re[α(ω ↦ 0)] ≡ α. This defines the electronic static
polarizability of the molecule, which should represent a good

approximation at the frequency of the exciting light.22,39 We
further assume that the molecules are very small compared to
the wavelength of the WGM laser, such that the spatial vari-
ation of the biosensing field in the range of the molecule can
be neglected.

Under these conditions, the linearity in the external field F
allows us to calculate α as

αij ¼ ΔμðFÞ½ �i
F j

¼ μðFÞ½ �i � μ0½ �i
F j

ð4Þ

where Δμ is the change in the molecular dipole moment due
to a finite electric field F; i, j denoting the vector components.
Eqn (4) is valid in the gasphase, where the local field acting on
the molecule is the same as the external field.

There are changes for molecules in a solvent,21,23,40,41

where the best model to describe these effects is not settled in
the literature.42 The influence of the solvent can be separated
conceptually into two main factors:22 first, the solvent affects
the electron density of the molecules; second, it changes the
local field FL acting at the position of the molecule.23,33

Generally, the effective polarizability within the solvent α* is
defined analogously to eqn (1) as22

α*ij ¼
Δμ* FLð Þ½ �i

F j
ð5Þ

where the * indicates effective values in the solvent and F is the
external field applied outside of the solvent. The external field F
is not the same as the local field FL that the molecule experiences
on the microscopic level as is made explicit in eqn (5).

3 Results and discussion
3.1 Solvent vs. gasphase polarizability

Amino acids are usually present in an aqueous environment.
Therefore, this situation is most important. In order to under-
stand the solvent effects on the polarizability of amino acids, it
is nevertheless interesting to compare their gasphase polariz-
abilities to their corresponding polarizabilities within water
using different approximations. Fig. 1 gives this comparison,
where we observe first of all that α-gasphase occupies a range
from 7.0 Å3 for glycine (G) to 24.6 Å3 for tryptophan (W). The
gasphase FA is found in the range from 0.04 for lysine (K) to
0.33 for histidine (H+).

Using α-gasphase as a reference, we can determine αPCMg;ij =
[ΔμPCMg (FL)]i/FLj within the polarizable continuum model (PCM)
using the gasphase nuclear structure to isolate the effect of the
solvent on the electronic density. Fig. 1a shows that this
merely scales the gasphase polarizability by 9% consistently.
The increase in the PCM polarizability compared to the gas-
phase is commonly found in the literature,43,44 but was criti-
cised by some authors.45 The FA of the gasphase structures is
not changed within the PCM, as shown by the green data
points in Fig. 1b. The FA is thus solely caused by structural
asymmetries within the molecule.
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We next consider conformational and structural changes of
the amino acids in water. Amino acids have charge-neutral
functional groups in the gasphase, whereas these become
ionised in the solvent. Most of the proteinogenic amino acids
are zwitterions at physiological pH and several are either
anions (aspartic acid, glutamic acid) or cations (arginine,
lysine). The unbalanced charge distribution across the ionised
conformers is more sensitive to the external field, resulting in
a larger polarizability for the solvated vs. gasphase structures
in the PCM solvent (αPCM vs. αPCMg in Fig. 1a). The polarizability
increase due to conformational change is approximately 5.5%
on average, resulting in a total scaling factor of 1.15 relative to
α-gasphase.

The conformational and structural changes also affect the
FA, as shown by the orange data points in Fig. 1b. The solvated
structures tend to have a higher polarizability anisotropy com-
pared to the gasphase structures. Only histidine (H+), aspartic
acid (D−, D) and leucine (L) show a lower fractional anisotropy
for the solvated structures compared to the gasphase struc-
tures in the PCM solvent. These molecules correspond to the
orange data points below the dashed identity line in Fig. 1b.

Finally, we have to consider changes in the local field due
to the formation of a cavity around the solute molecule. This is
not accounted for in our electronic structure calculations of
αPCM. We turn to a classical cavity model, originally formulated
by Onsager,33 to calculate the field enhancement within the
cavity.

The solute molecule is described as a polarizable point
dipole in the center of a spherical cavity with volume V. The
solvent surrounding the cavity is described by the PCM with
relative permittivity ε. The local field acting on the solute
molecule can be represented as a superposition of a cavity
field and reaction field, the latter of which depends recursively
on the polarizability of the solute molecule. This leads to an
equation for the local field enhancement, η = FL/F, which can
be written as23,24,33

η ¼ 3ε
2εþ 1

1� 8πðε� 1Þ
3ð2εþ 1Þ

α*
V

� ��1

; ð6Þ

where we consider a spherically symmetric (averaged) α* for
simplicity. Eqn (6) is equivalent to η = f C(1 − f Rχ*)−1 in terms
of the cavity field factor

f C ¼ 3ε
2εþ 1

; ð7Þ

the reaction field factor

f R ¼ 8πðε� 1Þ
3ð2εþ 1Þ ; ð8Þ

and the polarizability density of the molecule within the
solvent χ* = α*/V.

We solve eqn (5) and (6) self-consistently. In the first step of
the self-consistent cycle, we start with an initial guess for α*

α� � αPCMηPCM ð9Þ

where αPCMij = [ΔμPCM(FL)]i/FLj and ηPCM is the field enhance-
ment defined in eqn (6) with α* = αPCM. The dashed blue line
in Fig. 1a shows the initial guess for α* before the self-consist-
ent calculation. We subsequently update η with the new value
for α* and iterate until the difference between sequential
results for α* is less than 1%. The results of the self-consistent
calculation correspond to the blue data points in Fig. 1a. The
best fit is quadratic because when f Rχ* → 0, we can use a
Taylor series expansion for η, which gives η ≈ f C(1 + f Rχ*).
Substituting η into eqn (9) leads to a cavity field term linear in
α and a reaction field term quadratic in α.

Fig. 1 (a) Solvent vs. gasphase polarizability of amino acids. αPCMg : polar-
izability of gasphase structures in the PCM solvent. αPCM: polarizability of
solvated structures in the PCM solvent. α*: self-consistent polarizability
with local field corrections. The dashed blue line shows the initial guess
for α* in the self-consistent calculation. The aqueous environment is
described by the PCM with the optical permittivity of water. (b)
Fractional anisotropy (FA) of solvated vs. gasphase amino acid structures
in the PCM solvent. Most of the zwitterion structures have a larger
polarizability anisotropy than their gasphase counterparts.
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3.2 Excess polarizability of amino acids

In experiments, the polarizability of target molecules is
measured relative to the pure solvent. The pure solvent pro-
vides a baseline value for the polarizability measurement, and
the molecule is detected by its polarizability in excess of the
displaced solvent. In particular, in WGM experiments, the
observed shift is caused by the change in polarizability when
the resonator is in contact with the detected molecule instead
of the omnipresent water.5,6,46 We formulate two different
models to calculate the excess polarizability of amino acids;
the first uses our numerical results for α*, and the second is a
hybrid quantum-classical model inspired by a 3-layer cavity
model in classical electromagnetism.

3.2.1 Numerical model. A simple model for the excess
polarizability involves comparing the polarizability densities of
the solute molecule and the solvent, denoted by χ* and χ*w,
respectively. We can express the excess polarizability α*ex in
terms of the polarizability densities as

α*ex ¼ χ*� χ*w
� �

V ð10Þ

where χ* = α*/V and χ*w ¼ α*w=Vw. Assuming that the solvent is
water, we can calculate χ*w by simulating a single explicit water
molecule in an otherwise implicit background of water, follow-
ing the self-consistent approach described above. The cavity
volume of the solute molecule V and single explicit water mole-
cule Vw can be calculated in GPAW using the Kirkwood–Buff
method.47 We find that χ*w ¼ 0:0613 from numerical
calculations.

We note that χ*w can also be calculated analytically using
the polarizability density of water from the Lorentz–Lorenz
equation,

χw ¼ 3
4π

ε� 1
εþ 2

� �
; ð11Þ

and the corresponding local field correction factor,

ηw ¼ εþ 2
3

ð12Þ

for a virtual cavity23 (i.e. the local field enhancement when the
solute molecule and solvent have the same polarizability
density). The analytical formula can be written as χ*w ¼ χwηw,
which simplifies to

χ*w ¼ ε� 1
4π

ð13Þ

in terms of ε. The analytical result is χ*w ¼ 0:0613 using the
permittivity of water at optical frequencies, which is the same
as our numerical result from the self-consistent calculation.

The results for the excess polarizability of amino acids
using the self-consistent numerical model in eqn (10) are
shown in Fig. 3a. Generally, the excess polarizability of the
amino acids tends to be smaller than the gasphase polarizabil-
ity, except for tryptophan, where the polarizability enhance-
ment due to solvent effects overcompensates the negative con-
tributions of the displaced water (see Fig. S2 in ESI†).

3.2.2 Hybrid quantum-classical model. An alternative way
to consider local field corrections is inspired by a classical
3-layer cavity model.21 We consider the cavity shown in Fig. 2a,
where the molecule is modelled as a finite-size hard sphere
with radius R and permittivity εs. The hard sphere is sur-
rounded by a vacuum shell, and the background medium is
water with permittivity ε. The radius of the cavity encompass-
ing the molecule and vacuum shell is Rc. We can define the
polarizability of the hard sphere using the Lorentz–Lorenz
equation as

αs ¼ R3 εs � 1
εs þ 2

� �
ð14Þ

and the excess polarizability of the cavity as

α*c ¼ εRc
3 1� ε

1þ 2ε

� �
: ð15Þ

Note, that the polarizabilities defined in eqn (14) and (15)
are scaled by a factor of (4πε0)−1 to get volumetric units.

The polarizability can be derived from the viewpoint of the
field as a scattering process at the outer boundary of a multi-
layer cavity using the scattering Green function for a spheri-

Fig. 2 (a) Classical 3-layer model to describe a finite-size molecule
inside a cavity. The molecule is modelled as a hard sphere (shown in
red), surrounded by a vacuum layer (black) and water as the background
medium (blue). (b) The hard sphere is replaced by a real molecule with
polarizability αPCM, calculated using density functional theory. The cavity
is determined by the shape of the molecule and is not necessarily
spherical.
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cally layered system.48,49 This leads to an equation for the
excess polarizability, given by21

α*ex ¼ α*c þ αs
3ε

2εþ 1

� �2

1þ 2α*cαs
Rc

6ε

� ��1

ð16Þ

in the classical picture.
We can replace the hard sphere in the classical model with

a real molecule as shown in Fig. 2b. In doing so, we substitute
the polarizability of the molecule without local field correc-
tions αPCM for αs in eqn (16) and show that

α*ex ¼ χPCMηPCM � χwηw
� �

f CV ð17Þ

in the hybrid quantum-classical picture. Here, we use χPCM =
αPCM/V and ηPCM = f C(1 − f RχPCM)−1, where f C and f R are
defined in eqn (7) and (8), respectively. χwηw is the same as χ*w
in eqn (13). We can use Rc

3 = 3V/4π to convert between the
cavity radius and volume.

The numerical model in eqn (10) and the hybrid quantum-
classical model in eqn (17) give very similar results for the
excess polarizability, as shown in Fig. 3a. The benefit of using
eqn (17) is that the excess polarizability is expressed in terms
of χPCM, which is less computationally expensive to calculate
than the self-consistent polarizability density χ* that appears

in eqn (10). For the set of 20 amino acids considered here, it
takes approximately 7 iterations of the self-consistent equation
to converge the result for α*. Therefore, the calculation of χPCM

is approximately 7 times faster than χ*, on average.
Returning to eqn (17), we can define the excess polarizabil-

ity density as χ*ex ¼ α*ex=V . We can express eqn (17) as a quadra-
tic polynomial in terms of χPCM by using a Taylor series expan-
sion for ηPCM in the limit of small f RχPCM as ηPCM ≈ f C(1 +
f RχPCM). This lets us express χ*ex in powers of χPCM as

χ*ex ¼
1� ε

4π
þ f CχPCM þ f Cf R χPCM

� �2� �
f C: ð18Þ

The quadratic equation for χ*ex agrees very well with the amino
acids data, as shown in Fig. 4. χ*ex is generally smaller than χPCM

in the range 0.00 < χPCM < 0.12, although the two quantities
become comparable as χPCM increases due to the approximately
quadratic scaling of the reaction field term. The excess polarizabil-
ity density of water is zero since water is the background medium.

3.2.3 Detection of amino acids. The distinguishability of
target molecules, and correspondingly the specificity of the bio-
sensor, depends on whether there is a resolvable difference in the
values of α*ex, assuming that the binding site of the molecule can
be well controlled in experiments. The polarizability roughly cor-
relates with the molecular volume, as shown in Fig. 3b. Glycine
(G) is the smallest molecule studied and has the lowest excess
polarizability; tryptophan (W) is the largest molecule studied and
has the highest excess polarizability. Assuming that the biosen-
sing field has the same intensity at the position of both mole-
cules, we would expect glycine to produce the smallest shift in
the biosensor signal and tryptophan the largest. The biosensor
would need to resolve a polarizability difference of approximately
20 Å3 to distinguish the two molecules with extreme polarizabil-
ities. Other molecules, such as cysteine (C) and lysine (K+) would
be more difficult to resolve based on α*ex, despite the significant
difference in cavity volume.

Fig. 3 (a) Comparison between the numerical model and hybrid
quantum-classical model for the excess polarizability of amino acids.
The results are plotted as a function of the cavity volume. (b) The excess
polarizability for different protonation states (or net charge) of the
amino acids.

Fig. 4 Solid blue line: quadratic approximation for the excess polariz-
ability density, see eqn (18). Dotted blue line: linear approximation for
the excess polarizability density (no reaction field, f R = 0). The reference
values for water are shown as orange dashed lines for comparison [χw =
0.0488 from the Clausius–Mossotti relation in eqn (11)].
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3.3 Effect of molecular charge

Biosensing experiments are often performed in a phosphate or
a carbonate buffer, which stabilise different pH ranges. Amino
acids have highly ionizable functional groups that can
exchange protons with the surrounding water.31 The number
of protons exchanged depends on the pKa values of the func-
tional groups and on the availability of protons, i.e. the pH of
the solution. It can be expected that the removal of a proton
leads to an increase of the polarizability as the number of elec-
trons responsible for the polarizability does not change, but
they are less bound due to the lower nuclear charge. The
hybrid quantum-classical model indeed predicts that negative
charged molecules (anions) have a larger polarizability and
that positively charged molecules (cations) have a lower polar-
izability compared to their charge neutral counterparts. This
effect can be seen in Fig. 3b for aspartic acid (D), glutamic
acid (E), histidine (H), lysine (K) and arginine (R).

We use glutamic acid as an example to compare how other
polarizability models consider the effect of charge. Glutamic
acid plays an important role in neuroscience, the food industry
(e.g. monosodium glutamate), and energy production in the
body where glutamate is involved in various metabolic path-
ways. Glutamic acid has two carboxyl groups (pK1 = 2.13, pK2 =
4.31) and an amine group (pK3 = 9.67).50 The net charge of glu-
tamic acid is q = −1 at physiological pH but can vary between q
= +1 in a highly acidic environment (fully protonated) and q =
−2 in a highly alkaline environment (fully deprotonated). The
actual protonation state for a given pH can be evaluated using
the Henderson–Hasselbalch equation51–53 as detailed in ESI†.

Optimised structures of solvated glutamic acid ions are
used to compare different polarizability models in describing
the effect of pH in Fig. 5. The direct DFT calculation through
the hybrid quantum-classical model shows the expected behav-

iour of increasing polarizability with increasing charge. This
effect cannot be captured with additive atomistic models, such
as the Thole model,11 because there the molecular polarizabil-
ity always scales with the number of atoms only. The AlphaML
(B3LYP) machine learning algorithm also cannot capture this
effect because it has been trained on a dataset of neutral
molecules,54,55 where the effect of charge would not be
evident. The polarizability difference between conjugate acid–
base pairs in these atomistic (and machine learning) models is
roughly equal to the polarizability of a hydrogen atom αH =
0.7 Å3, but no hydrogen atoms are removed from the amino
acids in reality. The hybrid model thus finds a much larger
polarizability difference between conjugate acid–base pairs
(between 1.7–2.5 Å3) with the opposite charge dependence.

4 Conclusions

We have shown that amino acid polarizabilities in the solvent
are enhanced as compared to gasphase counterparts, due to
different structures, different charge, and most importantly
local field enhancements. We have developed a self-consistent
excess polarizability model based on finite field polarizabilities
determined in a continuum solvent model. We furthermore
showed that the computationally less demanding hybrid
excess polarizability model proposed in eqn (17) leads to very
similar results.

Our results will help to decode the signals from single
molecule biosensing experiments, where it is important to
accurately quantify the excess polarizability of single mole-
cules. The solute molecule can be identified through α*ex by
measuring the magnitude of the biosensor signals. The frac-
tional anisotropy can also be used to identify single molecules
by measuring the shift ratio between transverse electric (TE)
and transverse magnetic (TM) modes.56–58 Some of the mole-
cules, such as cysteine (C), asparagine (N) and valine (V), may
be hard to distinguish based on α*ex alone. However, the TE to
TM shift ratio provides a second molecular fingerprint to help
differentiate and categorise the biosensor signals. The shift
ratio is expected to be larger for a molecule with high an-
isotropy and can be referenced against the fractional an-
isotropy data† to help identify the target molecules. The
results presented here form a guide on the experimental sensi-
tivity required to differentiate between different amino acids
using WGM-based biosensors. The methods presented can
also be applied to other molecules that are of physiological
significance.

5 Computational details

We obtain the gasphase structures of amino acids from the
NOMAD repository,59 where we use the structures published by
Ropo et al.60 as a starting point to generate the corresponding
solvated conformers. We start with the subset of 1694 calcium-
coordinated structures provided there and remove the divalent

Fig. 5 Polarizability of glutamic acid as a function of pH. The hybrid
quantum-classical calculation includes solvent effects and is sensitive to
the electronic density of the molecule. The Thole model11 is an additive
atomistic model and can only capture the effect of adding or removing
a hydrogen atom between conjugate acid–base pairs. The machine
learning algorithm15,16 (AlphaML) has not been trained on charged
molecules and captures the same effect as the Thole model.
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calcium ion to generate a set of initial structures. We use the
cation-coordinated structures, as opposed to the bare gasphase
structures, to obtain a mix of initial structures that resemble
zwitterionic and non-zwitterionic conformers. Sampling a
range of initial structures is important because the relaxation
algorithm converges to the nearest local minimum in the
energy landscape, which may not be representative of the
global energetic minimum.

The electronic structure of the molecules is described with
the GPAW DFT package.34,35,61 The electron density and Kohn–
Sham states are described within the projector augmented
wave (PAW) method, where the smooth parts are represented
on real space grids. The grid spacing in the simulation is 0.2 Å
for representing the smooth wavefunctions within the PAW
description. The size of the simulation box ensures that each
atom is at least 4 Å away from its boundary. We use the PBE
exchange–correlation functional62 in the calculation of the
DFT energy. The aqueous environment is described by the
polarizable continuum model (PCM).32

The amino acid conformers are relaxed using the Broyden–
Fletcher–Goldfarb–Shanno algorithm as implemented in the
atomic simulation environment (ASE)63 until the maximal
force on each atom is below 0.05 eV Å−1, corresponding to the
structure of the molecule in the next local minimum of the
energy landscape. Here, we use the static permittivity of water
(εstat = 78.36)64 in the ground state DFT calculations. The
resulting amino acid conformers are sorted according to their
relative energies. We consider different protonation states sep-
arately, since the net charge can fluctuate depending on the
pH of the buffer solution. We find that charge neutral amino
acids prefer the zwitterionic form in an aqueous environment.
We further consider different protonation states of arginine
(R), lysine (K), histidine (H), glutamic acid (E) and aspartic
acid (D), which exist predominantly in their ionised form at
neutral pH. We use the lowest energy conformers in the polar-
izability calculations and note the minor variation due to
different gasphase and solvated conformers, see Fig. S4 and S5
in ESI,† respectively.

The molecular polarizabilities are calculated from eqn (4)
using the finite-field method with external field strength |F| =
0.01 V Å−1. This field strength is tested to be sufficiently small
to avoid higher-order contributions and still large enough to
avoid numerical difficulties.65 The calculation using finite
fields does not have convergence issues in contrast to pertur-
bation theory approaches (see ESI† for the comparison
between linear response time-dependent DFT (TDDFT)66 and
the finite field method). We apply the same approach to calcu-
late the polarizability in an aqueous environment αPCM using
eqn (5) and the local field strength, |FL| = η|F|. Here, we use
the optical permittivity of water (εopt = 1.77)67 in the solvation
model for the calculation of αPCM because the biosensor typi-
cally probes the molecules at optical to near-infrared frequen-
cies, where the permittivity of water is equal to the squared
refractive index.

Our description relies on the application of the PCM, which
does not account for explicit water molecules that may interact

with and stick to charged groups of the amino acids. Such situ-
ations can be modelled by including explicit water molecules
within the solute region.68,69 However, including explicit water
molecules raises the question of how to separate the polariz-
ability of the amino acids from that of the attached water
molecules. Wannier orbitals may be a solution,70,71 but this
approach largely influences the calculated polarizabilities (see
Table S3 in ESI†). Furthermore, we note that an implicit
description of the solvent is consistent with the 3-layer cavity
model that is used to describe the scattering of the fields (see
Fig. 2), where the background medium is represented by its
permittivity, ε. It is not immediately clear how this description
has to be adjusted in the case of additional explicit water mole-
cules. Answering these questions is beyond the scope of the
presented work and has to be assigned to future
investigations.
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