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Theoretical insights into dopamine
photochemistry adsorbed on graphene-type
nanostructures†

Alex-Adrian Farcas- and Attila Bende *

The equilibrium geometry structures and light absorption properties of the dopamine (DA) and

dopamine-o-quinone (DAQ) adsorbed on the graphene surface have been investigated using the

ground state and linear-response time-dependent density functional theories. Two types of graphene

systems were considered, a rectangular form of hexagonal lattice with optimized C–C bond length as

the model system for graphene nanoparticles (GrNP) and a similar system but with fixed C–C bond

length (1.42 Å) as the model system for graphene 2D sheet (GrS). The analysis of the vertical excitations

showed that three types of electronic transitions are possible, namely, localized on graphene, localized

on the DA or DAQ, and charge transfer (CT). In the case of the graphene–DA complex, the charge transfer

excitations were characterized by the molecule-to-surface (MSCT) character, whereas the graphene–DAQ

was characterized by the reverse, i.e. surface-to-molecule (SMCT). The difference between the two cases is

given by the presence of an energetically low-lying unoccupied orbital (LUMO+1) that allows charge transfer

from the surface to the molecule in the case of DAQ. However, it was also shown that the fingerprints of

excited electronic states associated with the adsorbed molecules cannot be seen in the spectrum, as they

are mostly suppressed by the characteristic spectral shape of graphene.

1 Introduction

The photochemical behaviour of an organic molecule can
change fundamentally when it is adsorbed on a metal or
semiconductor surface.1–4 Not only do the photochemical
properties of the adsorbed molecule change, but new, more
complex photo-processes may also appear, such as, electron or
energy transfer to metal surfaces,5,6 substrate–adsorbate photo-
coupling,7 surface driven photooxidation8,9 or more complex
photocatalytic processes.10 Moreover, the wide range of these
properties can offer several research and industrial applica-
tions, such as, development of high-performance dye-sensitized
solar cells,11 building new, functionalized materials for elec-
trode material for fuel cells and batteries,12,13 materials for 3D
printing14 or creating micropatterns with desired biofunctional
properties.15

Inspired by the composition of adhesive proteins in mus-
sels, Lee and co-workers16,17 have shown that dopamine (DA)
through the self-polymerization process can form thin, surface-

adherent polydopamine films (PDA)18,19 onto a wide range
of inorganic and organic materials, including noble metals,
oxides, polymers, semiconductors, and ceramics.20–26

On the other hand, carbon-based nanomaterials are one of
the most widely discussed, researched and applied synthetic
nanomaterials, due to their diverse capabilities, such as excellent
electronic, magnetic and optical properties. At the same time, their
chemical versatility allows them to be easily manipulated in
laboratory and industrial environments, to be biocompatible and
to be considered as a chemically robust platform.27–32

Taking into account the properties of the individual systems
presented in the previous two paragraphs, further interesting
behaviour can be observed in the case of the dopamine–
graphene complex. First of all, one should mention the use of
graphene as a DA sensor33–37 or that of PDA for the reduction
of graphene oxide,38 but their complex was also used for
making polymer filters,39 to improve electrochemical perfor-
mances of supercapacitors40 or Li–S batteries,41 to use as high-
performance material for biosensing42,43 or as an efficient
electrocatalysts44–46 as well as to apply it in cancer therapy.47

But what makes it particularly more interesting is the photo-
chemical application of the graphene–dopamine complex,48–52

especial as photothermal therapy for cancer.53

Although DA is a relatively small molecule, its photochemical
behaviour strongly dependents on its the concentration
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and tautomer forms as well as on the pH of the solvent
environment,54,55 and it is therefore much more difficult to
unambiguously identify the fingerprints of different tautomers
in the experimental UV-Vis spectrum. Similarly to DA, graphene
exhibits complex photochemical behaviour, as the shape of the
spectrum is highly dependent on the atomic configuration and
size of the graphene structure.56–62

Accurate theoretical reproduction of experimental UV-Vis
spectra is a challenge in itself, even for intermediate mole-
cules,63 especially with respect to the accurate description of
the electron correlation and the response function. This is
particularly true for complex, multi-component supramolecular
systems.64–68 At the same time, graphene nanostructures have
been successfully applied to the detection of e.g. catechol,69

where also the UV-Vis spectroscopy technique was considered
for the structure recognition. In such a case, the question arises
whether it is possible to identify the individual components on
the basis of the resulting adsorption spectrum, or whether this
resulting spectrum has any characteristic feature that suggests
that the two components form a well-defined joint complex.

The aim of our study is to give a detailed description for the
photochemistry behavior, and in particular, for nature of the
electronic transitions induced by an electromagnetic radiation
in the cases of graphene – dopamine and graphene – dopa-
mine-o-quinone complexes using the framework of the time-
dependent density functional theory, with the aim of investi-
gating whether graphene as a tool helps to facilitate the
identification of adsorbed molecules on it surface.

2 Computational details

The equilibrium geometries and normal mode vibrational freq-
uencies of individual molecules, the graphene sheet and dif-
ferent molecule–graphene binary complexes were computed in
the framework of density functional theory (DFT) considering
the oB97X-D3BJ exchange–correlation (XC) functional70 by inclu-
ding the Grimme’s empirical dispersion correction scheme71,72

and using the def2-TZVPP triple-z basis set of the Karlsruhe
group73 as implemented in the Orca program suite.74,75 The
electronically excited state calculations and equilibrium geo-
metry optimizations were computed using the time-dependent
version of the same DFT framework considering the Tamm–
Dancoff approximation (TDA) approximation.76 The RIJCOSX
approximation77 designed to accelerate Hartree–Fock and
hybrid DFT calculations were considered together with the
Def2/J78 auxiliary basis set for Coulomb fitting and the def2-
TZVPP/C79 auxiliary basis set for correlation fitting in the case
of TD-DFT calculations. During the geometry optimization of
the molecule–graphene binary complex the graphene part was
kept frozen and the Partial Hessian Vibrational Analysis (PHVA)
method80 has been used for obtaining the normal mode vibra-
tional frequencies of the unconstrained part of the binary
complex. The theoretical prediction of the fluorescence rate
was made based on the path integral approach to the dynamics
by solving Fermis Golden Rule-like equation including vibronic

coupling in forbidden transitions (the so-called Herzberg–
Teller effect (HT)) and Duschinsky rotations between modes
of different states.81–83 The amount of transferred charge
between the complex constituents was obtained based on the
analysis of the charge population (Löwdin atomic charges)
of a given electronically excited state density computed in
the TDDFT framework. The molecular geometries were built,
analyzed and further manipulated using Multiwfn84 Gabedit85

and Avogadro86 programs, while the molecular graphics were
created using the GaussView87 software.

3 Results and discussion
3.1 Geometry structures

As a first step, a two-dimensional (three zig-zag and seven
armchair edges) rectangular graphene nano-sheet with fully
aromatic hexagonal rings (see Fig. 1) was considered in two
geometrical configurations. In the first case its structure has
been fully optimized in order to mimic the graphene-type
nanoparticle (GrNP), while in the second case all C–C bond
lengths were kept as 1.42 Å for reproducing the 2D infinite
dimensional graphene sheet (GrS) geometry.88 The geometry
optimization leads to an irregular honeycomb lattice, where the
C–C bond length varies between 1.38–1.47 Å.

In the next step, the dopamine (DA) and dopamine-o-quinone
(DAQ) molecules were deposited on the GrNP-type graphene sheet
and the geometry of the molecules as well as their relative position
to the graphene sheet were optimized, while the geometry of the
graphene sheet was was kept fixed. In the equilibrium geometry
configuration, the DA molecule is slightly tilted with respect to the
graphene sheet, with the O atoms of the hydroxyl group at 3.2 and
3.26 Å from the graphene plane, respectively, and the N atom of
the amine group at 3.51 Å (see Fig. 2). A similar arrangement can
be observed for DAQ, where the O atoms of the hydroxyl groups
are 3.14 Å and 3.19 Å away, while the N atom of the amine group is
3.52 Å from the graphene plane (see Fig. 3). Adsorption energy of
DA on the GrNP surface is �20.24 kcal mol�1, while that of DQ
is �20.11 kcal mol�1, of which the deformation energy is only
0.41 kcal mol�1 and 0.13 kcal mol�1, respectively. As for the
ground state charge distribution, there is a charge transfer of

Fig. 1 The molecular graphics of the graphene nanoparticle with three
zig-zag and seven armchair edges.
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0.068 e from the DA to the surface (called as molecule-to-surface
charge transfer or MSCT), while for DAQ the charge transfer to the
graphene is only 0.031 e.

3.2 Electronic excited states and UV absorption spectra

In order to gain more insight into the nature of the initial
(vertical) and relaxed excited states, the first 30 electronic
excited states were computed separately for each molecule

and graphene sheet, and for different molecule–graphene
binary complexes.

DA. Given that the results for dopamine have already been
reported,54,55 only the excited states of the graphene sheet and
binary complexes will be discussed in more detail. Briefly, DA
presents spectral characteristics with peak maxima at 280 nm
and 218 nm (see Fig. 1 in ref. 54). However, as for the
equilibrium geometry of the first excited state (S1), the C–O
bonds of the DA’s hydroxyl groups are shortened (from 1.377 Å
and 1.362 Å to 1.360 Å and 1.348 Å) and the C–C bonds of the
benzene ring are stretched, with all six bonds being longer than
1.4 Å (the bond values are 1.425, 1.403, 1.421, 1.407, 1.416 and
1.412, respectively in Å).

DAQ. Oxidation of DA using different oxidation agents can
easily lead to the quinone form,89 which induces an additional
spectral peak around 390 nm in the UV absorption spectra.
TDDFT calculations have shown that this additional peak
comes from the contribution of the S0 - S3 electronic excita-
tion, while the S1 and S2 excitations have nearly zero oscillator
strength and do not result in any noticeable effect on the
spectrum. For the electronic excited state energy values, oscil-
lator strengths and the most intense orbital transition see Table
S1 (ESI†), as well as for the UV absorption spectra see Fig. S1
from the ESI† file. The geometry optimization of the S1 electro-
nic excited state leads mainly to the stretching of the C–C bond,
to which carbon atoms are the carboxyl groups attached (from
1.553 Å to 1.625 Å).

Graphene. Graphene is a 2D solid that has interesting
physics due to its unusual electronic band structure,88 and
consequently also has unusual optical properties through a
wide absorption spectral region given by intraband transitions
(p - p*) at low photon energies (0.0–5.0 eV in the far-infrared
spectral range) and by interband transitions (p - s*) at higher
energies (over 5.0 eV from mid-infrared to ultraviolet).90,91

However, state-of-the-art theoretical calculations have shown
that in order to reproduce the experimental spectrum accu-
rately, it is necessary to take electron correlation into
account.92,93 On the other hand, graphene-like materials with
lower dimension (1D wires), such as graphene nanoribbons,
substantially different electronic band structure and optical
properties than graphene.94,95 Although with significant differ-
ences, a similar spectral profile in the UV-Vis absorption
spectrum can be found for graphene nanocrystals of finite
dimensions (0D structures), 10–50 nm.96,97 That is, the peak
around 4.5 eV and the long decay shoulder towards lower
energy values, which in turn can vary depending on the shape
and size of the particle. The experimental UV absorption
spectra of graphene nanoparticles60,98 showed an intense spec-
tral peak centred at 269 nm and a very long shoulder that is
over-expanded up to 700 nm (see Fig. 1 in ref. 60). At the same
time, theoretical calculations based on TDDFT showed that for
a 0D graphene particle with a dimension of a few nanometres,
additional peaks of lower intensity can appear in the 350–700 nm
interval, which is clearly influenced by the dimension of the
graphene model system.61,62,99 Theoretical UV absorption spectra
were computed considering the graphene nanostructure shown in

Fig. 2 Dopamine adsorbed on graphene surface: top-view (a) and side-
view (b).

Fig. 3 Dopamine adsorbed on graphene surface: top-view (a) and side-
view (b).
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Fig. 1 both in the optimized (GrNP) and fixed (GrS) geometry
forms, by applying the TDDFT/oB97X-D3BJ/def2-TZVPP level of
theory. Their spectral shapes are presented in Fig. 4, while their
detailed spectral features (spectral shape, wavelength lines and
intensities) is shown in Fig. S2 and Table S2 in the ESI† file.
Theoretical results show an intense peak around the 260–280 nm
as it can be observed in the experimental spectra,60,98 but in the
present analysis there are also additional peaks associated mainly
with the first excited states (537 nm for GrNP and 677 nm for GrS)
that are likely to depend on the dimension of the chosen
graphene model system. Furthermore, it is clear that the peak
observed in the experimental spectrum around 270 nm is given by
the higher states in the excitation spectrum (S18 and S21 for GrNP
and S17 and S19 for GrS) and the longer shoulder of 350–700 nm
region comes from the lower but weakly intense excited states. By
analyzing the so-called natural difference orbitals (NDO) for
electronic transitions between the ground state and the different
excited states, it is observed that the S0 - S1 transition is a p- p*
type excitation along two consecutive C–C aromatic bonds, thus
forming a zig-zag chain along the longer dimension both for the
GrNP- and GrN-type graphene structures (see Table S3 in the
ESI† file).

It is important to note that in the case of graphene, only a
simplified model has been considered, where the 2D solid state
character and the band structure have been discarded. Instead,
a finite dimensional hydrocarbon structure has been adopted
which results in discrete electronic states. Compared to the
experimental UV spectrum of graphene, this simple model is
already able reproduce the most important features of the UV
spectrum. Of course, in order to accurately follow the changes
in the electron structure of graphene induced by the adsorbed
molecules, the simplified model described here is no longer
suitable, it needs for solid-state model.

DA–graphene. First, the GrNS form was used on graphene
models. The energetic scheme of highest occupied and lowest
unoccupied molecular orbitals (MO) in the energy range of
[�10.0 eV to 2.5 eV] computed for the individual fragments
(GrNP or DA) as well as for the joined graphene–DA binary
complex is shown in Fig. 5. As can be observed from the figure,
the energies of the molecular orbitals of the binary complex

follow the topology of graphene much more closely than that of
DA. In this sense, the binary complex is not a classical donor–
acceptor system,100 since the HOMO orbital of DA is energeti-
cally much lower, and the LUMO orbital is much higher than
that of graphene. Although, for occupied MOs, the DA con-
tribution is observed starting with the HOMO�1, for unoccu-
pied orbitals the DA contribution is only seen from the
LUMO+11 upwards. For details see Fig. 5, while the frontier
orbitals of DA are shown in Table S4 in the ESI† file. As the next
step, the first thirty electronic excited state energies of the
graphene–DA binary complex has been computed using the
theoretical framework described in Section 2. Accordingly, their
energy values and oscillator strengths are collected in Table 1,
while the theoretical UV absorption spectra is shown in Fig. 6.
In terms of light absorption intensity, the S1, S2, S10, S11, S16, S20

and S23 excited states are worth highlighting. In the UV
absorption spectrum the S1 excited state gives the peak at
540 nm, S2 the hump at 377 nm, S10 and S11 the spectral
shoulder at 310 nm, while S16, S20 and S23 together give the high
peak at 260 nm. These electronic transitions are partly related
to pure GrNP (S1, S2, S10 and S11), pure charge transfer (S16)
and partly to mixed GrNP and charge-transfer (S20 and S23)
electronic states, while DA alone has no significant contri-
bution. Yet, as far as the role of DA is concerned, it is
manifested by the appearance of a DA to GrNP (molecule-to-
surface charge transfer or MSCT) transition (for ex. S16)
alongside the pure GrNP-type transitions that diminishes the
intensity of the absorption or slightly shifts the absorption
peaks (e.g. from 537 nm to 540 nm in the case of S1). Of the
thirty excited states, seventeen are purely GrNP-localized
excitations, six have a charge-transfer character, six show a

Fig. 4 Theoretical UV absorption spectra of the model graphene lattice
both in the optimized (GrNP) and fixed (GrS) geometry forms, computed at
TDDFT/oB97X-D3BJ/def2-TZVPP level of theory.

Fig. 5 The molecular orbital energy scheme (in eV) of the individual,
graphene and DA components and of the mixed graphene–DA binary
complex (H = HOMO, L = LUMO) based on the fragment orbital contribu-
tion analysis.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

7 
M

ei
 2

02
4.

 D
ow

nl
oa

de
d 

on
 0

7/
08

/2
02

4 
07

:5
8:

24
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4cp00432a


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 14937–14947 |  14941

mixed form of the two types, while only one state is observed to
have a typical DA excitation (S29). The detailed data on the thirty
excited states mentioned above, such as the most significant
molecular orbital excitations and the NDOs (or natural density
orbitals) are given in Table S5 in the ESI† file. As far as the
electron charge distribution after excitation is concerned, the
so-called charge transfer (or CT) excitations are the most
interesting electronic states. The theoretical description of
these electronic excitations is not so straightforward, due to the
large electron–hole separation along the molecular system.101–104

It has been shown105 that the wB97X-D exchange–correlation
functional can efficiently describe not only the valence, but also
the charge transfer and Rydberg electronic excitations. It is known
that, CT excitations are not specific to any of the isolated
molecular fragments, and during the excitation there is a large
charge transfer from one fragment to another, in this particular
case from DA to graphene. Accordingly, the maximum amount of
charge transferred from DA to graphene is 0.798 e which is found
for the S26 state. The other such states are S6, S7, S9, S16 and S28,
to which charge transfers of 0.117 e, 0.397 e, 0.317 e, 0.398 e and

0.130 e have been occurred. It can be observed that a feature of
the CT states, especially when accompanied by a high charge
transfer, is that the coefficients of the one-electron excitations
from deeper filled MO orbitals to the LUMO orbital are high
compared to the other one-electron excitations (e.g., for S26 the
coefficient of the HOMO�10 - LUMO excitation is 0.60). There
is also a charge transfer effect in the mixed ‘‘GrNP + CT’’ states,
but its magnitude is generally smaller than in the pure CT
states, i.e. less than 0.1 e (the only exception is S23 where it is
0.114 e). The typical DA-like S29 state does not appear to be a
purely DA-localized excitation either, but there is also a MSCT
component in this case with a charge transfer of 0.149 e, which
means that part of the DA excitation is transferred to the
graphene surface. However, the high order of the DA-related
electronic excitation level (29th) is not surprising, since the
wavelength of the first electronic excited state calculated in
the isolated state is 266 nm,54 which is close to the wavelength
of the S29 excited state (240 nm). As for the UV absorption
compiled spectra of the individual components and the binary
system, it can be observed that graphene-like electronic
transitions are the dominant components in the higher
wavelength range of the spectrum (300–700 nm), while in
the fingerprint of the DA appears in the lower spectral range
(200–300 nm), but its intensity looks very low compared to that
of graphene. From the point of view of light absorption, the CT
states can be considered active, although not all of them have
been assigned a large oscillator strength. The role of S9 and S16

electronic excited states should be highlighted, which could
not be completely suppressed by the strong peak of graphene
centred at 261 nm (S20), so that a weaker shoulder of the
spectrum at 300 nm could be observed (see Fig. 6).

When the GrS type was used as the graphene surface, the
first forty excited states were analysed rather than the first
thirty. This was necessary because in the first thirty states there
wasn’t any excitation that could be associated with the DA.

Table 1 The first thirty electronic excited state energies (in nm), their oscillator strengths, transferred charges and electronic transition types (either
located on the GrNP and on DA fragments or charge transfer states between the fragments) of the GrNP–DA binary complex, computed at TDDFT/
oB97X-V/def2-TZVPP level of theory

Si 1 2 3 4 5 6 7 8 9 10

l (nm) 540 377 374 364 357 342 331 323 321 312
Osc. Str. 1.6763 0.0807 0.0008 0.0006 0.0001 0.0026 0.0068 0.0085 0.0212 0.0725
Charge tr. (e) 0.001 0.026 0.003 0.004 0.014 0.117 0.397 0.006 0.317 0.043
Type GrNP GrNP GrNP GrNP GrNP CT CT GrNP CT GrNP + CT

Si 11 12 13 14 15 16 17 18 19 20

l (nm) 304 303 295 285 283 271 267 267 262 261
Osc. Str. 0.0838 0.0358 0.0348 0.0012 0.0155 0.2183 0.1371 0.0751 0.1166 0.7479
Charge tr. (e) 0.004 0.003 0.025 0.040 0.084 0.398 0.080 0.028 0.012 0.084
Type GrNP GrNP GrNP GrNP GrNP + CT CT GrNP + CT GrNP GrNP GrNP + CT

Si 21 22 23 24 25 26 27 28 29 30

l (nm) 259 257 255 253 250 248 245 244 240 239
Osc. Str. 0.0067 0.0309 0.7957 0.0243 0.0613 0.0171 0.0153 0.3103 0.0449 0.0053
Charge tr. (e) 0.027 0.031 0.114 0.032 0.102 0.798 0.106 0.130 0.149 0.041
Type GrNP GrNP GrNP + CT GrNP GrNP + CT CT GrNP + CT CT DA + CT GrNP

CT = Charge transfer character

Fig. 6 Theoretical UV absorption spectra of the graphene–DA binary
complex computed at TDDFT/oB97X-D3BJ/def2-TZVPP level of theory.
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When this interval was increased to forty, it was possible to
identify the DA-related excited state as S34, which also has a
mixed state coming from the locally excited DA- and MSCT-type
transitions, and the amount of transferred charge is 0.272 e. In
addition, three, pure CT states were also identified, S9, S17 and
S25, with charge transferred from DA to GrS (MSCT) amounts of
0.816 e, 0.456 e and 0.603 e, respectively. Twelve of the thirty-six
remaining excited states are pure GrS, while twenty-four are of
mixed ‘‘GrS + CT’’ type.

DAQ–graphene. The energetic scheme of highest occupied
and lowest unoccupied MOs in the energy range of [�10.0 eV to
2.5 eV] computed for the individual fragments (GrNP or DAQ)
as well as for the joined graphene–DAQ binary complex is
shown in Fig. 7, while the frontier orbitals of DAQ are shown
in Table S6 in the ESI† file. In almost the same way as in the
previous case, especially as far as the occupied orbitals are
concerned, the energies of the molecular orbitals of the binary
complex follow the topology of graphene much better than
those of DAQ. As for the unoccupied orbitals, the situation
changes in that the DAQ also has a low virtual orbitals (LUMO,
see third column of energy levels at Fig. 7) which in turn can
affect the nature of the electronic excitation. Similarly as in the
previous case, the first 30 excited states were calculated for
the DAQ–graphene binary complex. Accordingly, their energy
values and oscillator strengths are collected in Table 2, while
the theoretical UV absorption spectra is shown in Fig. 8. The
two large peaks in the spectrum are given by S1, S24 and S25

excited states. The other two smaller peaks are defined by the S3

and S4 states, while the second larger peak is defined by the S14

and S15 states. As regards the nature of the excited states, unlike
the graphene–DA system, in the present case the first three

excited states are of a different nature than those seen in the
previous case. There, all three were of pure graphene type,
whereas here the first is of mixed ‘‘GrNP + CT’’ type, the second
is of DAQ type and the third is of pure CT type. What is also very
surprising is that not only MSCT-type charge transfer can be
observed, but also charge transfer in the opposite direction,
i.e. surface-to-molecule charge transfer (or SMCT). This reverse
direction is manifested in the fact that the value of the
transferred charge is negative. If one considers that in the
ground state 0.031 e charge migrated from DAQ to graphene,
and for the S1 excited state it is �0.034 e, then it can be
concluded that in fact 0.065 e charge was transferred from
graphene to DAQ during the excitation. Overall, eighteen of the
first thirty excited states were found to be related to pure GrNP,
four to mixed ‘‘GrNP + CT’’, five to pure CT and the remaining
three to DAQ fragment excitation. Considering, in general, the
charge transfer value obtained for the ground state (i.e. 0.031 e),
only the S22 and S24 states are the ones where very little
additional charge amount is transferred from the DAQ to the
graphene surface, 0.004 e and 0.022 e respectively, the other
twenty-eight cases show SMCT type charge transfer effects.
Furthermore, the five CT electronic states are S3, S16, S18, S21

and S30, with charges of �0.836 e, �0.698 e, �0.756 e, �0.799 e
and �0.749 e migrating from the graphene surface to the DAQ
molecule.

When the excitations between the canonical MO orbitals are
analyzed for these CT excitations, it can be seen that there is
always a transition with a large weight in the individual MO
excitation scheme from certain occupied orbital to the same
LUMO+1 orbital. Namely, for S3 is H - L+1 (93%), for S16 is
H�1 - L+1 (64%), for S18 is H�4 - L+1 (61%), for S21 is
H�2 - L+1 (77%) and for S30 is H�5 - L+1 (50%) excitation,
respectively. A similar excitation scheme is true for DAQ-like
excitations, with the difference that the excitation starts from
even lower MO orbitals and goes to L+1. Namely, for S2 is
H�9 - L+1 (54%), for S9 is H�8 - L+1 (26%) and for S11 is
H�19 - L+1 (63%) excitation, respectively.

The detailed data on the thirty excited states mentioned
above, such as the most significant molecular orbital excita-
tions and the NDOs are given in Table S7 in the ESI† file.
Concerning the UV-Vis absorption spectrum in particular, it
can be observed that the spectrum of the graphene–DAQ
complex is very similar to that of graphene. Difference is made
by the peak obtained for the S3 CT-type excited state (around
472 nm), which cannot be seen in the graphene spectrum
(see Fig. 8). As for the DAQ, some contribution from S9

(332 nm) can be observed in the UV spectrum, however, the
absorption intensity associated with this electronic transition is
quite small.

No significant change in the nature of the excited states was
observed when instead of the GrNP form the GrS-type graphene
structure was considered. For example, the nature of the S1, S2

and S3 excited states remains the same, except that the excita-
tion wavelengths are shifted to higher (lower energy) values.
That is, instead of 547 nm, 518 nm and 472 nm, values of
686 nm, 530 nm and 516 nm were obtained.

Fig. 7 The molecular orbital energy scheme (in eV) of the individual,
graphene and DAQ components and of the mixed graphene–DAQ binary
complex (H = HOMO, L = LUMO) based on the fragment orbital contribu-
tion analysis.
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3.3 Excited state relaxation dynamics

The relaxation dynamics of electronic excited states on metal
or semiconductor 2D surface looks a very complex pheno-
mena.106–109 Since excited states can be localize on one or the
other constituent of the molecule–surface complex, or charges
can easily migrate from the molecule to the surface or vice
versa, relaxation processes can also occur either on the compo-
nents separately or even inside the binary system. Accordingly,
it was already shown, that non-radiative relaxation can occur
either on the graphene surface110 itself or in the binary
complex,111–118 but at the same time, excited states in the case
of slightly modified GrNP can also decay via fluorescence
phenomena.119,120 Given that the relatively moderate size of
the chosen graphene model (62 carbon and 22 hydrogen atoms)
does not require the use of, e.g., a solid-state based physical
model, in the present case the binary molecule–graphene
complex will be considered as a macromolecular system with
two interacting constituents and treated with the ordinary DFT
and TDDFT methods suitable for molecular systems. Second,
non-radiative phenomena were also not considered, as they

require a very complex theoretical framework and huge
computation resources to describe them. Third, as a further
approximation, the dynamics of the surface (geometry defor-
mation) has been neglected, because we are more interested in
the dynamics of the adsorbed molecule. This was achieved by
keeping the atoms of the surface fixed during the normal mode
vibration and excited state geometry optimization calculations.
In order to follow the relaxation of the higher excited states
without considering the internal conversion phenomena between
adjacent electronic states, the ‘‘root following’’ condition was
imposed during the geometry relaxation.

DA–graphene. Since, different constraints for the geometries
were applied, only the pure CT and DA-related excited states
were investigated, except for S1. (i) S1 – during the geometry
optimization, the geometrical parameters of the DA molecule
did not change, only the relative orientation of the molecule
with respect to the graphene plane. However, this change is
also very minimal, e.g. the inter-planar distance between the DA
and graphene will be only 0.002 Å shorter. The absorption
wavelength of S1 remains unchanged after the geometric
optimization, at 540 nm. Furthermore, the amount of charge
transfer induced initially by the vertical excitation comes back
after optimization to the ground state value of 0.069 e. It is well
known that an important moment in the relaxation of excited
states is when the system reaches its first excited state. From
there it can reach the S0 ground state through different
relaxation channels (radiative or even non-radiative). From
this point of view, it would be interesting to investigate the
role of DA in a possible fluorescence deactivation mechanism.
To this end, both the ground and the first excited state normal
mode vibrations have been computed by considering only the
vibrations of the DA. For this purpose, the Partial Hessian
Vibrational Analysis (PHVA) method80 was applied. In this way,
the role of the DA on the fluorescence rate of the DA–graphene
complex through the vibronic coupling can be estimated.

Table 2 The first thirty electronic excited state energies (in nm), their oscillator strengths, transferred charges and electronic transition types (either
located on the GrNP and on DAQ fragments or charge transfer states between the fragments) of the GrNP–DAQ binary complex, computed at TDDFT/
oB97X-V/def2-TZVPP level of theory

Si 1 2 3 4 5 6 7 8 9 10

l (nm) 547 518 472 376 374 364 357 340 332 326
Osc. Str. 1.5631 0.0010 0.1244 0.0691 0.0054 0.0053 0.0014 0.0044 0.0068 0.0026
Charge tr. (e) �0.034 0.050 �0.836 0.023 0.022 0.025 0.028 0.021 �0.024 0.000
Type GrNP + CT DAQ CT GrNP GrNP GrNP GrNP GrNP DAQ GrNP

Si 11 12 13 14 15 16 17 18 19 20

l (nm) 325 323 314 304 304 297 294 288 285 281
Osc. Str. 0.0000 0.0146 0.0980 0.0488 0.0472 0.0202 0.0209 0.0081 0.0159 0.0056
Charge tr. (e) 0.050 0.021 0.000 0.000 0.014 �0.698 �0.084 �0.756 �0.048 0.018
Type DAQ GrNP GrNP GrNP GrNP CT GrNP + CT CT GrNP + CT GrNP

Si 21 22 23 24 25 26 27 28 29 30

l (nm) 277 268 265 263 263 259 258 256 253 250
Osc. Str. 0.0270 0.0957 0.0026 0.7773 0.5549 0.1103 0.0246 0.1413 0.1526 0.0598
Charge tr. (e) �0.799 0.035 �0.015 0.053 0.014 0.014 0.020 0.029 0.015 �0.749
Type CT GrNP GrNP + CT GrNP GrNP GrNP GrNP GrNP GrNP CT

CT = Charge transfer character.

Fig. 8 Theoretical UV absorption spectra of the graphene–DAQ binary
complex computed at TDDFT/oB97X-D3BJ/def2-TZVPP level of theory.
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The fluorescence rate has been computed using the both the
Frank–Condon (FC) and Hertzberg–Teller (HT) approximations,
but for vibrations, the effects of intermolecular modes have
been considered separately. It was observed that without the
contribution of the intermolecular modes the fluorescence rate
was 8.48 � 108 s�1 (i.e. lifetime 1.18 ns) and the whole rate is
given by the FC approximation, while when the intermolecular
modes were included the rate was an order of magnitude
higher (i.e. the rate was 6.54 � 109 s�1 and the lifetime 0.15 ns)
and for the fluorescence rate a contribution of 10% comes from
the HT effects. This may indicate that adsorbed DA molecules
can accelerate the deactivation process through the vibronic
coupling with the graphene surface; (ii) S7 – this is an MSCT
state whose geometric optimization brings the OH fragments
of the DA closer to the graphene surface, with one O at 3.11 Å
(D = �0.08 Å) and the other at 3.23 Å (D = �0.03 Å) from the
surface. In addition, each C–O bond becomes 0.01 Å shorter
and the aromatic character of the benzene ring is slightly
distorted by two C–C bonds becoming 0.01 Å longer and the
other four with 0.005 Å shorter. In this way the value of the
charge transferred is reduced from 0.397 e to 0.250 e, but
the order of the excited state remains 7th; (iii) S9 – in this case
no significant change in the geometry of the DA was found,
only the relative position of the DA changed slightly where the
DA moving away from the graphene by 0.12 Å. Similar to S1

state, the amount of charge transfer induced initially by the
vertical excitation comes back after optimization to the ground
state value of 0.064 e, the order of the excited state becomes 3th;
(iv) S16 – in this case, is observed that the DA is tilted so that one
of the OH and NH2 groups comes a little closer to the surface
(D (O� � �GrNP) = �0.06 Å and D (N� � �GrNP) = �0.04 Å), but the
DA does not suffer internal geometry changes. On the other
hand, there is a significant change in the magnitude of the
transferred charge, since it was initially only 0.398 e, but
increases to 0.624 e during relaxation, and the order of the
excited state changes from 16 to 5; (v) S26 – as in the S16 case,
there is only a slight tilt, the DA’s own geometry remains
unchanged. What is different from the previous case, however,
is the decrease in charge transfer from 0.798 e to 0.291 e. The
order of the excited state decreases to 19; (vi) S29 – this excited
state is interesting from the point of view of whether the
geometric changes of the DA during relaxation are similar to
the geometric changes obtained for the S1 state of the isolated
DA. Analyzing the lengths of the C–O and aromatic C–C bonds,
it is found that they do not differ substantially, one of the C–O
bonds being shorter by only 0.01 Å but most importantly, the
length of the aromatic C–C bonds does not exceed 1.4 Å which
should be between 1.4 and 1.42 for the S1 state equilibrium
geometry of the isolated DA (see bond distance values of S1

equilibrium geometry given in Section 3.2). Accordingly, it can
be said that, the relaxation of the DA lying on the graphene
surface, after the characteristic DA-type vertical excitation, does
not follow the geometric deformation observed for its S1 state
in its isolated case, but rather, it is more similar to the bond
values found for S0 ground state geometry. During the geo-
metric relaxation, DA comes closer to the surface through its

OH fragments (on average by 0.08 Å), while the NH2 fragment
moves away (by 0.09 Å). The charge transfer effects increase
from 0.149 e to 0.217 e and the final order of the excited state
is 26th.

DAQ–graphene. Similar to DA, only the relaxations of S1,
locally excited DAQ and CT-type excited states were investi-
gated. (i) S1 – in contrast to the case of DA, where no geometry
changes were observed in the DA molecule itself during the
excitation at S1 state, significant changes were observed for
DAQ. The most significant changes are seen for the CQO
bonds, where they change from 1.206 Å and 1.208 Å in the
ground state to 1.242 Å and 1.244 Å in the S1 state. These
changes also affect the hexagonal ring configuration, in parti-
cular the C–C bond to which the carbonyl groups are attached.
Namely, from 1.553 Å the bond length is shorten to 1.505 Å. The
relative position of DAQ with respect to the plane of graphene
also changes, with the O atoms of the carbonyl groups
approaching the graphene from 3.14 Å and 3.15 Å to 2.84 Å
and 2.85 Å while the distance of NH2 from the plane of
graphene remains almost unchanged (3.51 Å). After geometric
optimization, the absorption wavelength of S1 also changes
significantly to 651 nm. The charge transfer value obtained
during vertical excitation also jumps enormously, from �0.034 e
to �0.736 e, clearly suggesting that during geometry relaxation
the localized excitation character on the GrNP diminishes and the
CT-type excitation character increases. Since the geometry defor-
mation for DAQ in the S1 excited state is significant compared to
the ground state geometry, the method used for DA to determine
the fluorescence rate in the framework of the harmonic oscillator
approach is no longer valid. Therefore, in this case, neither the
fluorescence rate nor the lifetime was computed; (ii) S2 – S2 is
considered mostly locally excited state on DAQ, where an addi-
tional slight charge transfer occurs from the DAQ to the graphene
surface. Geometry optimization with the root following constrain
leads to a slight detachment of carbonyl groups, from 3.14 Å and
3.19 Å to 3.19 Å and 3.26 Å, respectively. The equilibrium geometry
will also be S1 as the final state order, but this S1 state is only a
local minimum compared to the geometry obtained in the pre-
vious S1 state optimization, with a conformational energy differ-
ence of 1.404 kcal mol�1. Also, the geometry changes observed in
the DAQ are more typical to the S1 equilibrium geometry of the
isolated DAQ, i.e. the length of the C–C bond from the six-
membered ring, which includes the carbonyl groups, is not
shortened but stretched, from 1.553 Å to 1.616 Å. The amount
of transferred charge remains unchanged, namely +0.050 e trans-
ferred from DAQ to the graphene surface. (iii) S3 – considering the
root following condition, the geometry optimization of the S3 state
leads to the same equilibrium geometry as found for S1. For
geometry relaxation and charge transfer effects, see the results
presented for the S1 case; (iv) S16 – for this case, it was found that
the carbonyl groups move closer (D (O� � �GrNP) = �0.14 Å to the
graphene surface relative to their ground state geometry, while the
amine group moves away (D (N� � �GrNP) = +0.07 Å)), so that the
relative position of the DAQ becomes more tilted. The internal
geometry of the DAQ also changes slightly, e.g. the CQO bonds
slightly increase (E0.02 Å) and the C–C bond from the hexagonal

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

7 
M

ei
 2

02
4.

 D
ow

nl
oa

de
d 

on
 0

7/
08

/2
02

4 
07

:5
8:

24
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4cp00432a


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 14937–14947 |  14945

ring containing these carbonyl groups decreases by the same
difference. Furthermore, the amount of transferred charge
decreases from �0.698 e to �0.324 e and the final order of the
excited state is the 14th; (v) S18 – the equilibrium geometry is
identical to that found for S16, the value of the transferred charge
is similarly reduced from�0.756 e to�0.315 e, and the final order
of the excited state is also the 14th; (vi) S21 – the only change
compared to the previous two cases is that, like the carbonyl
groups, the amine group is come closer to the surface, but the
trend is similar. Namely, the transferred charge decreases from
�0.799 e to �0.473 e, and the final order of the state becomes
the 18th.

4 Conclusions

In the present work, the equilibrium geometry structures and
light absorption properties of the dopamine (DA) and dopa-
mine-o-quinone (DAQ) adsorbed on the graphene surface has
been investigated using the ground state and linear-response
time-dependent density functional theories. Two types of gra-
phene nanostructures were considered, one of them with
optimized C–C bond length as the model system for graphene
nanoparticles (GrNP), while the second being a similar system
but with fixed C–C bond length (1.42 Å) as the model system for
graphene 2D sheet (GrS). For both the GrNP and GrS model
systems, the theoretical UV-Vis spectra show a more intense
peak around 270 nm, which is consistent with the experimental
results and is due to higher electronic transitions. It has been
shown that the simplified graphene model consists in a finite-
dimensional aromatic hydrocarbon system with discrete elec-
tronic states, can reproduce the main features of the experi-
mental UV spectrum of graphene and, as a surface model, can
act as a proper environment in interaction with the adsorbed
molecules. Analyzing the natural difference orbital profiles
characteristic for the vertical electronic excitation three types
of electronic transitions were observed in the cases of gra-
phene–DA and graphene–DAQ binary complexes. Namely,
locally excited on graphene, locally excited on the molecule
and charge transfer (CT) states characteristic for the charge
migration induced by the excitation. For CT states, two differ-
ent types of states have been identified, one when the charge is
transferred from the molecule to the surface, called molecule-
to-surface CT (or MSCT), and the other when the transfer
occurs from the surface to the molecule, called surface-to-
molecule CT (or SMCT). MSCT is characteristic of DA, while
SMCT is characteristic of DAQ, and the difference between the
two cases are given by the presence of an energetically low-lying
unoccupied orbital (LUMO+1) that allows charge transfer from
the surface to the molecule in the case of DAQ. Analyzing the
spectral profiles of the UV-Vis absorption spectra, it was found
that, the fingerprints of excited electronic states associated with
the adsorbed molecules on the graphene surface cannot be
seen in the spectrum, as they are mostly suppressed by the
characteristically broad spectral shape of graphene, which is
given by the lower-lying (typically the first ten) electronically

excited states. As far as the relaxation dynamics of the excited
states are concerned, two different scenarios were obtained for
the two molecules, DA and DAQ. In the case of DA, it is
observed that the molecule itself does not suffer any geometric
change after the electronic excitation, only its relative position
with respect to the surface changes and, of course, the quality
of the CT states. The opposite effect is true for DAQ, that is, the
ground-state geometry of DAQ changes substantially during the
geometry relaxation of locally-DAQ and CT-type excited states.
This different behavior is possible because the hydroxyl groups
in the dopamine molecule have been replaced by carbonyls.
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