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Incorporating plasmonic featurization with
machine learning to achieve accurate and
bidirectional prediction of nanoparticle size
and size distribution†
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Determination of nanoparticle size and size distribution is impor-

tant because these key parameters dictate nanomaterials’ properties

and applications. Yet, it is only accomplishable using low-throughput

electron microscopy. Herein, we incorporate plasmonic-domain-

driven feature engineering with machine learning (ML) for accurate

and bidirectional prediction of both parameters for complete charac-

terization of nanoparticle ensembles. Using gold nanospheres as

our model system, our ML approach achieves the lowest prediction

errors of 2.3% and �1.0 nm for ensemble size and size distribution

respectively, which is 3–6 times lower than previously reported ML or

Mie approaches. Knowledge elicitation from the plasmonic domain

and concomitant translation into featurization allow us to mitigate

noise and boost data interpretability. This enables us to overcome

challenges arising from size anisotropy and small sample size limita-

tions to achieve highly generalizable ML models. We further showcase

inverse prediction capabilities, using size and size distribution as

inputs to generate spectra with LSPRs that closely match experimental

data. This work illustrates a ML-empowered total nanocharacterization

strategy that is rapid (o30 s), versatile, and applicable over a wide

size range of 200 nm.

Introduction

Determination of plasmonic nanoparticles’ size and size distri-
bution is important because these parameters dictate the nano-
particles’ optical, catalytic and photothermal properties for
targeted applications in sensing, therapeutics, and electronics.1–4

Electron microscopy has conventionally been used due to its
unparalleled resolving power. However, its small field of view
may not fully reflect the overall size and distribution of nano-
particles.5–7 Furthermore, it involves non-trivial sample preparation,
measurement, and image analysis which typically take 41 hour
to complete, making it non-ideal for high-throughput nano-
characterization.5–7 Extinction spectroscopy is a promising
alternative because it provides rapid measurements (o10 s)
and captures ensemble information, such as localized surface
plasmon resonances (LSPRs), to generate an accurate represen-
tation of the global population within a sample.5,7–9 However,
extinction data alone is insufficient to conclusively determine
the size of nanoparticles and is typically combined with analy-
tical frameworks such as Mie theory which operate under
restrictive assumptions of homogeneity and sphericity and thus
suffer from substantial errors of 6–20%.8–12 Moreover, these
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New concepts
We demonstrate the use of domain knowledge-driven featurization to extract
key plasmonic information from the raw extinction spectra to boost machine
learning. In contrast to conventional data-driven feature selection, we
effectively transform and condense the raw spectra into four key plasmonic
features to eliminate redundancy and enhance data interpretability to
overcome challenges of size anisotropy and sample size limitations. By
incorporating plasmonic featurization with machine learning, we observe a
consistent 3–6 times decrease in prediction errors for all machine learning
models tested, compared to previously reported ML and Mie approaches,
showing that this strategy is superior. In addition to its speed (o30 s),
accuracy, and generalizability, our approach is also applicable to AuNSs of a
wide range of 20–220 nm. We further demonstrate predictions of both size
and size distribution, showing that our approach allows complete character-
ization of nanoparticle ensembles in real samples. Finally, we would like to
highlight the versatility of our bidirectional ML model. Besides forward
predictions, we also achieve inverse prediction of extinction spectra with
accurate LSPRs that closely match experimental data. Our work will no doubt
inspire subsequent applications that capitalize on domain knowledge-based
featurization and machine learning for predictive analytics based on
spectroscopic data.
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frameworks cannot account for size distributions in real samples
and have not been employed to study nanoparticles larger than
100 nm, which absorb at longer wavelengths and are extensively
used for in vivo photoacoustic imaging.8–13

Instead of these traditional analytical frameworks, machine
learning (ML) algorithms demonstrate immense potential to
analyze plasmonic nanoparticles’ optical spectra and achieve
accurate estimations of their dimensional parameters.14–18 ML
algorithms can (1) uncover functions that connect inputs with
outputs and in the process elucidate complex underlying
trends/patterns within a dataset and (2) continuously learn in
every iteration to improve prediction accuracy.19–21 The key to
ML success is the quality of input data (features) that are used
in the algorithm.19–21 Current ML-UV-vis studies employ statis-
tical feature selection methods to compute the contribution of
each datapoint (feature) towards prediction report significant
errors of B10%.16,18 This is because each datapoint in the
spectra (assuming 1 datapoint/nm, we will have B600 data-
points/spectra) encodes very little information. It is also chal-
lenging to find the optimal number and permutation of
datapoints (feature) within the dataset for nanoparticle size
prediction.16,18,22,23 We hypothesize that feature engineering
based on established plasmonic knowledge can better comple-
ment ML predict nanoparticle size and size distribution.
Besides extracting primary information such as LSPR positions,
featurization allows us to derive secondary spectral informa-
tion, such as LSPR full width at half maximum (FWHM) that is
not readily obtainable from the B600 original datapoints, as
inputs for the ML model. By judiciously extracting and trans-
forming the raw spectra into meaningful features (LSPR peak
descriptors) that correlate directly to the output (nanoparticles’
size and size distribution), we can simultaneously eliminate
noise, increase data interpretability, reduce dimensionality, and
enable the algorithms to detect patterns. Subsequently, we can

construct generalizable, efficient, and accurate ML models that
can reliably predict new data using these highly relevant and
meaningful LSPR features. Through feature engineering, we
can enrich the input and lower the computation cost, complexity,
and the overall number of datasets required, which is espe-
cially pertinent given the challenging nature of nanoparticle
synthesis.24–27

Herein, we demonstrate that plasmonic-knowledge-driven
featurization combined with ML can bidirectionally predict the
size and size distribution of gold nanospheres (Au NSs) over a
large 20–220 nm size range, achieving low errors of 2.3% and
� 1.0 nm, respectively. Our two-pronged strategy first trans-
forms 94 sets of experimentally acquired extinction spectra
consisting of B600 datapoints each into 4 key inputs, namely
the peak position and FWHM of individual dipolar and quad-
rupolar LSPR peaks. Next, we employ ML models, including basis-
spline (Bspline), random forest (RF), and extreme-gradient boost-
ing (XGB), to perform multiplex correlative data analysis and
correlate the underlying relationships between size, size distribu-
tion, and LSPR features. Overall, we achieve a 2.3–2.8% error for
size prediction of Au NSs between 100–220 nm using both dipole
and quadrupole resonance features and 3.9–5.0% for Au NSs
between 20–220 nm in size using only dipole features. We further
demonstrate that our approach can account for size anisotropy
in real samples through the unprecedented prediction of size
distribution from extinction spectra with low error rates of
�1.0 nm for all 3 models. Knowledge elicitation from the
plasmonic domain and its subsequent translation into featuri-
zation and machine learning allow us to predict the size and
size distribution over a wide size range and achieve the lowest
reported errors for all models, which is 3–6 times lower than
conventional machine learning and Mie approaches. (Scheme 1).
Importantly, our versatile ML approach allows bidirectional pre-
dictions, where an input of size and size distribution can inversely

Scheme 1 Schematic of our bidirectional machine learning (ML) method incorporating plasmonic featurization (blue and purple arrow) and the
comparison with previously reported methods, such as data-driven feature selection with ML (dotted dark grey arrow), UV-vis and Mie theory (grey
arrow) and multi-step electron microscopy (light grey arrow).8,9,18 The use of plasmonic knowledge to guide feature engineering (FE) allows us to achieve
bidirectional prediction of gold nanosphere size and size distribution from experimentally acquired UV-vis extinction spectra with unprecedented speed
(seconds) and accuracy (B96 to 98%).
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yield extinction spectra with accurate LSPRs that closely match
that of experimental results. Notably, we overcome small sample
size limitations by strategically increasing interpretability and
reducing the dimensionality of the input data for ML model
construction. We anticipate that our rapid (o30 s) and stream-
lined protocol can be coupled with high-throughput UV-vis
spectroscopy to monitor nanoparticles’ size and shape-changing
reactions in real-time. Our ML-powered optical approach for
nanospheres characterization also demonstrates the potential to
be extended to plasmonic nanomaterials with more complex
morphologies.

Results and discussion

To establish our ML approach for accurate and rapid determi-
nation of nanoparticles’ size and size distribution, we first
experimentally synthesize 94 batches of Au NSs using the
seed-mediated method and acquire their extinction spectra.28

Electron microscopy (EM) characterization reveals that the size
of Au NSs ranges between 20 and 220 nm and size distribution
ranges from 1.1 nm to 14.6 nm for the smallest to largest Au
NSs. The Au NSs are also homogeneously spherical, with an
elongation ratio between 1 to 1.2 (Fig. 1a, ESI† 1). The corres-
ponding extinction spectra of Au NS with diameters between
20–110 nm show a single dipole peak, which broadens and
redshifts from 520 to B600 nm with increasing size, ascribed to
the dominant dipole resonance excitation upon irradiation
(Fig. 1b).29–32 Larger Au NSs 4110 nm exhibit a subsidiary
peak due to the excitation of higher-order plasmonic resonance
modes such as the quadrupolar resonance (Fig. 1b).29–32 Our
extinction signatures and behaviors are in good concordance
with both theories and previously reported empirical data,
which ascertains that LSPRs red-shifting and broadening are
size-dependent.2,8,9,29–32

Plasmonic featurization

To describe the extinction spectra in terms of their LSPR
features, we perform feature engineering to extract both primary
(peak positions) and secondary (FWHMs) plasmonic information
from the raw extinction spectra (Fig. 2a). Critically, this trans-
formation mitigates noise and redundant features from unstruc-
tured raw spectra (B600 datapoints) and prepares structured data
(4 LSPR features) that captures all the relevant information
for subsequent correlation analysis and ML exploration.24–27

Moreover, the organized architecture of structured data is
instrumental for ML success as data within a column (e.g.
dipole position) can be compared directly with one another
and to the output which prevents mismatches and eases query
during ML data exploration.24–27 In contrast, a mismatch can
easily occur with unstructured spectral data where a datapoint
that corresponds to a dipole peak in one spectrum is noise in
another spectrum. To eliminate bias and inconsistency asso-
ciated with manual, user-defined spectral deconvolution of
these overlapped peaks (i.e. dipole and quadrupole), we use
an automated Gaussian spectral deconvolution routine in R to

swiftly (within milliseconds) resolve and extract them (ESI† 2).
Overall, plasmonic featurization is necessary to circumvent the
curse of dimensionality, improve data interpretability and
enhance model efficiency to alleviate the need for large datasets
which remains challenging in the context of nanoparticle
synthesis.24–26

Single function correlations and machine learning (ML)

To examine the extent of different peak feature size and size
distribution dependencies over the entire size range of 20–
220 nm, we systematically perform correlation analysis using
single best-fit functions to study them separately (ESI† 3). The
extracted LSPR positions and FWHMs show the obvious size
and size distribution dependencies over the size range of
20–220 nm. However, the relationships between LSPR feature
and particle size and size distributions cannot be easily

Fig. 1 Qualitative analysis of the relationships between Au nanospheres
(NSs) size, size distribution, and LSPR. (a) SEM images of Au NSs with
different sizes. Corresponding digital images of the Au NS dispersions are
shown in the insets. (b) Extinction spectra of the Au NSs of different sizes.
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explained using single functions, with large percentage errors
of 5–28% for size and relative error of 1.2–3.3 nm for size
distribution, respectively (Fig. S5b and c, ESI†). This can be
attributed to size anisotropy in real samples and its confound-
ing optical effects, which distorts the relationship between
LSPR with either size or size distribution.29,30 Size anisotropy
is also the major reason Mie approaches are limited in their
accuracy when applied to real samples, although they offer
perfect solutions to the Maxwell equations.1,9,29,30

To improve prediction accuracy and better infer the non-
linear relationships between size, size distribution, and LSPR,
we employ non-linear ML models capable of recognizing hidden

patterns and utilizing multiple correlations to predict nano-
particle size, and size distributions.19–21,31–38 In addition to rapid
multiplex correlative data processing, ML can increase prediction
accuracy by (1) reprojecting variables into higher-dimensional
spaces for regression and (2) continuously find predictive patterns
to decrease error in each iteration19–21,31–38 We train 3 ML
algorithms, namely basis-spline (Bspline), random forest (RF),
and extreme gradient boosting (XGB) because they are commonly
used to analyze spectroscopic data for regression problems, and
use the mean square error of all validations (test) sets as a metric
for prediction accuracy (Fig. 2a, ESI† 4).18–21,33–38 For all the
models, we employ a random stratified sampling algorithm to

Fig. 2 Plasmonic-knowledge-driven feature engineering, machine learning algorithms, and their prediction accuracy. (a) Schematic illustration of the
feature-engineering process where raw extinction spectra are transformed into structured data consisting of LSPR features and subsequent data
exploration using both single-function correlative analysis and machine learning. Machine learning algorithms used are basis-spline (Bspline), random
forest (RF), and extreme gradient boosting (XGB). (b) Evaluating the predictive capabilities and effective size ranges of single-function correlation with the
lowest prediction error and various machine learning algorithms in predicting Au nanospheres’ (NSs) (i) size and (ii) size distribution compared to
previously reported strategies, including data-driven ML models which rely on SHAP feature engineering,18 Mie-Gan model9 and other mean free path
(MFP)-corrected Mie theory calculations with known nanoparticle concentration (based on experimental A, and theoretical B data) and unknown
nanoparticle concentration (based on experimental C, and theoretical D data).8
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split the datasets into 80 : 20 train-test, perform random k-fold
cross-validation and repeat the process over 100 iterations to
prevent selection bias, chance error and model overfit.

Dipole features for Au NS size prediction

To determine the ensemble-averaged size of Au NSs, we first use
the dipole features (position and FWHM) because it is a common
plasmon peak present in extinction spectra of Au NSs of all sizes.
By training the ML models with dipole features as input, we
achieve mean errors of 3.9%, 4.3%, and 5.0% for Bspline, RF,
and XGB, respectively (Fig. 2b(i), ESI† 5). All 3 models signifi-
cantly surpass other previously reported methods, such as
SHAP-ML (B10%), the Mie-Gan model (6%), and mean free
path-corrected Mie calculations (6–18%), in terms of accuracy.8,9,18

In terms of the effective size range, all 3 ML models are applicable
over an unprecedented size range of 20–220 nm, which is larger
than SHAP-ML (25–174 nm) and Mie approaches (5–50 nm).
In contrast to single functions (5% error), the Bspline model
performs exceedingly well to capture the non-linearity in input
data using embedded piecewise step functions to fit the dataset
rather than imposing an overarching linear or high-order
polynomial function as the global structure.32,38 Moreover, to
prevent over-or underfitting of curves, the model also optimizes
and regulates a very general and flexible family of transformers
known as basis functions, which are typically linear, or low-
degree polynomials fitted based on the least squared error
metric.32,38

Dipole and quadrupole features for Au NS size prediction

To further investigate the use of multiple plasmon modes to
improve accuracy, we also construct ML models including both
dipole and quadrupole features for Au NSs 4100 nm (Fig. 2b(i),
ESI† 5). This is because Maxwell equations indicate that the
higher order of plasmonic modes is size-dependent, therefore
we postulate that they are meaningful inputs for the prediction
of larger Au NSs with more complex LSPR features.11,12,29,30

When we increase the number of input features to 4, all models
return the lowest error rates of just 2.3–2.8% for larger Au NSs
between 100 and 220 nm (Fig. 2b(i), ESI† 6). The improved
accuracy exemplifies the importance of inputting quadrupole
features in predicting size, demonstrating the ability of models
to learn and capture multiplex correlations between inputs and
outputs. When inputting all four LSPR features, RF performs
better than other models (2.3% error), owing to its ability to
map complex dependencies in multiplex correlative problems
to find the optimal fit for this dataset.35,36 Furthermore,
ensemble techniques such as RF average the outcome of multi-
ple individual decision trees (in this case, 1000) to reduce the
chances of overfitting and random errors for stable predictions.33,34

Overall, we demonstrate that all our ML models can attain
3–6 times lower error rates for Au nanoparticle size prediction
compared to previously reported approaches, including ML
models constructed with artificial spectra.8,9,16,18 This under-
lines the importance of incorporating plasmonic featurization
to reduce raw spectra into meaningful features for predictive
analytics.

Au NS size distribution prediction

In addition to size prediction, we demonstrate that our 3 ML
models can also predict the size distributions of Au NSs for a
complete characterization of the ensemble. Currently, there is
no analytical solution to predict the size distribution of nano-
particle ensembles. Yet, the size distribution of a nanoparticle
ensemble will influence their optical-based applications
because a slight deviation in size can cause LSPR displacement
and broadening.5–7 Our results indicate that both two-feature
and four-feature ML models can provide a good estimation
of the size distribution with �1.0 to 1.3 nm accuracy, which is
comparable with the resolution of electron microscopy
(Fig. 2b(ii), ESI† 5). Using dipole positions as inputs for the
Bspline model generates the lowest errors of �1.0 nm for size
distribution out of all the models, due to its superior ability to
model the non-linearity and capture the complexity within this
dataset.

Overall, our ML-powered approach allows us to determine
both the size and size distribution with the lowest reported
predictive errors of 2.3–3.9% and �1.0 nm, respectively, over
the largest reported size range of 20–220 nm. The large effective
size range and low error rates emphasize the generalizable
nature of ML models, owing to its capability to cumulatively
make use of multiple relationships to overcome size anisotropy
which inevitably exists in a real sample. Notably, we success-
fully shorten the time required for the complete nanocharac-
terization (size and size distribution) to under 30 seconds using
a single-cell spectrometer, indicating the potential for real-time
analysis.

Inverse predictions

In addition to forward predictions, we demonstrate the multi-
functionality of our ML model by inversely predicting the
expected extinction spectrums, using size and size distribution
as inputs, with accurate LSPR(s) that correspond to experi-
mental data (Fig. 3a). The versatility to predict nanoparticle
size and size distribution from extinction spectra and vice versa
is important in nanooptics to guide nanoparticles’ targeted
applications in bioimaging and sensing.1–4,29,30 For our inverse
prediction model, we use Bspline as a representative algorithm.
In brief, we first train our inverse Bspline model using Au
NSs size and size distributions as inputs to predict Gaussian
coefficients, which are directly proportional to LSPR positions
and FWHM for spectra regeneration. To demonstrate our
model’s robustness, we compare the predicted and experimen-
tally obtained extinction spectra of four nanoparticle solutions
(41 � 6, 109 � 5, 139 � 8, and 192 � 10 nm) with size and size
distributions ascertained by electron microscopy (ESI† 7). We
affirm that the model works well across the wide size range of
40 nm to 190 nm with percentage mean errors of 0–5% (ESI† 7).
For small Au NSs, the predicted spectrum (41 � 5 nm as input)
well reproduces the experimental spectrum (41� 6 nm) with 0%
deviation for both LSPR position and FWHM (Fig. 3b and d(i)).
Notably, our model demonstrates good accuracy in accounting
for size distribution, whereby we observe an increase in mean
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error to 2 and 14% when the size distribution inputs deviate
from the experimentally acquired spectrum to � 10 and 15 nm,
respectively (Fig. 3b and d(i)). For larger Au NSs, our inverse
Bspline model also successfully regenerates spectra showing
both plasmon resonances that corroborate well with experi-
mental data of similar size distribution. The predicted spec-
trum of 192 � 10 nm is consistent with the experimental
spectrum (5% mean error), with 0–8% error rates for the 4
individual LSPR features (Fig. 3c and d(ii)). In contrast, the
mean error increases to 6 and 11% when we input incorrect size
distributions of �5 and 15 nm, respectively (Fig. 3c and d(ii)).
Comparing the overall spectral fit for all 4 sizes tested, we
observe that larger nanoparticles with two plasmon peaks
have higher mean error compared to smaller nanoparticles
with only one peak. We also observe that for all the best-
matched predicted spectra, the LSPR positions are well pre-
dicted with low errors of 0–5% while the FWHM have slightly
higher errors ranging from 0–8% (ESI† 7). Notably, the series
of predicted spectra display the well-documented spectral
evolution trend: the LSPR modes red-shift and broaden with
increasing nanoparticle size, thus indicating the accuracy of
our bidirectional model (Fig. 3b and c, ESI† 7).2,8,9,29,30 Overall, our
bidirectional Bspline model provides good inverse prediction

capabilities because it can generate both ‘‘simple’’ and ‘‘compli-
cated’’ spectra exhibiting only dipolar resonances and overlapping
dipolar and quadrupolar resonances spectra that closely match
experimental data.

Conclusions

In conclusion, we demonstrate that featurization built on
plasmonic insights enables us to transform and condense
raw spectral data into structured data to leverage ML models
for accurate, bidirectional, and robust prediction of Au NS size
and size distribution over a wide size range of 20–220 nm. We
use 3 different ML algorithms to predict the size of Au NSs and
attain the lowest reported mean errors of 2.3–2.8% for larger Au
NSs between 100–220 nm using dipole and quadrupole
features. Our highly generalizable Bspline model also returns
an error of just 3.9% for the entire studied size range of
20–220 nm using dipole features. Additionally, we establish a
Bspline model to determine the size distribution with an
error of �1.0 nm, due to its ability to capture non-linearity
within this dataset. Furthermore, we demonstrate the multi-
functionality and robustness of our predictive models through
the inverse generation of extinction spectra with LSPRs that
match closely with experimental data using only NP size and
size distribution as inputs. The accuracy, generalizability, and
applicability over a wide size range, as well as rapid computing
speed (omilliseconds) offered by these ML models, outperform
analytical Mie approaches and offer a paradigm shift in the
approach to nanoparticle characterization. Notably, we envi-
sage that simultaneous prediction of both size and size dis-
tribution can be achieved by embedding optimized models in a
single predictive algorithm to parallelize prediction for real-life
applications. These models can also complement high through-
put multicell spectrometers for parallelization of sample mea-
surements to achieve multi-fold improvements in efficiency
to further boost research productivity. We envision that the
findings can be extended to more complex nanoparticle
morphologies such as nanocubes that possess multipole reso-
nances in their extinction spectra.
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Iatı̀, Surface plasmon resonance in gold nanoparticles: a
review, J. Phys.: Condens. Matter, 2017, 29(20), 203002.

Nanoscale Horizons Communication

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
M

ei
 2

02
2.

 D
ow

nl
oa

de
d 

on
 0

1/
11

/2
02

5 
04

:1
3:

28
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2nh00146b


This journal is © The Royal Society of Chemistry 2022 Nanoscale Horiz., 2022, 7, 626–633 |  633

31 S. Guo, J. Popp and T. Bocklitz, Chemometric analysis in
Raman spectroscopy from experimental design to machine
learning–based modeling, Nat. Protoc., 2021, 16(12),
5426–5459.

32 S. Park and J. Lee, Multivariate Lévy Adaptive B-Spline
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