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From a one-mode to a multi-mode understanding
of conical intersection mediated ultrafast organic
photochemical reactions

Yorrick Boeije †‡*a and Massimo Olivucci *bc

Over the last few decades, conical intersections (CoIns) have grown from theoretical curiosities into

common mechanistic features of photochemical reactions, whose function is to funnel electronically

excited molecules back to their ground state in regions where the potential energy surfaces (PESs) of

two electronic states become degenerate. Analogous to transition states in thermal chemistry, CoIns

appear as transient structures providing a kinetic bottleneck along a reaction coordinate. However, such

a bottleneck is not associated with the probability of crossing an energy barrier but rather with an

excited state decay probability along a full ‘‘line’’ of transient structures connected by non-reactive

modes, the intersection space (IS). This article will review our understanding of the factors controlling

CoIn mediated ultrafast photochemical reactions, taking a physical organic chemist approach by

discussing a number of case studies for small organic molecules and photoactive proteins. Such

discussion will be carried out by first introducing the ‘‘standard’’ one-mode model based on Landau–

Zener (LZ) theory to describe a reactive excited state decay event intercepting, locally, a single CoIn

along a single direction, and then by providing a modern perspective based on the effects of the phase

matching of multiple modes on the same local event, thus redefining and expanding the description of

the excited state reaction coordinate. The direct proportionality between the slope (or velocity) along

one mode and decay probability at a single CoIn is a widely applied fundamental principle that follows

from the LZ model, yet it fails to provide a complete understanding of photochemical reactions whose

local reaction coordinate changes along the IS. We show that in these situations, in particular by focuss-

ing on rhodopsin double bond photoisomerization, it is mandatory to consider additional molecular

modes and their phase relationship approaching the IS, hence providing a key mechanistic principle of

ultrafast photochemistry based on the phase matching of those modes. We anticipate that this qualita-

tive mechanistic principle should be considered in the rational design of any ultrafast excited state pro-

cess, impacting various fields of research ranging from photobiology to light-driven molecular devices.

1. Conical intersections in ultrafast
photochemistry

Photochemistry is about the world of electronically excited
states that lies, in terms of energy, above the ground state
world in which thermal chemistry takes place. The interaction
of a molecule with light opens up this higher world, which is

not long-lived. In extreme cases, there are regions where these
two worlds meet in the form of a conical intersection (CoIn),§
that is capable of funnelling the molecule from the excited state
(ES) back into the ground state (GS). The GS relaxation process
would then either result in regeneration of the starting mole-
cule (a phenomenon called internal conversion, IC) or for-
mation of a new molecule (a photochemical reaction).1 In the
latter case, we speak of a nonadiabatic¶ photochemical reac-
tion (Fig. 1a) involving a real surface crossing between, for
instance, a singlet ES PES (S1) and the GS PES (S0). Alternatively,
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a nonadiabatic photochemical reaction can proceed through an
avoided crossing (AC), in which the ES and GS PESs nearly
touch (Fig. 1b). In contrast, the situation c in Fig. 1 shows an
adiabatic photochemical reaction that takes place entirely on
the ES PES, forming an excited product that can relax to the GS
through fluorescence emission or IC at an AC or nearby CoIn.
Whereas in b and c we indicate reactions involving, in princi-
ple, a vibrationally relaxed (i.e. thermalized) intermediate on
the ES PES, situation a involves a photochemical reaction in
which passage through the CoIn is achieved within a single
vibrational period and, therefore, without generating ES inter-
mediates. Below we will see that even the mechanistic case of
Fig. 1a is far more complex than this one-dimensional picture
suggests.

For a long time, it had been argued that situation b was
substantially ubiquitous based on the non-crossing rule which
states that electronic states with the same symmetry do not
cross.2 However, this rule is only strictly valid for diatomic
molecules and it quickly became clear that CoIns are, indeed,
the most common mechanistic features of photochemistry and
not mere curiousities.3–5 In the early 90s this was demonstrated
via systematic quantum chemical investigations.6–14 This para-
digm shift in mechanistic photochemistry was supported both
by advances in computational chemistry enabling the compu-
tation of ES PES gradients and therefore mapping of ES PESs as
well as advances in laser spectroscopy enabling measurements
of ES lifetimes in alkenes, polyenes and aromatic compounds
on the femtosecond timescale, which are faster decay times
than mechanisms b and c in Fig. 1 could account for.15–18

The nonradiative decay rate in these mechanisms can be
calculated with Fermi’s Golden Rule, which is a perturbation
theory approach in which the overlap of vibrational wave-
functions between two electronic states in the (micro)-
canonical statistical limit—i.e., after intramolecular vibrational

redistribution (B1 ps) and thermal equilibration in the con-
densed phase (B10 ps)—determines the efficiency of non-
radiative decay.19,20 Because this overlap is usually between
the lowest vibrational state of the ES and a highly excited
vibrational state of the GS that contains a significant nodal
structure, its magnitude is small, resulting in nonradiative
decay rates in the order of several picoseconds, but may extend
to nanoseconds for rigid molecules in which the ES is only
weakly distorted.21,22 It is currently recognized, therefore, that
ultrafast (o10 ps) photochemical and photophysical processes
must involve CoIns. Whether it is favorable or unfavorable to
have a prompt access to a CoIn and decay, then depends on the
selected ES molecular systems. When both efficient photo-
chemistry and high photostability are desired, having a
promptly accessible CoIn is favorable, whereas it is unfavorable
when a long-lived ES is the goal. Examples of these three groups
of ES processes are provided in Fig. 2.

Nature provides examples of favorable ultrafast photo-
chemical processes. One is the primary event in vision char-
acterized by the ES of the chromophore of the visual pigment
rhodopsin. Herein, the chromophore, corresponding to the
protonated Schiff base of 11-cis retinal (rPSB11), undergoes
an efficient ultrafast photoisomerization with high quantum
yield (QY, defined as the number of molecules product pro-
duced divided by the number of photons absorbed), ultimately
triggering the transduction pathway carrying over the visual
information to the brain.26–28 Other examples of favorable
processes are found in the expanding fields of light-driven
molecular devices (e.g. molecular motors that make often use
of photoisomerization reactions as well)29,30 and synthetic
organic photochemistry (e.g. synthesis methods that make
use of pericyclic reactions, Fig. 2a).23 In other situations,
reactivity of ES molecules is not desired, and CoIns can help
to depopulate ESs without causing photoreactions. Nature has
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figured out methods to dissipate the photon energy efficiently
through CoIns in thymine or cytosine DNA base pairs to
compete with photochemical [2p+2p] cycloaddition, which is
linked to skin cancer through disruption of the DNA
strands.31,32 Sunscreen researchers strive to achieve the same
goal by designing molecules that absorb the UV light from the
sun, but get rid of the excess energy rapidly through IC
(Fig. 2b).24,33 Similarly, CoIn mediated IC should be maximized
in ‘‘molecular heaters’’, which are molecular light-to-heat con-
verters with potential applications in agriculture, where their
function is to improve crop yields by locally heating the plant
surface after UV light absorption.34

Whenever a long-lived ES is required to promote either charge
transfer, energy transfer (such as in optoelectronics35–37 or
photocatalysis38) or fluorescence (such as in luminescent organic
molecular crystals39 or super-resolution microscopy and opto-
genetics where fluorescent proteins are required to map cellular
activity40–42), nonradiative decay through a CoIn should be
blocked. This means that the corresponding molecule or material

should be designed in such a way to avoid accessing a CoIn as
much as possible, thus ‘‘resisting’’ IC. Photocatalysis is a type of
photochemistry which requires the simultaneous use of a catalyst
and light to promote a synthetic reaction pathway.43 Several
scenarios are possible depending on the role of the absorbing
species. In one scenario, the photoexcited catalyst transfers an
atom or electron to a substrate that is transformed in a reactive
intermediate (e.g., a radical) that then triggers a chemical reaction,
after which the catalyst is regenerated in a subsequent step
(Fig. 2c).25 Alternatively, the photoexcited catalyst may sensitize
a substrate through photoinduced energy transfer, changing its
reactivity and ultimately triggering a chemical reaction. It has
been shown in several ultrafast photoinduced electron and energy
transfer processes that CoIns also mediate these processes
(Section 3.3).

1.1 Theoretical description of conical intersections

In any of the above cases, it is important to understand CoIns
and how they can be tuned to optimize the wanted ES process.

Fig. 1 One-dimensional representation for three classes of photochemical reactions involving two adiabatic electronic states S1 and S0 along a certain
reaction coordinate Q. (a) nonadiabatic (diabatic) via CoIn (b) nonadiabatic via AC (c) adiabatic. R indicates reactant and P indicates photoproduct.
Photochemical reactions of type a often proceed through peaked CoIns, whereas reactions through an AC are often close to a sloped CoIn. The
definitions of peaked and sloped CoIns will be explained further in Section 2.1. The labels S0 and S1 mark PESs associated with a singlet spin-multiplicity
placed in ascending potential energy order.

Fig. 2 Three groups of photophysical processes. (a) Photochemistry. Efficient decay through a CoIn is desired. The example provided is the electrocyclic
ring-opening of 1,3-cyclohexadiene to hexatriene through a S1/S0 CoIn. The S2/S1 CoIn of this reaction is not shown.23 (b) Photostability. Efficient decay
through a CoIn is desired. The example provided is the IC process of coumaryl meldrum, which is a molecule being explored for several photoprotection
applications.24 (c) Long-lived ES. Efficient decay through a CoIn is not desired to promote longer timescale ES processes, such as fluorescence (hn) and
photocatalysis through photoinduced charge transfer (CT). The latter is illustrated for a widely applied dye, naphthalene diimide (NDI), which after
photoexcitation extracts an electron from a water oxidation catalyst (WOC) to form the radical anion of NDI. The WOC is then reactive enough to oxidize
water producing oxygen in a subsequent step, which combined with the proton reduction half reaction yields hydrogen.25
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As such understanding represents the main objective of the
present review, it is convenient to revise few basic theoretical
concepts that will be frequently used in the following sections.
CoIns are real crossings between two adiabatic electronic states
of the same spin multiplicity. Their existence can be demon-
strated by considering a pair of electronic states |f1i and |f2i,
which might be S0 and S1 respectively. The goal is then to find
the nuclear position vectors Qx where the potential energies of
the two adiabatic states E1 (Qx) and E2 (Qx) are equal. Notice
that Q is a vector whose coordinates Q1, Q2,. . ., Q3N�6 are
expressed on the bases of normal modes where N is the total
number of atoms in the reacting system. Hence, Q ¼

P
i

QiNi in

which Qi are the coordinates and Ni are the normal mode
vectors (Ni can be expressed as linear combinations of Carte-
sian unit vectors).

If we assume that the other states are far in energy, we can
neglect their coupling to |f1i and |f2i and just consider the
subspace formed by the latter two which may be written in
terms of an orthogonal basis of diabatic states |Z1i and |Z2i.44

In the present context diabatic states are associated to specific
electronic configurations in a Molecular Orbital language or
resonance formulas in a Valence Bond language, the latter
being more popular when discussing structures and reactions
in organic chemistry. The energies may then be computed as
follows:

E2;1 ¼
1

2
H11 þH22 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DH2 þ 4H12

2
pn o

(1)

where DH = H22 � H11 and H12 = hZ1|Hel|Z2i. Then E1(Qx) and
E2(Qx) are equal when both of the following conditions are met:

DH (Qx) = 0 and H12 (Qx) = 0 (2)

Because diatomic molecules only have one nuclear coordi-
nate, we have two independent equations that need to be solved
and one unknown, implying that E1 and E2 cannot be equal.
This is exactly what was referred to above as the non-crossing
rule and it leads to an AC where H11 and H22 are degenerate but
the coupling matrix element H12 is non-zero. However, this rule
does not hold when the two states have different (space or spin)
symmetries as in this case H12(Q1) is identically zero and only
one equation needs to be solved. On the other hand, polyatomic
molecules possess at least two coordinates Q1 and Q2 (e.g. three
for triatomic molecules), allowing eqn (2) to be solved. In fact,
the E1 = E2 condition is satisfied for a set of points with
dimension 3N � 8, which is called the intersection space (IS)
or crossing seam.

Any CoIn is a point of the IS characterized by two branching
plane (BP) vectors, Q1 and Q2, that may be defined by perform-
ing a Taylor expansion of DH and H12 at Qx.44,45

Q1 = rDH(Qx) Q2 = 2rH12(Qx) (3)

Q1 and Q2 are molecular (i.e. nuclear) modes that can be
regarded as the two-dimensional analogue of the one-
dimensional transition vector characterizing transition states
and, in the literature are also referred to as x1 and x2, q and h or

g and h respectively.1,44 In the case of a symmetry-allowed
CoIn,5 these may be referred to as tuning and coupling modes,
respectively (Section 3.3).46 Whereas the Q1 vector points along
the direction of largest slope difference between the two inter-
secting PESs, the Q2 vector is the direction that best mixes the
two degenerate adiabatic states. It is parallel to the nonadia-
batic coupling vector, represented as g12

g12 = hf1|rfi (4)

The cone shape of CoIns along the BP may be visualized when
the energy is plotted as a function of Q1 and Q2 (Fig. 3a).47 Only
molecular deformation along the BP—hence motion along the
Q1 and Q2 vectors or any linear combination between them—is
able to produce, locally (i.e. within the validity of the first order
approximation), non-zero values for DH and H12, lifting the
degeneracy. In contrast, motion along any of the other 3N � 8
nuclear degrees of freedom does not, locally, lift the degeneracy
but follows the IS (Fig. 3b). As we will discuss below, often a
local minimum energy CoIn (MECI) is computed and used in
mechanistic analyses as a representative of the dominating
decay channel (Fig. 3c). Accordingly, the slopes of the ES and
GS PESs along the corresponding BP are mapped via reaction
path computations to infer qualitative information on the
population dynamics (i.e. on the atomic velocities) at the point
of decay (Fig. 3d). More specifically, the ES slope informs on the
most favourable direction of approach to the MECI along its BP
and, therefore, provides a one-mode representation of the local
reaction coordinate driving the ES decay.

In spite of the many MECIs and BPs reported and discussed
in the literature together with their local reaction coordinate,
there is no theorem supporting the decay at the MECI. In fact, it
is not trivial to establish which of the IS points truly represents
the dominating decay channel and, therefore, the kinetic
‘‘bottleneck’’ or ‘‘funnel’’ most relevant for the control of a
photochemical reaction.48 Below we argue that, in general, it is
necessary to identify such a bottleneck with an entire IS
segment thus effectively passing from a one-mode to a multi-
mode description of the ES decay event.

In the following we will often differentiate between one-
mode and multi-mode reactive processes. Therefore, it is useful
to clarify these terms. As also discussed above, to define a set of
modes, one must choose a reference basis. Such basis could
correspond to the vibrational modes of the GS reactant at its
equilibrium geometry. In this context, ‘‘one-mode’’ may refer to
a reaction coordinate dominated by one specific vibrational
mode. As we will also explain below, this is not the ‘‘one-mode’’
we are mainly discussing in the present paper. In fact, a linear
combination of vibrational modes forming a ‘‘curved’’ reaction
coordinate (i.e., where the coefficients of such combination
change during the progression from R* to a CoIn) may still be
interpreted as a ‘‘local’’ one-mode process when the same
trajectory enters the BP along a specific direction. In contrast,
the multi-mode process of interest here refers to a motion that
has a sizeable component orthogonally to the BP of a single
CoIn point, which may be the MECI. In other words, we will
discuss situations where the reaction coordinate is, in general,
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not parallel to the BP because it also projects along the IS. In
this context a more convenient reference basis could be the one
formally defined by the BP vectors at the MECI point plus a
suitable set of modes spanning the IS. We will see that this has
consequences for both the dynamics and quantum efficiency of
the reaction because multiple CoIns and BPs become impli-
cated in the reaction due to a variation in the weight of the IS
spanning modes at the time of the ES decay. Therefore, below
we will mostly consider a local coordinate system defined by
orthogonalized BP vectors and one of the 3N � 8 remaining
modes orthogonal to the BP.

1.2 Conical intersections vs. transition states

As a prerequisite for understanding multi-mode ES decay
processes, we start by assuming that single CoIn points (e.g. a
MECI) can be used to discuss the dynamics and kinetics of a
light-induced ultrafast process (by dynamics we mean the
detailed motion of the atoms as a function of time, while

kinetics refers to a collective property describing, for instance,
the decay time and photoproduct appearance time). This
assumption will be considered valid for the rest of this section
as well as for the most of Section 2, but will be released in
Section 3.

Analogously to the transition state (TS) in an elementary GS
reaction path (thermal chemistry), the CoIn represents a critical
structure on an elementary ‘‘interstate’’ ES/GS reaction path
(photochemistry). It can also be stated that, in both cases, the
closer in energy such critical structures are to the corres-
ponding products, the closer they would resemble the products,
consistent with the Hammond postulate.49 Despite these simi-
larities, there are qualitative differences between a TS and CoIn
even for elementary reactions (i.e., a reaction where reactant
and products are connected by a single critical structure). These
differences are found in the local PES topography and topology
(here we use these terms loosely with their meaning specified
below), reaction coordinate, reaction energy profile and reac-
tion dynamics (Fig. 4). Usually, the TS of an elementary thermal
reaction is, topographically, a one-dimensional ‘‘saddle point’’
(i.e. where Qx is the only nuclear coordinate associated with an
energy maximum) with a smooth topology (i.e. with continuous
first derivatives) which connects the reactant (R) and the
product (P) on the GS PES. On the other hand, a CoIn has a
GS PES featuring the topography of a two-dimensional spike
(i.e. a singularity defined by discontinuous first derivatives
along Q1 and Q2). A matching but opposite spike (a funnel)
resides on the ES PES. Thus, such singularities connect the ES
reactant (R*) to one, two or more GS products (R, P and P0) via a
reaction coordinate that bifurcates along the BP.19 Such a
bifurcation determines the number and type of reaction paths
and, thus, the photoproducts that might be generated. Of
course, one of the GS branches invariably connects R* to R
and therefore leads to reactant reconstitution and must corre-
spond to an ultrafast IC event. Such a branching process shall
not be confused with the topographically distinct bifurcation
described in certain thermal reactions and due to a peculiar GS
PES shape where a bifurcation takes place after the passage

Fig. 3 Basic properties of CoIns. (a) graphical representation of a CoIn
and its relationship to the BP vectors Q1 and Q2. Plotting the potential
energy E as a function of these coordinates clearly shows the CoIn double
cone shape. (b) illustration of the 3N � 8 dimensional nature of the IS. Each
point on the IS is another CoIn characterized by its own BP vectors, here
represented by Q1 and Q2. Even though the blue, orange and red CoIns lie
on the same IS, their BPs are differently oriented. As a result, their
corresponding PESs topographies are different. (c) When the ES and GS
potential energy E is plotted along the 3N � 8 dimensional IS (here
represented by a single coordinate axis), it generates, locally, a parabolic
energy profile where the ES and GS are degenerate (i.e., the ES (black) and
GS (grey) PESs overlap perfectly). Notice that the MECI is a local minimum
along the IS. (d) A standard one-mode view of the decay at the MECI.
A trajectory hits the MECI along a specific direction (imposed by the ES PES
topography) of its BP. The direction and velocity at decay are assumed to
be critical for understanding the process outcome.

Fig. 4 Left: PES of a thermal reaction showing the reactant (R), transition
state (TS) and product (P). The red arrow indicates the transition vector, Q.
Right: PESs of a diabatic photochemical reaction showing the excited
reactant (R*), CoIn, GS reactant (R) and two photoproducts (P and P0). The
red arrows indicate the branching plane vectors Q1 and Q2.19
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through the critical TS structure on a PES with continuous
derivatives, giving rise to multiple products (for instance dif-
ferent conformers).50

Another fundamental difference between a TS and CoIn
concerns the energy profile connecting the reactant to these
critical structures. In thermal reactions, TSs are always
approached along energetically uphill reaction coordinates.
As a result, the reaction efficiency is determined by the number
of trajectories overcoming the energy barrier associated with
the TS (see Fig. 5a). In contrast, the path towards the CoIn may
be either energetically uphill or downhill (in Fig. 5b the CoIn is
entered downhill). There is also the case where an activation
barrier (i.e. an ES TS) separates a locally stable R* intermediate
and the CoIn (Fig. 5c).20 In this case a downhill path exists
connecting the ES TS and the CoIn.

Another analogy can be made when comparing elementary
schemes for selective thermal (Fig. 5d) and photochemical
(Fig. 5e) reactions. It is clear from the illustration that the
calculation of the different TSs accessible from R allows the
prediction of the selectivity which is determined by the lower
TS. The photochemical analogue will rely on different downhill
slopes departing from R*. As we discuss in Section 2, a steep
downhill path on the ES PES has important implications for the
dynamical factors that controls the photochemistry through so
called ‘‘peaked’’ CoIns. For ‘‘sloped’’ CoIns, however, the reac-
tion path is uphill. Notice that this type of selectivity precedes,
along the reaction path, the potential branching and produc-
tion of different photoproducts via decay at a single peaked
CoIn (see Fig. 4 right).

Steep downhill paths generate a further element of complex-
ity. A R* moving towards the decay region of a peaked CoIn with
finite velocity (Fig. 5b) will not decay to the GS at the MECI
reached by the reaction path. In general, it will instead hit one

specific point along a ‘‘line’’ or ‘‘segment’’ of the 3N � 8
dimensional IS spanning an infinite number of CoIn structures
that may include the MECI (Fig. 5f). This dimensionality issue
needs to be considered when discussing the fate of the entire
population of R* molecules as the one generated by a laser
pulse experiment or even by the incoherent light employed in
regular photochemical experiments. Thus the decay along an IS
segment is a qualitatively distinctive feature of barrierless
photochemical reactions not found in the nuclear motion
occurring during a thermal reaction where the reactant mole-
cule R moving towards the TS region will usually pass in the
vicinity of a single isolated TS point.48 We will now discuss how
such features impact the observed reaction kinetics.

1.3 Kinetic control in ultrafast photochemistry

It appears that although there are qualitative differences
between TSs and CoIns in the elementary reaction schemes
discussed above, the latter can still be regarded as the ES
analogue of TSs.20 The aim of this section is to draw parallels
between kinetic control in both types of reactions. As men-
tioned above, in a thermal reaction occurring under kinetic
control the yield of product P with respect to competing
product (P0) may be increased by lowering the activation barrier
at the TS connecting R to P (Fig. 5d). In other words, the TS
should be lowered in energy with respect to the TSs controlling
other competing reaction paths ultimately leading to a high
reaction selectivity.52 Such a rational design relies heavily on
the understanding of the geometrical structure and energetics
of the corresponding TSs.53 Indeed, chemists have learned to
take control of kinetics through the electronic and steric tuning
of TSs. Once the wanted TS structure is established and its
energy relative to R is estimated, transition state theory (i.e. the
TS is regarded as a species in equilibrium with R), amongst

Fig. 5 Control in thermal and photochemical reactions. (a) An elementary thermal reaction. (b) Barrierless photochemical reaction leading to
photoproduct formation and reactant reconstitution. The P:R* branching ration determines the QY of the reaction. Notice that this diagram corresponds
to one branch of the reaction coordinates (R* to P) seen in Fig. 4. An analogue diagram could be written for the other (R* to P0) branch. (c) Photochemical
reaction in which the access to the CoIn is controlled by and ES energy barrier located in correspondence of an ES TS.51 (d) R, P and P’ are the reactant
and competing products respectively. P0 is the kinetically favoured product as TS’ is lower in energy than TS. (e) Photochemical reaction in which the
accessibility of two CoIns is controlled by the slopes of the ES PES, in this case biasing the reaction towards CoIn indicated by the larger (velocity) arow. A
potential example of this situation is reported in Fig. 18. (f) A more realistic representation where a set of trajectories belonging to the same ES reacting
population hit diverse CoIns belonging to the same reacting IS segment leading to a single product P. For simplicity we assume that each CoIn is entered
along a single dominating direction (see circled inset) where a R:P branching occurs.
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other basic principles, allow chemists to predict reaction rates
and design thermal chemical reactivity and selectivity.54,55

Since there is no activation barrier in the photochemical
reaction path of Fig. 5b featuring a peaked CoIn (see Fig. 4
right), the selectivity of the products must be determined by
different rules as the decay point is entered in a far-from-
equilibrium regime where both the geometry and the velocity
at the decay point contribute to determine the reaction out-
come. Such geometry and velocity must impact the quantum
yields (QYs) of the different products with respect to the
number of generated ES reactant molecules R* (i.e. the number
of absorbed photons).

A practical complication that has to be considered for
kinetic control in photochemical reactions is that the photo-
product might absorb at the irradiation wavelength as well,
resulting in a photostationary state.56 In many cases, however,
the absorption bands of the photoproduct and reactant are well
separated in energy, such as in certain molecular switches or
photochromic compounds. In such a kinetically controlled
regime it is, exclusively, the photochemical QY of a single
transformation that determines the observed photoproduct
and, therefore, reaction selectivity.

Whenever a photochemical reaction proceeds via a barrier-
less ES path through a single CoIn point (Fig. 5b), the QY is
determined by the branching ratio to the possible products,
which should then be controlled to obtain higher yields and
selectivities.57 In the elementary case of Fig. 5b (or Fig. 4 right),
this is determined in a far-from-equilibrium regime by the
corresponding ES nuclear dynamics that impact the geometry
and velocity at the decay point responsible for branching.58 The
complexity of the dynamics may be further increased by the
presence of multiple chemically distinct (i.e. leading to differ-
ent photoproducts) energetically accessible CoIns (Fig. 5e) each
one featuring different branching ratios.59

Finally, and most relevant for the present contribution, the
dynamics of an elementary photoreaction is made dramatically
more complex by the possibility (see Fig. 5f for a related
description) that the branching itself must be a function of
the position of the CoIn along the IS space. In fact, when the
molecular population of R* decays not at a single CoIn point,
but along an IS segment, each decay point will be associated
with a different CoIn geometry, BP orientation and velocities
along the BPs. Thus, the final observed selectivity will be the
result of an entire range of different branching contributions.
We will see how the discussion of this situation requires the
anticipated expansion of the basis used to discuss the decay
event from (usually) one reactive mode to a set (two or more)
of modes.

1.4 Mechanistic principles for ultrafast photochemistry

This review focuses on the possibility to establish mechanistic
principles useful to explain, classify and predict the outcome of
ultrafast photochemical reactions. Ideally, such principles
should inform the chemist on how changes in the chromo-
phore structure and environment affect reaction selectivity and
quantum efficiency. In Section 2 we start by discussing the

mechanistic principles implied by Landau–Zener (LZ) theory
which describes decay at an AC or CoIn considering a one-
mode reaction coordinate with constant velocity at the
crossing.60 This theory will be applied to a one-mode ultrafast
elementary photochemical reaction of Fig. 5b. In this ‘‘stan-
dard’’ model a single CoIn is entered along a single direction Qx

of the BP (Fig. 3d), which is bifurcating and therefore involves
only competitive R and P formation (no competing product P0

will be considered).
In many cases predicting photochemical trends with LZ-

based guidelines fails owing to the one-mode nature of the
model (Section 2.3). Therefore, more sophisticated principles
that incorporate the multi-mode nature of photochemical
reactions are highly desired. In Section 3 we discuss how the
synchronization of vibrational modes with a selected multi-
mode basis controls the kinetics and QY (i.e. the P/R* ratio) of
an ultrafast photochemical event, hence proposing a key
mechanistic principle based on the ‘‘’phase matching’’ of
those modes.

As detailed below, this qualitative principle relies on the
assumption that the light-triggered nuclear motion maintains a
certain level of nuclear coherence. The phase matching
between different molecular modes will be regarded as a
mechanistic principle of far-from-equilibrium reactivity where
the statistical distribution of velocities along the direction of
bond formation plays the same role as the transition vector for
a barrier controlled chemical reaction starting from a thermally
equilibrated reactant.

Notice that, while the presented mechanistic principles
form part of a qualitative theory of ultrafast reactivity, such
theory shall not be confused with the quantitative theory used
to numerically simulate photochemical reactions: nonadiabatic
dynamics. In fact, as apparent from the reading of the present
work, it is the analysis of nonadiabatic dynamics simulations
carried out using suitable computer implementations of non-
adiabatic dynamics and atomistic models that often drives the
formulation of mechanistic principles.

2. The standard Landau–Zener model:
focus on single CoIn structures

The development of Landau–Zener (LZ) theory goes back to the
1930s, where Landau and Zener were independently aiming to
understand and calculate atomic collisions.61,62 In their semi-
classical one-mode approach, they treated the nuclei classically,
introducing externally controlled parameters to deal with non-
adiabatic effects occurring during such events. Even though LZ
theory is already 90 years old, it is still being applied widely to
provide first estimates of nonadiabatic transition probabilities
in both complex and simple systems.60,63

LZ theory considers a two-state model involving one nuclear
coordinate Q to calculate the probability P to change adiabatic
state (eqn (5)), i.e., decay to the lower state. For a complete
derivation, the reader is referred to ref. 60. We only present
here the result and the most important assumptions. In the
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following discussion, we make frequent use of definitions
already set out in Section 1.

P ¼ exp �2pH12
2

vFj j

� �
(5)

In eqn (5) v is the velocity of nuclear motion along Q on the
upper PES (i.e., the reaction coordinate pointing to the CoIn),
which is assumed to be constant, and F is the difference in
slopes (F2 � F1) of H22(Q) and H11(Q), see Fig. 6a. The para-
meters H12 and F are also set to be constant and H12 is assumed
to be small to describe weakly AC regions. The electronic states
are conveniently represented by diabatic states |Z1i and |Z2i
whose combination yield the adiabatic states |f1i and |f2i (S1

and S0 in Fig. 6a, respectively). Notice that the diabatic and
adiabatic representations coincide in regions far from the
crossing, where the nonadiabatic coupling vanishes.44 For
instance, whereas the adiabatic states S1 and S0 are well
described by the diabatic state |Z2i at the reactant and product
equilibrium geometry, respectively, |Z1i describes S0 at the
reactant equilibrium geometry and S1 at the product equili-
brium geometry. In the regions where |Z1i and |Z2i cross, H12

modulates their coupling and affects the rate of nonadiabatic
transfer (compare panels i and iii in Fig. 6b). When there is a
real crossing, as in a CoIn (H12 = 0), P becomes unity, hence
providing a 100% efficient funnel from the ES to the GS, within
a single vibrational period (i.e. passage through the crossing
region) and without any intermediates. Such a transition is fully
diabatic as the electronic character of the diabatic state is
conserved. In contrast, for a non-zero H12 there is a certain
probability to change diabatic state upon passage through the
AC region, reducing the probability for nonradiative decay to
the GS. Although for a large H12 the LZ model predicts a fully

adiabatic passage (small P), its predictions lose accuracy in this
regime due to the above-mentioned assumptions (e.g. small
H12) required to derive eqn (5).

A key result from the LZ formula is that it relates v to the
nonadiabatic decay probability. As demonstrated in panels i
and ii in Fig. 6b, P increases when the velocity at the point of
(near) degeneracy is larger, i.e., the population continues mov-
ing on the same diabatic state after passing the crossing with
an exit direction identical to the entry direction.64 This greater
velocity could be due to a steeper slope on the ES PES (F is a
topographical factor), which implies faster molecular motion (v
is a dynamical factor).

The qualitative interpretation of LZ theory, namely the direct
proportionality between the nuclear velocity or slope along a
diabatic PES and the probability of decaying maintaining the
nuclear velocity direction (i.e. assuming one entry and exit
direction of motion), can be seen as a fundamental principle
valid along the nuclear mode Q intercepting a specific CoIn.
This is considered the ‘‘standard’’ LZ model applied to MECI
points. Such interpretation is not concerned with the complete
nuclear trajectory Q(t) of a molecule, which is dependent on
both topographical aspects,65–67 as well as dynamical aspects
inherent to the far-from-equilibrium nature of ultrafast photo-
chemical reactions,20,48,68 (e.g. how the photoexcited reactant
reaches the CoIn region, which of the infinite number of CoIn
is actually reached or whether the population is split before
reaching the CoIn). As this trajectory consists of a set of
molecular modes, application of the LZ formula may be non-
trivial as the choice of Q may be ambiguous for curved reaction
coordinates (e.g. when obtained by interpolating reactant and
MECI geometries) and a full reaction mapping is rarely carried
out due to its relatively high computational cost.

Fig. 6 (a) Diabatic representation of a photochemical reaction according to the Landau Zener model. The diabatic parabola are approximated by straight
lines close to the crossing region, as shown in the inset. In this inset, the relevant parameters for the Landau Zener formula (eqn (5)) are shown as well.
(b) Four situations (labelled i–iv) of a photochemical reaction illustrating its dependence on the velocity and the coupling between the diabatic states H12.
The blue and red arrows indicate the probability to switch adiabatic PES (large P) and to stay on the adiabatic PES (small P), respectively.
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P may be statistically reinterpreted as the fraction of trajec-
tories switching to another adiabatic state (e.g. the fraction
hopping from the S1 to S0 PES). Alternatively, we will make
frequent use of the term vibrational wavepacket or, simply,
wavepacket to describe the temporal evolution of a compact ES
population of molecules featuring phased nuclear motion. The
reader is referred to Section 3.1 for a more detailed description of
vibrational wavepackets and their implied in-phase nuclear
motion (vibrational coherence).69 The (center of the) wavepacket
moves along a PES with a particular direction and magnitude of
velocity, which correlates, similar to the trajectory description, to
the efficiency of nonadiabatic decay according to eqn (5).

For barrierless photochemical reactions (such as those in
Fig. 6b) v inversely correlates to the experimentally observable
ES lifetime t. For this reason, the relation between v and P has
been used to explain a correlation between t and QY.70,71 This
is because, in a one-mode interpretation, if the evolution of the
ES wavepacket is such that it points to the CoIn and then,
without changing direction, to the photoproduct, a velocity
increase leads to a QY enhancement.72 Hence, a larger velocity
of the ES wavepacket towards the CoIn, or a shorter experi-
mental t, correlates with a higher photochemical QY. Many
researchers have proposed the validity of such an inverse
relation between lifetime and photochemical QY, such as for
the reduced QY in isorhodopsin (QY = 0.22, t = 600 fs)
compared to rhodopsin (QY = 0.67, t = 200 fs),73 or the smaller
QY for reverse photoisomerization in overcrowded alkene
molecular motors (QY = 0.40, t = 1770 fs) compared to the
forward reaction (QY = 0.92, t = 1400 fs).74 Below we will see
how such a relationship may fail in a number of cases.

2.1 Excited state and CoIn topographies

In this section, we focus on how ES PES and CoIn topographies
affect photochemistry within the framework of the standard LZ
model by consideration of the entry–exit direction and the
magnitude of nuclear velocity v. However, as also mentioned
above, it will become clear that applying the LZ formula is often
not trivial due to the topographical complexity of the ES PES
and CoIn and, therefore, the difficulty in obtaining information
on the velocity magnitude and direction at the decay point. The
LZ-related models that tackle the relations between ES PES and
CoIn topographies and nonadiabatic decay rates can be found
in the literature.68,75–80 However, here we summarize their
main results by considering six topographical factors (Table 1).

2.1.1 Barrier(less) ES reaction path. In Fig. 5c, an activation
barrier separates the Franck–Condon (FC) region, i.e., the ES
structure generated via vertical excitation, from the CoIn. These
processes are typically not ultrafast, unless the barrier is
sufficiently small, and part of the excitation energy is converted
into thermal energy, which increases the effective temperature.
As the photochemical reaction is thermally activated, wave-
length and temperature dependent effects occur. The applica-
tion of the LZ formula is not straightforward as one has the
problem of determining the coordinate driving the reaction
after the TS on the ES has been overcome, thus the entry
direction with which the molecule approaches the CoIn.
Furthermore, as the velocity at the CoIn has no connection
with the ES lifetime in this case, the inverse correlation between
ES lifetime and reaction QY does not hold. Relevant informa-
tion can be obtained by computing the minimum energy path
connecting the TS to the CoIn.

2.1.2 Number of independent GS relaxation paths depart-
ing near CoIn. A CoIn is topographically classified as a single-
path intersection when there is a single preferred relaxation
direction on the GS PES that results in regeneration of the
reactant (i.e. IC), whereas it is a bifurcating intersection if there
are two such directions, one corresponding to the reactant and
one to a photoproduct.80,81 Whereas this represents a local
CoIn classification (Section 2.1.3), we point out here the possi-
bility of entering two different GS valleys, after population of
the photoproduct path (see Fig. 4, right).82 In this case one may
have access to two photoproducts rather than only one. Accord-
ingly, three GS relaxation paths are possible, whose directions
are characterized by specific combinations of BP vectors. In this
case it is not clear in which specific exit direction the LZ
formula should be applied, although one may think of project-
ing the ES path direction pointing to the CoIn on the GS paths
describing the exit from the CoIn. This would lead to wave-
packet fragmentation, or population splitting, even in a situa-
tion of a peaked CoIn (see also below).11,83,84

2.1.3 Local CoIn topographies. We start by discussing the
local topography of CoIns (usually MECIs) by defining the
following projections

sx = s�x̂ (6)

sy = s�ŷ (7)

where the x̂ and ŷ vectors are the orthogonalized and normal-
ized analogues of the Q1 and Q2 vectors we introduced in

Table 1 Summary of ES and CoIn topographies and which LZ factor they mainly impact. Whereas II-IV are topographical CoIn features, I, V and VI affect
ES regions further from the relevant CoIn

Topographical factor LZ factor Illustration

I ES reaction path with vs. without barrier Entry direction Fig. 5c and 9d
II Number of independent GS relaxation paths departing near CoIn Exit direction Fig. 4
III Local CoIn topographies Velocity and entry direction Fig. 7–9
IV Location and energy of CoIn along the reaction path Velocitya Fig. 9
V ES Slope on the reaction path to CoIn Velocity Fig. 5e and 9
VI Electronic mixing with higher states Entry direction and velocity Fig. 10

a If a CoIn becomes energetically inaccessible, the entry direction might be changed to another CoIn.
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eqn (3).85 The seam coordinate s is the average gradient of the
two states (here labelled as A and B)

s ¼ 1

2
r EA þ EBð Þ (8)

The relative tilt s parameter indicates the degree of slope and is
defined as

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sx2 þ sy2

q
(9)

The local topography of CoIns can be further characterized
by the ellipticity D (or asymmetry) and pitch d (or strength)
parameters, which are related to the difference and
average length of the orthogonalized Q1 and Q2 vectors,fQ1 and fQ2:

D ¼
fQ1 � fQ1 � fQ2 � fQ2fQ1 � fQ1 þ fQ2 � fQ2

(10)

d ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifQ1 � fQ1 þ fQ2 � fQ2

� �
2

vuut
(11)

For strongly elliptical CoIns (e.g. when D is �1) the CoIn is
infinitely narrow and would appear as a near one-
dimensional crossing, having a 3N � 7 dimensional IS.86 A
CoIn having D = 0 corresponds to a perfectly circular one. d
indicates how steep the CoIn is.

Switching to polar coordinates the energies of the two states,
where the energy of the CoIn EX is placed at the origin, are

EAðr; qÞ;EBðr; qÞ ¼ EX þ dr s cos y� ysð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ D cos 2yð Þ

p� �
(12)

where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and tan y ¼ y

x
are the polar coordinates in

the BP and D and d are now defined as

D ¼ DExðrÞ2 � DEyðrÞ2
DExðrÞ2 þ DEyðrÞ2

(13)

d ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DExðrÞ2 þ DEyðrÞ2

8r2

s
(14)

in which DEx(r) and DEy(r) are the energy differences between
the two states at a certain r along the x and y directions,
respectively (Fig. 7a). Further, the relative tilt (now defined
using polar coordinates) is defined as

s ¼ ESðrÞ
d � r (15)

in which ES(r) is a plane of the average energy (green plane in
Fig. 7a), which is tilted with respect to the xy plane (red plane in
Fig. 7a). The angle for which ES is maximum (at a given r) is ys,
the direction of the tilt,

tan ys ¼
sy

sx
(16)

Notice that for a ‘‘model CoIn’’ (i.e.) one that is linear in r,
see eqn (12), the r dependence in eqn (13)–(15) can be

eliminated yielding parameters D, d, and s independent
of r. However, in real molecules, higher-order terms in the
PES are present and the same parameters change as a
function of r.

The motivation for introducing the parameters D, s and ys

is that they can be rearranged into two parameters, P and B,
which allow for a complete CoIn characterization (provided
that D Z 0) by distinguishing between peaked or sloped, as
well as between bifurcating or single-path,80,81,87 respec-
tively:

P ¼ s2

1� D2
1� D � cos 2ysð Þð Þ

o 1 peaked

4 1 sloped

(
(17)

B ¼

ffiffiffiffiffiffiffiffi
s2

4D2

3

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dð Þcos2 ysð Þ3

q�

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Dð Þsin2 ysð Þ3

q � o 1 bifurcating

4 1 single-path

( (18)

Several general topographical classifications can be made
based on these conditions, which we illustrate in Fig. 7b–f. A
circular CoIn (D B 0) with zero tilt (s = 0) is shown in Fig. 7b.
As both Po 1 and Bo 1, this situation represents a peaked
bifurcating CoIn. The bifurcation is more obvious in the
elliptical (peaked) CoIn from Fig. 7c, having two distinct
preferential relaxation paths from the CoIn as determined by
the larger slopes along those paths. The CoIns of Fig. 7b and
c are peaked as they are a local minimum (but not a
stationary point as the gradient is discontinuous and non-
vanishing at the CoIn) of the energetically higher PES in
the BP.

When s is increased to 1.5 while setting D again to 0.01, we
obtain a sloped single-path CoIn (both P4 1 and B4 1), as
shown in Fig. 7d. In this case there is a true local minimum (i.e.
a point where the gradient of the energetically higher PES with
respect to the nuclear coordinates is zero) that is lower than the
CoIn but located in its vicinity (Fig. 2b).45,88 Atchity et al. further
define an intermediate situation, in which the energetically
higher PES has a zero slope on one side of the CoIn and the
energetically lower PES has a zero slope on the other side
(for simplicity purposes, this situation is not further
illustrated).45 The relevance of the distinction between
peaked and sloped CoIns for photochemical reactions will be
discussed below.

From the conditions set out in (17) and (18) it can be
established that a CoIn is sloped for s 4 O2 and peaked for
s o O2. Secondly, a CoIn is bifurcating when s o D. If now
instead both s is increased to 0.7 and D is increased to 0.5, i.e.
both the tilt and ellipticity are increased with respect to Fig. 7b,
a peaked single-path CoIn is obtained (Fig. 7e). Finally, a sloped
CoIn that is also bifurcating is only possible for D 4 1/3, which
is demonstrated in Fig. 7f. As this is not a common situation,
sloped CoIns are often associated with a single-path on the
GS (an example is shown in (Fig. 8b)), implying IC and
therefore regeneration of the reactant.89 Therefore, based
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Fig. 7 (a) Graphical representation of PESs around a CoIn in the branching plane, defined by vectors, which are the orthogonalized and normalized analogues of the
Q1 and Q2 vectors, respectively. The topographical CoIn classification (see text, and Table 1) is based on the characteristic parameters and variables shown in this figure.
At a distance r from the intersection, the energy differences between the two states along the x and y coordinates are DEx(r) and DEy(r), respectively. The pitch d and
ellipticity parameter D are related to their sum and difference, respectively. The green plane is the average energy, which is tilted with respect to the xy (red) plane. The
maximum average energy at a given r, ES(r), is defined at the angle yS, the direction of tilt. The relative tilt s is defined by both ES(r) and d. Figure (b)–(f) show different
CoIn topographies as defined by theP and B descriptors, which are dependent on the parametersD, s and yS. For all graphics yS was set to 6 rad and d to 1. The latter is
a scaling factor and does not affect the values ofP and B. Adapted from ref. 81, licensed under a Creative Commons Attribution 4.0 International License. (b) peaked/
bifurcating (D = 0.01, s = 0). (c) peaked/bifurcating (D = 0.5, s = 0.01). (d) sloped/single-path (D = 0.01, s = 1.5). (e) peaked/single-path (D = 0.5, s = 0.7). (f) sloped/
bifurcating (D = 0.99, s = 1).
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on this topographical difference, peaked CoIns are usually
more photoreactive (i.e. higher photochemical QY) than
sloped CoIns, which is why they are often referred to as
photochemical funnels.69,90

For instance, through ab initio calculations it has been
proposed that the distinction in peaked/sloped topography
could explain the selective photoisomerization at the
C11QC12 bond of an abridged model of the protonated Schiff
base of all-trans retinal, rPSBAT, (Section 3.1). The local CoIn
dynamics, far from the FC-point, at both type of CoIns is
illustrated in Fig. 8. Isomerization around the C11QC12 bond
is associated with a peaked CoIn, whereas isomerization
around the C13QC14 bond corresponds to a sloped CoIn, which
is associated with a lower nonadiabatic efficiency and is there-
fore outcompeted by the ultrafast C11QC12 isomerization.91

The photochemical reaction path of the latter in fact proceeds,
with higher probability, through an AC as shown by the one-
dimensional slice along the torsional reaction coordinate. The
same distinction has been used to explain the faster photo-
isomerization of a rPSB11 model in aqueous solution (peaked)
compared to gas-phase (sloped).51

In general, peaked CoIns are associated with larger non-
adiabatic transfer efficiencies compared to sloped CoIns, which
Malhado et al. have proposed is not a result of their inherent
topographical differences but due to dynamical factors.68

Because a peaked CoIn represents a local minimum on the
ES PES, the wavepacket approaches the CoIn with high nuclear
velocity (eqn (5)) as the ES PES steers the wavepacket in the
right downhill direction (Fig. 9a and b). In contrast, as there are
uphill ES paths towards a sloped CoIn, the wavepacket might
miss the CoIn as the ES PES steers the wavepacket away from it.
Additionally, in peaked CoIns nonadiabatic transfer is likely to
occur without any wavepacket fragmentation as the transition
takes place in the first passage, which further enhances the
nonadiabatic transfer efficiency due to the conservation of
coherence of the ES population as we will more precisely
describe in Section 3.1.68

Due to the smaller nuclear velocity that is generally asso-
ciated with a ES wavepacket reaching a sloped CoIn (Fig. 9c),
irreversible passage to the GS PES is not guaranteed as such a
wavepacket can travel back along the ES PES (a process called
‘‘up-funneling’’, which reduces coherence), which manifests

Fig. 8 Photoisomerization of model rPSBAT through two different routes. (a) Chemical structures of model rPSBAT and the MECIs corresponding to
isomerization at the C11QC12 bond and the C13QC14 bond. The labelling of the carbon framework is chosen to be consistent with the photoisomerization
of the complete chromophore, rPSB11, discussed in Section 3. (b) Adiabatic PESs involved for both reactions. Left: Isomerization at the C11QC12 bond,
corresponding to a bifurcating/peaked CoIn. Right: Isomerization at the C13QC14 bond, corresponding to a bifurcating/sloped CoIn. Adiabatic PESs are
computed at the CASSCF level, showing the energy as a function of the g and h vectors, which are the analogues of Q1 and Q2, respectively. The red
arrows indicate the path of the ES wavepacket. Note the up-funneling process around the sloped CoIn.91 When slicing these two-dimensional plots along
one reaction coordinate, the curve representation analogues of Fig. 1 are retrieved. Adapted with permission from ref. 91. Copyright (2002) National
Academy of Sciences, USA.
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itself as oscillations between the ES and GS PESs near the
sloped CoIn (see Fig. 8b).48,91–94 Nevertheless, even if the sloped
CoIn is reached with sufficient energy, this process may cause
wavepacket fragmentation (i.e. partial loss of coherence), which
itself decreases nuclear velocity.92,95

As a result of the slower nuclear dynamics and more
significant loss of coherence, nonadiabatic transfer at sloped
CoIns might occur under near-equilibrium conditions, where
(partial) intramolecular vibrational energy redistribution has
taken place.96 In contrast, far-from-equilibrium conditions (fast
nuclear velocity and coherence) are often maintained for
peaked CoIns due to the steep gradient of the ES PES and
therefore dominate the photochemistry.69 In other words,
photochemical reactions approaching a peaked CoIn are more
prone to memory of the initial conditions imposed by the
photoexcitation on other regions of the ES PES. One should
therefore keep in mind that differences in photochemical
reactivity between peaked and sloped CoIns are not only con-
trolled by their local structure but also by these far-from-
equilibrium conditions, as well as other topographical factors
(Table 1).

2.1.4 Location and energy of CoIn along the reaction path.
Since the peaked CoIn represents the critical structure of

elementary photochemical reactions in analogy with TSs for
elementary thermal reactions, they may be discussed also in
terms of the Hammond postulate.97 However, it is apparent
that certain thermodynamic features of a TS should be reinter-
preted in terms of far-from-equilibrium dynamic features. For
instance, a reactant-like CoIn (R* and CoIn are closer in energy
than P and CoIn, Fig. 9a) would probably project the wave-
packet to the GS with a low velocity rather than featuring a
small barrier (and fast kinetic) as in a reactant-like TS.98 In
contrast, a product-like CoIn (P and CoIn are closer in energy
than R* and CoIn, Fig. 9b) probably has a large velocity upon
decay rather than featuring a high barrier (slow kinetic) as in a
product-like TS. According to the standard LZ model, the
reactant-like CoIn would have a lower QY with respect to the
product-like CoIn. If a particular CoIn is energetically inacces-
sible, the entry direction of two competing CoIns might be
controlled by an ES barrier (factor I), as shown in Fig. 9d.

2.1.5 ES Slope on the reaction path to CoIn. Whereas the
higher velocity of the photochemical reaction path in Fig. 9b
compared to Fig. 9a is due to the relative position of the CoIn
along the reaction path, the ES slope, i.e., the ES force field that a
normal mode relevant to the reaction coordinate experiences, may
increase the velocity of R* approaching the CoIn as well (Fig. 9e).

Fig. 9 Different CoIn and ES topographies, as classified in Table 1. Graphs a–d illustrate cases where the location and energy of the CoIn is modulated
(factor IV), targeting mainly the nuclear velocity for graphs a–c and the entry direction for graph d. Graph e illustrates a case where the ES slope towards
the CoIn is modulated (factor V), targeting the nuclear velocity. (a) peaked reactant-like CoIn. (b) Shifting the product parabola with respect to the
reactant parabola up results in a peaked product-like CoIn. The relative position of the CoIn with respect to the FC-region (R*) results in different initial
nuclear velocities and therefore product QY, as explained by the Hammond postulate. (c) Shifting the product parabola with respect to the reactant
parabola to the left results in a sloped CoIn, demonstrating the intimate connection between factors IV and III. Note that sloped CoIns typically only result
in regeneration of reactant. (d) the energetic position of CoIn with respect to CoIn’ controls the direction of the photochemical path and therefore the
type of CoIn (seam) that is approached. The energetic accessibility of the two CoIns may be controlled by an ES activation barrier (Fig. 5c), demonstrating
the intimate connection between factors IV and I. This represents an important design rule for topographical substituent effects (Section 2.2) (e) an
increasing ES slope results in higher nuclear velocity towards the CoIn, which may be caused by a protein environment (Section 3.1). The increasing ES
slope may favor the entry direction towards one CoIn compared to another (Fig. 5e).
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Such ES PES reshaping further from the CoIn is based on the
gradient-directed effect, which implies that the excited mole-
cule will follow the path of steepest descent.20 ES slope tuning
may be achieved through protein environment engineering, as
suggested for the rPSB11 chromophore in rhodopsin (Section 3.1).
According to the standard LZ model, steeper ES slopes and
therefore higher nuclear velocities should result in higher photo-
chemical QYs (see eqn (5) and related discussion).

2.1.6 Electronic mixing with higher states. Up until now all
the topographical factors discussed inherently assumed a two-
state model, whereas in practise there is always some degree of
electronic mixing with a higher-lying electronic state. For
instance, the photochemistry of butadiene (Scheme 3) and
rhodopsin (below) involve a strong interplay of three electronic
states, demonstrating again the more complicated nature of
photochemical processes compared to thermal chemistry.

QM/MM based nonadiabatic nuclear trajectories demon-
strated a key role for the protein environment in shaping the
ES PES of rPSB11 (Fig. 10). In methanol solution the ES PES is
relatively flat due to significant S2/S1 mixing, resulting in slow
reaction dynamics via an energetically high CoIn.99 Addition-
ally, the flat ES PES reduces the coherence (both at the popula-
tion and single-molecule level, Section 3.1.1), thus changing the
entry direction. However, when rPSB11 is embedded in a
protein environment, as in rhodopsin, the state mixing is
reduced resulting in faster downhill progression through a
lower-lying CoIn and eventually an ultrafast photoreaction.
Additionally, the coherence on such a steep surface is preserved

to a greater degree, increasing the velocity as well.68 Interest-
ingly, the state mixing in microbial rhodopsin is intermediate
between these two situations, resulting in an intermediate ES
lifetime. Even in the reference bovine rhodopsin and despite
the diminished S2/S1 mixing due to the protein environment,
there is still some degree of decoherence in the first few tens of
femtoseconds as a result of the non-zero probability for wave-
packets generated on the S1 PES to be transferred to the S2 PES
(Section 3.1).100

2.2 Effects of chemical substitution

Above we have seen that according to the LZ picture, ultrafast
photochemistry is controlled by the direction and velocity with
which the reacting system enters the BP of the CoIn that
mediates decay to the GS. We have also seen that such direc-
tion/velocity can be affected by different topographies (factors
I–VI, defined in Table 1) of the PES along the BP making the
reactive event complex.

We now discuss the effect of chemical substitution on
photochemical reactions by considering these topographical
factors, still within the framework of decay at a single reference
CoIn (e.g. a MECI). As the standard LZ model applies to regions
only in the vicinity of the CoIn, we focus on chemical sub-
stituents that leave the spectroscopic properties of the chromo-
phore largely unperturbed (i.e., they will not alter the FC-state),
but primarily alter the PES along the BP. While chemists often
use chemical substitution as a strategy for controlling GS
reactivity through modulation of an activation barrier
(Fig. 5a), it is less obvious how to apply the same strategy to
control reactivity in a (nonstatistical) photochemical process.101

Topographical effects of CoIns caused by strong light-matter
coupling in optical cavities are not discussed in this review
paper, but have been demonstrated to significantly impact
nonradiative decay rates102 and singlet fission rates.103

Schuurman and Stolow distinguished between potential
(meaning potential energy. However, in this text this is referred
to as topographical for consistency purposes) and inertial
substituent effects, where the first primarily controls branching
of different ES reaction paths by tuning topographical factors
(I–VI), and the second selectively alters the nuclear velocity of a
relevant normal mode without modifying the PES topographies
in the CoIn region.20 The latter is achieved through addition of
bulky substituents, such as methyl or t-Bu, which by first
approximation leaves the electronic structure of the molecule,
and therefore the force constant in the harmonic oscillator
model, unperturbed. As we have discussed above, within the
framework of the standard LZ model, an enhancement of
nuclear velocity of the mode describing the reaction coordinate
results in an enhanced decay probability and photoproduct
formation. We will now see how certain substituent effects
reveal a non-applicability of the one-mode mechanistic picture
of ultrafast photochemical reactions defined above and, there-
fore, of the LZ treatment.

2.2.1 Functional group-based CoIn classification. We start
by revising an approximate classification of a set of reported
CoIns based on the organic functional group involved. In the

Fig. 10 Schematic S2, S1 and S0 PESs for rPSB11 photoisomerization in
methanol (left) and in an opsin environment (right).99 In methanol solution
the strong S2/S1 mixing results in flat ES PESs, which reduces the coher-
ence and nuclear velocity. The opsin environment reduces this mixing
significantly, resulting in steep ES slopes and therefore a high degree of
coherence and a large nuclear velocity. Adapted with permission from
ref. 99. Copyright 2017 American Chemical Society.
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previous sections we have seen that the goal in investigating the
structure of CoIns is to obtain information on the local reaction
pathways characterized by the geometry of the MECI and
topography of the ES and GS PESs along the BP. In the past,
Bernardi, Olivucci and Robb described (mostly within a VB
framework and, in many instances, with the help of a transfor-
mation of the CASSCF MO wavefunction into an Heitler-
London VB wavefunction)104 these features, as well as their
connection to the electronic structure of the intersecting states,
for a number of organic functional groups.105 This work formed
the classification of CoIns in four types: (1) three electron H3-
like triangle (2) trans-annular p-bonds (3) charge-transfer (CT)
(4) n-p* re-coupling, to which we add another type, (5) n-s*
dissociation (Fig. 11).

Many of the CoIns discovered in organic photochemistry
and characterized via the calculation of the MECI, BP vectors
and local PES topographies may be assigned to these five types,
yet some situations have been documented that reveal the
limitations of such a classification. However, most reported
CoIns are of type 1 and 3 and these types are therefore
discussed in depth in the following. Fig. 11 displays, schema-
tically, the S1/S0 MECI structures of all types, along with
their equilibrium S1 and S0 geometries, as well as the type
of photochemical reactions that they may control. The
relevant geometrical rearrangements found in these MECI
structures typically involve twisting, stretching and pyramida-
lization. The corresponding BP vectors are instead not dis-
cussed systematically here.

2.2.1.1 Type 1 CoIn. In this type the electronic structure is
such that there are three weakly coupled unpaired electrons

like in the well-known CoIn of H3; an elementary CoIn that has
the geometry of an equilateral triangle.10,11,106 Therefore, in a
molecule with an even number of ‘‘reacting’’ electrons, type 1
CoIn features a spectator unpaired electron that may be located
in a fragment p-orbital. In butadiene the spectroscopically
bright pp* state (single HOMO - LUMO excitation of 1Bu

symmetry in MO language) is dominated by CT (closed-shell)
character and is energetically slightly higher than the dark
(pp*)2 state (multiconfigurational state of 1Ag symmetry invol-
ving double HOMO - LUMO excitation, as well as HOMO�1
- LUMO and HOMO - LUMO+1 excitation) that is dominated
by a covalent (diradical) character.107–111 Therefore, after photo-
excitation to the pp* state, populating the (pp*)2 state through a
S2(pp*)/S1(pp*)2 CoIn is facile. As will be shown below, both
S1(pp*)2/S0 and S1(pp*)/S0 CoIns contribute to the ES decay
dynamics of butadiene due to their energetic proximity. Focuss-
ing on the first for the moment, distinct spin pairing in the
(pp*)2 state with respect to the GS facilitates a photochemical
reaction. The S1(pp*)2/S0 CoIn then directs via the Q1 and Q2

vectors of the BP the repairing of the electron spins in a specific
fashion that, in turn, determines which photoproducts will be
formed. For example, BP vectors bringing two weakly interact-
ing electrons located on different unbound carbon atoms of
type 1 CoIn closer, could lead to spin pairing between these
atoms, resulting in the formation of a cyclopropyl radical as a
primary reactive photoproduct.10 The S1(pp*)2/S0 type CoIn may
lead to the simultaneous formation of two products (see Fig. 4
right) as it happens, for instance, in the case of hexatriene ring
closure.112 Type 1 CoIns control (electrocyclic) ring opening
and closure reactions in polyene systems (Schemes 2 and 3) and
nucleobases (Fig. 18, Section 3.3), as well as double bond

Fig. 11 Classification of CoIns into five types based on their electronic and geometrical structure. From top to bottom, the S1 equilibrium, S0 equilibrium
and S1/S0 MECI structures are shown for each type. Note that this classification is approximate as not every reported CoIn can be included here, such as
the p3s/pp* CoIn in ethylene (Section 2.2.2). *Ordering of diradical and charge-transfer states is dependent on substitution pattern and alkene chain
length.
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photoisomerization reactions via a hula-twist mechanism, dis-
covered in phytochromes and the green fluorescent protein
(Section 3.2).

2.2.1.2 Type 2 CoIn. Due to the rigidity of azulenes in type 2
CoIns, the S1/S0 MECI is primarily characterized by stretching
coordinates.14 This CoIn may be rationalized by considering
that S1 is a biradical structure with a trans-annular p-bond,
whereas S0 only has a trans-annular s-bond. Hence, compres-
sing the S0 equilibrium geometry along that bond lifts the S0

PES, yet decreases the S1 PES, reaching the S1/S0 MECI.

2.2.1.3 Type 3 CoIn. The photoisomerization of rPSB11,113

related retinal chromophores114 and cyanine dyes115 are con-
trolled by a type 3 CoIn, in which the lowest ES is a bright pp*
state (single HOMO - LUMO excitation) of CT character. The
S1(pp*)/S0 MECI of the latter will be discussed in detail. It
appears around half-way through the isomerization coordinate,
in which the two halves of the twisted molecule (indicated with
fragment a and b in Fig. 11) differ by a charge of one electron.
Hence, such a CoIn is similar to a twisted intramolecular
charge transfer (TICT) state.116 The degeneracy of the S0 and
S1 states at this twisted geometry, and hence the occurrence of
the CoIn, can be rationalized by their heterosymmetric biradi-
caloid nature.90 The frontier p-orbitals at fragments a and b are
weakly interacting and degenerate, which is why regardless of
the location of the positive charge, the bottom and top reso-
nance structures are energetically degenerate. Other than the
extensively discussed double bond photoisomerization of rho-
dopsin (Fig. 10 and Section 3.1.2) and rhodopsin models (Fig. 8
and Section 3.1.4), type 3 CoIns control double bond photo-
isomerization of ethylene (Scheme 1), polyenes (Scheme 3)
together with type 1 CoIns, the isolated chromophore of the
green fluorescent protein (Fig. 17, Section 3.2), as well as the
photochemistry of the ring-locked Me-FlOH, N-alkylated inda-
nylidene–pyrroline biomimetic switch (Scheme 7, Section 3.2)
and nucleobases (Fig. 18, Section 3.3).

2.2.1.4 Type 4 CoIn. The type 4 CoIn involves a S1(np*)/S0

CoIn, which is rationalized by the orbital occupation of n, p and
p* and the associated atomic orbitals.118 The in-plane Opx (out-
of-plane Opz) orbital is doubly (singly) occupied in S0, but
becomes singly (doubly) occupied in S1(np*), which is a dir-
adical state not due to a double excitation (as in Type 1 and 2)
but due to the single occupation of two orthogonal atomic

orbitals Opx and Cpz. These (Opz)
2(Opx)1 and (Opz)

1(Opx)2

configurations become degenerate when the carbonyl Cpz is
weakly interacting with Opz, but strong with an adjacent carbon
atom. The twisting of the terminal methylene group facilitates
this stronger coupling between the two central carbon atoms,
resulting in double-bond character. At the same time, this
motion reduces the coupling with the carbonyl oxygen, result-
ing in a single bond. Type 4 CoIns control the photochemistry
of a,b-enones (Fig. 12), involving double bond isomerization
and electrocyclic ring-closure.

2.2.1.5 Type 5 CoIn. Lastly, a type 5 CoIn occurs in molecules
with low-lying ns* states. Population of the antibonding s*
orbital results in a large degree of bond stretching, which is
why photodissociation reactions are common for type 5 CoIns
(see Scheme 5 and related discussion). Furthermore, type 5
CoIns have been identified in chemiluminescent reactions,
where thermal decomposition of a strained ring results in an
excited state species that luminesces.119–122 For instance, the
ring strain in 1,2-dioxetane causes significant O–O bond
stretching, resulting in an energetically low-lying s* orbital
which may be populated by transferring an electron from an
oxygen located n-orbital. Next to the O–O stretching motion
creating a biradical, 1,2-dioxetane decomposition involves an
asynchronous C–C stretch and O–C–C–O torsional motion as
characterized by the S1(ns*)/S0 MECI.

2.2.2 Topographical effects of chemical substituents. The
first example of rational design of CoIns is the methyl sub-
stitution on acrylonitrile (AN) at various positions
(Scheme 1).117 In this study, the lifetimes of several acrylonitrile
derivates were measured with time-resolved photoelectron
spectroscopy (TRPES) and their corresponding MECIs were
computed with the CASPT2 method. Population of the S1(pp*)
state leads to an antibonding interaction between C2 and C3,
inducing two main geometrical rearrangements: a twist around
the central double bond followed by pyramidalization leading
to a type 3 CoIn. The electronic properties of the CN group
determine which carbon atom gets pyramidalized (i.e., which
carbon atom has the fastest pyramidalization motion), as it is
best capable of stabilizing the associated negative charge of an
adjacent pyramidalizing carbon atom. In fact, the calculations
showed that all the MECIs corresponding to pyramidalization
of C3 are about 1 eV higher in energy and are therefore less
accessible from the FC-point, as illustrated by the dashed path
to CoIn’ in Fig. 9d.

Since the methyl group appears to be at the same carbon
atom where the CN group is bound in MeAN, the pyramidaliza-
tion motion is strongly hindered due to the destabilization of
the forming lone pair (anionic centre) on that carbon, explain-
ing the longer lifetime. This is a topographical effect and not an
inertial effect as the relative energetic position of one CoIn is
modulated, biasing the wavepacket towards one specific CoIn
along the corresponding BP direction. In fact, one can assume
that an inertial effect, due to the difference between the H and
CH3 masses, would not have a large effect on the pyramidaliza-
tion at C3 when comparing the AN and MeAN cases, thus

Scheme 1 Chemical structures of acrylonitrile (AN), cis-3-
metharylonitrile (CrCN), cis-2-metharylonitrile (MeAN) and a schematic
geometrical structure of the S1/S0 MECI. Also indicated are their ES life-
times t as measured with TRPES.117
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resulting in similar lifetimes. Finally, the same topographical
(substituent) effect is consistent with the standard LZ model as
a decrease in nuclear velocity in the BP correlates to a less
efficient decay.

A similar joint spectroscopy-theory study on methyl substi-
tuted ethylene derivatives showed how increasing substitution
stabilized the Rydberg p3s state, resulting in an enhanced ES
barrier to reach the p3s/pp* CoIn, which is intrinsically not

Fig. 12 Substitution effects on acrolein photochemistry. (a) Chemical structures of the acrolein derivatives studied: acrolein (ACR), crotonaldehyde (CR),
methylvinylketone (MVK), methacrolein (MA). The red arrow indicates the torsional motion of the terminal methylene group. Schematic representations
of CAS computed S1/S0 MECI geometries are shown as well. (b) Schematic S1(np*) and S0 PESs showing the different reaction paths that the acrolein
derivatives take after the sloped S1(np*)/S0 CoIn (type 4). Whereas CR undergoes efficient decay to the S0 PES, ACR, MA and MVK stay on the S1 PES which
eventually results in triplet-state reactivity. The branching at S1(np*)/S0 is controlled by the degree of coupling between the torsional mode (which is part
of the IS) and the Q2 mode. Since this coupling is largely absent in ACR, MA and MVK, nonadiabatic decay is inefficient, whereas the coupling is large in
CR, resulting in efficient nonadiabatic decay to S0.
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photoreactive, but populates the reactive pp* state which dom-
inates the photochemistry of short p-systems.98 This would
again be a topographical effect with a reaction scheme more
similar to the one in the left diagram of Fig. 10.

Although the two examples above focus on how chemical
substitution affects the nonradiative decay rate by topographi-
cal effects, chemical substitutions may also completely alter the
photochemistry by enforcing nonradiative decay through alter-
native CoIns (see Fig. 5e and Scheme 2), as demonstrated by
quantum chemical calculations on s-cis-butadiene derivatives.
After photoexcitation to the spectroscopically bright S2(pp*)
state, both s-cis-butadiene and ‘‘tBu-1’’ follow similar decay
dynamics through a S2(pp*)/S1(pp*)2 CoIn but follow different
paths approaching the type 1 CoIn. Whereas the decay of
S1(pp*)2 in s-cis-butadiene is dominated by a fully asymmetric
out-of-plane motion,123 the bulky tBu groups force (possibly

also via an inertial effect, see below) a concerted synchronous
conrotatory motion of the two terminal CH2 groups that results
in cyclopropane formation, followed by an additional ring
closure yielding the extremely strained tBu-2.124 In another
study, the photoisomerization dynamics and selectivity of
s-cis-butadiene was investigated upon CF3 substitution.125

Levine and Martinéz demonstrated the relevance of both
type 1 (C2Tr) and type 3 (H1Br) CoIns in the ES dynamics of
s-trans-butadiene using Ab initio Multiple Spawning (AIMS)
simulations (Scheme 3).126 Following advances in simulations
of time-resolved X-ray absorption spectra capturing the evolving
electronic wavefunction surrounding the IS,127 Schuurman and
co-workers showed a preference for decaying via the transoid
C2Tr channel relative to the CT H1Br channel.128 The branch-
ing between these two channels may be tuned by electronic
tuning with the CN group (Fig. 5e).129 Although it leaves the
energy of the C2Tr MECI relatively unaltered, the energies of
the CT type MECIs are significantly dependent on the position
of the CN group, as determined by single-excitation multi-
reference configuration interaction (MR-CIS) calculations.
Similar to the acrylonitrile derivatives of Scheme 1, CN sub-
stitution favors pyramidalization at the substituted site in the
corresponding MECI due to its stabilizing p-accepting character
and presumably faster motion along the corresponding BP
vectors. Simultaneously, the ES activation barrier for pyrami-
dalization at C1 (C2) is significantly enhanced for 2-CNBD (1-
CNBD). The position of the CN substituent therefore controls
the entry direction of the CoIn. It is apparent that, in all
examples above, the change in reactivity has been intrinsically
interpreted in terms of a variation of the velocity (due to
dominating topographic effects) along a single BP direction
of a critical MECI and consistently with a LZ scheme.

Scheme 2 Chemical structures and schematic geometrical structures of
S1/S0 MECIs of reactants and photoproducts observed for the photo-
chemistry of s-cis-butadiene and its di-tBu substituted counterpart
‘‘tBu-1’’.123

Scheme 3 Chemical structures and schematic geometrical structures of the S1/S0 MECIs for trans-butadiene, 1-cyano-1,3-butadiene (1-CNBD),
2-cyano-1,3-butadiene (2-CNBD), 2,3-dimethyl-1,3-butadiene (C-MeBD) and 2,5-dimethyl-2,4-hexadiene (T-MeBD). The H1Br, R1Br and R2Br names
refer to the bridging of the H-1, R-1 and R-2 groups, respectively. These CoIns are of type 3 in Scheme 1. C2Tr refers to the transoid structure of the
central C2 carbon and is a type 1 CoIn (Scheme 1). The Greek symbols are used to indicate which MECI geometries correspond to which molecule.
All MECIs were calculated at the MR-CIS level of theory.130
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2.2.3 Inertial effects of chemical substituents. Whereas CN
substitution appears to mainly result in topographical effects,
methyl substitution should result in dominating inertial
effects. However, methyl substitution studies on s-trans-
butadiene molecules (Scheme 3) demonstrated that the methyl
group is not entirely ‘‘topographically inert’’, impacting non-
radiative decay rates and branching ratios next to its inertial
effect.109,130,131 In fact, whereas the nonadiabatic decay from C-
MeBD is dominated by a type 1 CoIn (C2Tr), T-MeBD has both
contributions from a type 1 (C2Tr) and type 3 CoIn (R2Br), like
s-trans-butadiene. To separate inertial from topographical
effects, MacDonell et al. studied the 15H substituted analogues
of C-MeBD (15H2-BD) and T-MeBD (15H4-BD) with AIMS simula-
tions, where 15H is a theoretical substituent to mimic purely the
inertial effect of a methyl group, having the same mass but not
the electronic interactions of the methyl group.130 Remarkably,
a significantly different nonadiabatic decay distribution was
discovered when comparing 15H4-BD to 15H2-BD. Moving the
heavy 15H substituents from the terminal C1 and C4 (15H4-BD)
to C2 and C3 (15H2-BD) resulted in relatively more decay events
through R1Br due to the increased pyramidalization velocity at
C1. This trend caused by an inertial effect is continued when
replacing the 15H groups with methyl groups (15H2-BD to C-
MeBD), in this case caused by a topographical effect. Through
hyperconjugation the methyl group donates some p-electron
density to the butadiene backbone, which destabilizes pyrami-
dalization at C2, biasing the nonadiabatic decay distribution
even more towards R1Br and away from C2Tr. Although these
substituent effects clearly alter the dynamics in the vicinity of
the CoIn, CASSCF calculations have shown that the methyl
groups in C-MeBD also exert large inertial effects on the GS
relaxation pathways after the CoIn (Section 2.1) by restricting
the s-cis to s-trans motion on the GS surface,82 resulting in
larger QYs for cyclobutene formation.132,133 Again, while the
methyl substituent effects above have been described in terms
of branching along different paths, the actual decay can still be
interpreted in terms of a variation of the velocity along a single
BP direction of a critical MECI.

The inertial effect of methyl groups has been applied to the
photochemistry of a,b-enones as well, in which the position of a
methyl substituent controls the velocity of the wavepacket
through a sloped S1(np*)/S0 CoIn (Fig. 12) in acrolein
derivatives.85 The chemical structures of acrolein (ACR), as well
as its substituted derivatives, crotonaldehyde (CR), methylvi-
nylketone (MVK) and methacrolein (MA) are shown in Fig. 12a.
The corresponding geometrical MECI structure is characterized
by a double bond twist and pyramidalization and is of type 4
(Fig. 11). When the methyl group is positioned at the terminal
carbon (C3), as in crotonaldehyde (CR), nonadiabatic decay is
favored, resulting in either IC or singlet photochemistry. In
contrast, having a methyl-free terminal methylene carbon (ACR,
MA and MVK) results in less efficient decay to the GS PES,
which extends the S1 lifetime making these molecules more
prone to undergo ISC to the Tn manifold, eventually yielding
typical a,b-enone triplet state reactivity such as the Norrish type
1 reaction. The original rationalization for these differences in

S1(np*)/S0 decay efficiencies was based on an inertial substitu-
ent effect of the terminal methyl group in CR, which induced
(i) low C2QC3 torsional velocity (ii) high velocities along the
BP (i.e. along Q1 and Q2). ACR, MA and MVK, on the other hand,
have (i) high C2QC3 torsional velocity (ii) low Q1 and Q2

velocities. As the calculated Q1 and Q2 BP vectors correspond
to C2QC3 stretching and C2 pyramidalization, according to this
interpretation the torsional mode drives the wavepacket to a
particular region along the IS that is, therefore, indirectly
implied in the dynamics at the CoIn.85 This provides a first
example where, clearly the MECI and the motion along the
corresponding BP are not sufficient to explain the experimental
observations and an extra mode (locally an ‘‘IS mode’’) needs to
be involved in the explanation (Fig. 12b). We reinterpret the
distinct nonadiabatic decay behaviour of CR by noting that the
large kinetic energy in the torsional motion picked up after
S2(pp*) excitation needs to be (partially) transferred to the C2
pyramidalization mode to facilitate the nonadiabatic transition
from S1(np*) to S0. This energy transfer should be facile in CR
where the coupling between torsion and C2 pyramidalization is
large due to the lack of symmetry at the S1/S0 MECI geometry.
However, the S1/S0 MECI geometries for ACR, MA and MVK
contain a plane of symmetry, which decouples the torsion from
C2 pyramidalization, resulting in inefficient nonadiabatic
decay to the S0 PES as the Q2 mode is inactive. In conclusion,
the coordinated interplay between torsional and pyramidaliza-
tion normal modes is a manifestation of the multi-mode (e.g.
one BP and one IS mode) nature of ultrafast photochemical
reactions, which will be the topic of Section 3.

Because the torsional mode in the retinal chromophore of
rhodopsin (rPSB11, Section 3.1) is a BP vector for its photo-
isomerization reaction through a type 3 CoIn and therefore
directly involved in the efficiency of this nonadiabatic process,
methyl substitution at the torsional skeleton should signifi-
cantly slow down the reaction. Indeed, QM/MM simulations of
a model all-trans retinal (rPSBAT) demonstrated how methyl
substitution increased the ES lifetime, both in gas phase and
non-polar solvents.51 However, Kukura and co-workers experi-
mentally found that photoisomerization of 10-methyl-rPSBAT
(methylation at C10 in rPSBAT) in methanol is much faster than
rPSBAT,134 which has been verified using QM/MM simulations
in both methanol135,136 and in a protein environment99 and
was rationalized by a reduction in S2/S1 mixing resulting in
steeper ES slopes (similar to the discussion related to Fig. 10),
illustrating again that the methyl group is not a pure inertial
substituent. Despite the faster ES decay (higher nuclear velo-
city), the isomerization QY is drastically smaller in 10-methyl-
rPSBAT compared to rPSBAT, being inconsistent with the
standard LZ model.134 This result suggests that the actual
reaction coordinate (presumably lying along the BP of the
rPSBAT MECI), does not represent the real velocity direction
at decay. In other words, a multi-mode mechanism also impli-
cating motion with components along the IS must be consid-
ered. In Section 3 we will see that this is indeed the case.

Inertial tuning studies by methyl substitution have also been
carried out on allene, where an increasing degree of methyl
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substitution correlated to longer TRPES measured ES lifetimes
after S1(pp*) excitation.137 The distinct decay dynamics of these
molecules has been rationalized with, again, a branching of two
channels involving distinct S1(pp*)/S0 MECIs, calculated at MR-
FOCI level of theory (Scheme 4). Whereas decay through the Tw-
Py MECI requires twisting and pyramidalization of one CH2

unit (type 3 CoIn), the Tw-B requires twisting and bending of
the CQCQC framework. AIMS simulations show that in all
cases decay through the Tw-Py MECI is dominating. However,
upon increasing methyl substitution the twisting motion is
retarded, resulting in a greater propensity for CQCQC bending
as mixing of the two p-bonds is weak in a weakly twisted
geometry, which decreases the probability to reach the low-
lying Tw-Py MECI. As decay through the Tw-B MECI is not
efficient, the lifetime is extended significantly upon methyl
substitution. This case appears to be consistent with the
standard LZ model as the nonadiabatic decay efficiency
decreases with a slower twisting motion approaching the MECI.
Finally, increasing the bulkiness of substituents at the 5-
position in cyclopentadiene rings leads to longer lifetimes as
the vibrational dynamics relevant for ultrafast nonadiabatic
decay were inhibited.138

Another strategy to tune the photochemical dynamics was
carried out by Lim et al. who exploited the differences in GS
conformational preferences between thiophenol and methoxy-
substituted thiophenol (Scheme 5) to alter the ES wavepacket
trajectories and consequently the S–D photodissociation rate by
exciting the S2 (ns*) state with short laser pulses.139 In thio-
phenol, the equilibrium geometry is such that the S–D bond is
coplanar with the phenyl ring, which results only in a S–D
stretching motion upon photoexcitation. The wavepacket
dynamics upon S2 excitation is different when a methoxy group
is added at the para position, since the S0 equilibrium geometry
becomes perpendicular, whereas the S2 equilibrium geometry
remains planar. This activates C–C–S–D torsional motion on
the ES PES, next to the S–D stretch, which broadens the
distribution of velocities (i.e. less coherence) on the ES PES,
increasing the chance for the wavepacket to miss the (planar)
S2(ns*)/S0 type 5 CoIn and consequently results in a less

efficient nonadiabatic decay. Here a single MECI and BP
picture is valid as the efficiency of photodissociation through
the S2(ns*)/S0 CoIn decreases with a decrease in the nuclear
velocity along the BP direction of a MECI.

2.2.4 Automated computational screening and design. Due
to the complexity of ultrafast photochemical reactions and the
multitude of topographical and dynamical factors involved,
rational design approaches to tune photochemical reactions
are not always fruitful. For this reason, methods with auto-
mated protocols are presently being developed and bench-
marked in the computational photochemistry community.
This has led to improved QM/MM models for the electronic
structure of rhodopsin140 and the discovery of previously
unknown CoIns in the photochemistry of benzene.58 Similarly,
machine-learning based approaches have the potential to pre-
dict photochemical reactions by calculating the PESs and
nonadiabatic couplings with much higher efficiencies.141,142

However, these approaches currently still suffer from several
drawbacks including the requirement of large datasets.143 Even
the description of a few PESs in small molecular systems rely on
thousands of data points, limiting the application of machine-
learning based nonadiabatic MD simulations to molecules with
fewer than 12 atoms.144,145 Another bottleneck is related to the
limitations in transferability as most machine-learning models
are molecule-specific.146,147 An elaborate discussion about
these methods and their challenges is out of the scope of this
review.

In the nonadiabatic nanoreactor method developed by
Martı́nez and co-workers, vast regions of the IS are explored
and the BP vectors for many relevant CoIns are sampled.58

From this study it has become clear that even for a simple
molecule such as benzene, a complete characterization of its
photochemistry involves the computation of different IS
segments, each having distinct CoIn topographies and
photoproduct distributions that are intimately linked to its
topography as well as the position of the CoIn along the IS.
We anticipate that such a method will be crucial for the
discovery of multi-mode photochemical reaction mechan-
isms where, in general, it is insufficient to assume a
single CoIn and BP to explain the photochemical QY. How-
ever, we acknowledge that currently the computational cost

Scheme 5 Chemical structures of S0 equilibrium geometries for deuter-
ated thiophenol and para-methoxy substituted thiophenol. Arrows indi-
cate the type of motion that is activated upon photoexcitation to the S2

(ns*) state.
Scheme 4 Chemical structures of allene, 1,1-dimethyl-allene (DMA) and
tetramethyl allene (TMA). Two relevant MECI geometries are shown at the
bottom for allene, indicated with Tw-Py and Tw-B, the first one involving
twisting (Tw) and pyramidalization (Py) motion, the second involving
twisting and bending (B) motion.
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associated with a nanoreactor hampers its application to
larger molecules than benzene. Furthermore, although the
nanoreactor characterizes the IS completely with CoIn-
specific photoproduct distributions, it does not provide the
total photochemical QY for a given set of initial conditions.
The latter may, however, be computed using a swarm of
nonadiabatic nuclear trajectories without the need for a
complete IS characterization.148–151

2.3 Limitations of the standard LZ model

In the context of the ‘‘standard’’ model discussed above where
decay at a single CoIn channel dominates, a key prediction is
that a larger velocity towards the CoIn correlates with a higher
QY, which is often reinterpreted in terms of the existence of an
inverse relation between ES lifetime and QY. Such relationship
has been investigated multiple times with both computational
and spectroscopic approaches70,71,73,74,152 and it has been an
inspiration for almost all the rational design approaches to
photochemical reactivity discussed in the present section.
Although those approaches have often succeeded in changing
the ES lifetime (related to the reaction or relaxation velocity), a

discussion of their effect on QYs has often been omitted. Here a
remarkable feature is that an opposite correlation has been
found in a number of both computational and experimental
studies, i.e., longer ES lifetimes correlate with higher
QYs.153–156 One paper in particular, reporting on quantum-
classical dynamics simulations for a series of rhodopsin pro-
teins, found that the longest ES lifetime (visual rhodopsin)
displayed the largest photoisomerization QY as well (Fig. 13).156

In an experimental pump-probe study, Cheminal et al. mea-
sured an isomerization rate of 100 fs for a rPSB isomer present
in Anabaena Sensory Rhodopsin, yet with a relatively low QY
below 0.25.154

These failures of the standard LZ model imply that con-
sideration of a single reactive mode, usually a torsional mode
for double bond photoisomerization, is not sufficient. In all the
above cases, the mechanistic principle generating such critical
mode, and the nuclear velocity along such mode, has not been
discussed. Most specifically, no attention has been paid to the
fact that qualitatively different velocities (e.g. velocities with
opposite sign) or spectrum of velocities could be generated
during a coherent ES progression and due to established phase

Fig. 13 (a) Photoisomerization of 11-cis retinal protonated Schiff Base (rPSB11) at the C11QC12 bond to its corresponding all-trans form (rPSBAT). (b) A
schematic one-mode representation of this reaction along the torsional coordinate, passing through a CoIn where the p-bond is broken. The ES lifetimes
t (inversely proportional to the reaction speed, n) of various rPSB11 isomerization reactions in different protein environments are proportional to the
isomerization QY, which is in contrast with the LZ model (Section 2). As experimental t and QYs are not available for all systems, the computationally
acquired values are shown.156 Note that the ES lifetime is not equal to the total reaction time, which includes relaxation on the GS PES. The trend in v is
caused by different protein environments, corresponding to different ES forces exerted on the torsional mode.
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relationships between modes initially orthogonal to the puta-
tive nuclear reaction coordinate. This makes the qualitative
interpretation of the LZ theory effectively depending on the
interplay between different modes prior to decay. However,
notice that, in principle, this interplay is automatically
accounted for in numerical simulations based on the propaga-
tion of classical trajectories with surface hopping,157,158 such as
the Landau–Zener surface hopping method,159 or other meth-
ods based on nonadiabatic dynamics theory.160 Despite this,
the mechanistic principle resulting from LZ theory applied to a
decay event intercepting a single CoIn along one direction with
a specific velocity (i.e. the standard LZ model and the corres-
ponding direct proportionality between the velocity of that
mode and the decay efficiency) is still often applied without
recognition of the interplay between multiple modes. The
impact of such an interplay between modes is that not a single
CoIn channel drives nonadiabatic decay, but multiple CoIn
points from the reactive IS segment (Fig. 5f), each with a
distinct direction and phase relationship between the relevant
BP and IS modes.

Indeed, the experimental and computational observations
on the acrolein derivatives discussed in Section 2.2 already
suggest that the coupling between BP modes and IS modes is
important for controlling nonadiabatic decay. This coupling
may be readily reinterpreted as a need to consider decay at
multiple CoIn points along the IS. The demand for a multi-
mode understanding of photochemical reactions is further
reinforced by experimental evidence from two-dimensional
spectroscopy161 and coherent control laser spectroscopy.162 In
the latter, shaped laser pulses were used to control the isomer-
ization QY of rPSB11 through constructive and destructive
interference of vibrational modes that are relevant for the
reaction on the timescale of coherent chemistry, i.e., before
vibrational relaxation.

It should be noted that there are additional limitations to LZ
theory and the standard model. One assumption of the stan-
dard LZ model that might fail in realistic circumstances is the
conservation of vibrational coherence (i.e., in the sense that all
molecules of the same population would move along the same
reaction coordinate on similar timescales). It is likely that there
will always be some vibrational redistribution, which can alter
the dynamics.71 Other simplifications inherent to LZ theory
that more advanced methods should deal with are the constant
slope difference (F) and constant velocity (v) near the CoIn.
Additionally, whereas passage of a wavepacket exactly through a
CoIn would lead to a 100% efficient nonadiabatic decay accord-
ing to the LZ formula, wider regions around the CoIn may be
implicated in the decay.163 This is because nonadiabatic trans-
fer of wavepackets may be achieved even though the wave-
packet does not travel exactly through the CoIn, as shown by
Farfan and Turner with quantum dynamics simulations164 and
also stressed above when discussing the AC surrounding a real
crossing point. Lastly, LZ theory does not consider the potential
importance of Berry’s phase effects which include modifica-
tions of the nuclear forces driving the nonadiabatic
dynamics.165

3. Beyond the standard Landau–Zener
model: vibrational motion in concert
and the role of the intersection space

This section discusses the need of a different approach towards
understanding what factors control the quantum yield (QY) in
certain ultrafast photochemical processes. As anticipated in
previous sections, in these cases a mechanism centred on a
single MECI and BP has to be abandoned, as considering the
decay along an entire IS segment becomes critical, leading to
difficulties in correlating measured velocities (e.g. estimated via
ES lifetimes) and QYs as indicated by the one-mode Landau–
Zener (LZ) model.60,62 Indeed, both spectroscopic and compu-
tational results acquired in the last 10 years indicate that for a
proper description of ultrafast photochemistry, it is crucial to
incorporate in the ES progression towards the IS: (i) modes that
do not belong to (or have a limited projection on) the BP of a
single critical CoIn and (ii) the phase relationship between
these modes. Below we discuss several case studies illustrating
these concepts.

3.1 Ultrafast double bond photoisomerization of rhodopsin

Double bond photoisomerization of rhodopsin, the first step in
dim-light vision, has been the guinea pig to demonstrate the
importance of the relative phase of vibrational modes in con-
trolling the branching ratio at the CoIn. This discovery is based
on three pillars, being the spectroscopic observation of vibra-
tional coherence (VC) throughout the complete reaction path-
way (I), computational insights into the coordinated interplay
of the vibrational modes describing the progression towards
the IS (II) and confirmation of such a multi-mode mechanism
through the vibrational phase isotope effect (III).

Before we discuss these pillars, we summarize some relevant
characteristics of the photochemistry of rPSB11 and rPSBAT,
which are the chromophores of the rhodopsin (Rho) and
bathorhodopsin (Batho), respectively (Fig. 13). The discovery
that photoisomerization of rPSB11 takes place through a
CoIn instead of an AC is connected to the wide variety of
CoIns detected in common organic photochemical
reactions.10,19,105,114,166 Furthermore, a barrierless reaction
path connects the FC-point to a CoIn whose local topography
is peaked and is therefore a great example of the elementary
photochemical reaction we set out in Fig. 5b.114 Since this
reaction completes in 200 fs, it is considered to be ultrafast.167

The gradient of the S1 PES drives the breaking of the p-bond
between the C11 and C12 atoms, leading to an about 901
twisted type 3-like (Section 2.2) CoIn structure. However, it will
become clear in this section that this reaction coordinate is not
solely composed of a torsional deformation of the reacting
double bond but includes other molecular modes as well.

3.1.1 Vibrational coherence. One of the first key spectro-
scopic studies that demonstrated the ultrafast and vibra-
tionally coherent nature of rPSB11 photoisomerization, was
performed by Wang et al.73 In these pump–probe experiments,
vibrational oscillations superimposed on the photoproduct
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absorption kinetics were detected (Fig. 14a), which after sub-
traction of the electronic decay component followed by Fourier-
transformation provided the Raman frequency content of those
oscillations, corresponding to torsional modes of the photo-
product. In modern literature, such a time-domain Raman
experiment is referred to as either impulsive stimulated Raman
spectroscopy (ISRS)168 or impulsive vibrational spectroscopy
(IVS).169 The reader is referred to those references for experi-
mental details.

A key component of these experiments is the use of tempo-
rally compressed laser pulses, which can excite multiple vibra-
tional eigenstates in the ES due to its large bandwidth. An
ultrashort light pulse excitation projects the GS vibrational
eigenfunctions onto the ES PES to generate a wavepacket
with the same shape, provided that this pulse is temporally
shorter than the vibrational periods of interest (pulses o10 fs
are required to observe most vibrations of interest up to
B3000 cm�1).172 This FC excitation is the vibrational equivalent

of an equilibrium structure vertical excitation and the region
where the wavepacket is localized in configuration-space is called
the FC-region. Because the wavepacket created on the ES PES is
not a vibrational eigenstate anymore (in fact, the pump prepares a
superposition of vibrational eigenstates), it will evolve in time
according to the shape of the ES PES. From a classical point of
view, this may be understood by considering that at the FC-point
specific modes in the ES are displaced with respect to the GS and
therefore experience a force by the ES PES, resulting in a time
evolution described by Newton-like equations.173 One important
experimental consideration is that through the ISRS mechanism,
VC is also created on the GS surface. Whenever it is not possible
to spectrally resolve the contributions from excited and ground
state, more sophisticated pulse schemes might be employed as
described in ref. 168 and 174.

The initially created ES population or wavepacket is vibra-
tionally coherent (i.e., it displays the VC property) in two forms.
One is the synchronized motion of molecules at the population

Fig. 14 Elucidating the mechanism of ultrafast multi-mode rPSB11 (Rhodopsin) photoisomerization to rPSBAT (Bathorhodopsin) with impulsive
vibrational spectroscopy (IVS). (a) An ultrashort (o10 fs) laser pump pulse (blue arrow) generates VC on the ES PES, which is probed over time. The
green arrow indicates the probe wavelength with which the GS bleach, i.e., reduction in absorbance, of rPSB11 is detected. The photoinduced absorption
(PIA) of the photoproduct Batho is indicated with the orange arrow. The differential absorption DA (or DOD) spectrum is modulated by a frequency o that
is determined by the relevant normal modes. This is illustrated for the PIA of Batho in the bottom schemes, where the intensity at the probe wavelengths
l1 and l2 changes over time. The vibrational oscillations superimposed on the electronic kinetics become clear when the DA is probed at one wavelength
l1 (see bottom right). Notice that in this schematic the wavepacket passes through only one point in the IS, which is not necessarily the MECI.
(b) Differential absorption DA map of photoexcited rhodopsin with a 8 fs pump pulse at 500 nm. The dashed line at 560 nm indicates the maximum
absorbance peak of the PIA, forming on a sub-200 fs timescale. The inset below shows the slice of the DA at this probe wavelength, which exhibits
vibrational oscillations on top of the electronic kinetics. Reproduced from ref. 170 with permission. Copyright 2015 American Chemical Society.
(c) Wavelength resolved Fourier power map obtained after subtraction of the electronic kinetics by global analysis, followed by fast Fourier
transformation. The vibrational coherence (VC) observed in the DA map is composed of torsional (o400 cm�1), HOOP (800–1000 cm�1), C–C stretch
(1200–1300 cm�1) and CQC stretch (1500–1600 cm�1) modes. The latter two are also collectively referred to as bond length alternation (BLA). These
modes are included in the mechanistic drawing in (a) and visualised in Fig. 15. Although the IVS study suggested the HOOP mode to be the coupling
mode (the equivalent of the Q2 mode),170 CASPT2 calculations show that the BLA mode corresponds to Q2.152,171 Reproduced from ref. 170 with
permission. Copyright 2015 American Chemical Society.
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level caused by the specific shape of the ES PES (i.e., by the ES
force field), or intermolecular VC. Thus, this coherence corre-
sponds to a dynamical behaviour purely in a classical sense.175

One consequence of such state is that, at the single molecule
level, VC implies a specific phase relationships between two or
multiple normal modes and can be called intramolecular VC.
Conservation of VC throughout any photoinduced process
implies the conservation of this phase relationship. Decoher-
ence, on the other hand, implies partial randomization of
vibrational energy amongst all normal modes, as well as
dephasing of the initially vibrationally phased motion. As
demonstrated in Fig. 14, VC manifests itself as a time-
dependent modulation of a (photoinduced) transient transmis-
sion (recorded by a broadband probe pulse) with a frequency
determined by the energy differences between the excited
vibrational eigenstates, hence providing a spectroscopic marker
to study structural dynamics in the ES.169

Based on the torsional intramolecular VC experimentally
observed in the photoproduct, the extremely high reaction
speed (200 fs) and the lack of fluorescence, Wang et al. con-
cluded that rPSB11 photoisomerization in rhodopsin involves a
CoIn (type a photochemical reaction in Fig. 1), which has been
verified by subsequent studies.28 When using the vibronic
picture given by Fermi’s Golden Rule, the CoIn strongly couples
the ES vibrational eigenfunctions to those of the GS, which (i)
provides an efficient funnel back to the GS, explaining the
ultrafast (200 fs) reaction speed (which Fermi’s Golden Rule
can’t quantitatively account for, being limited to small pertur-
bations only) and (ii) rationalizes the survival of ES PES induced
VC created at the FC-point throughout the complete reaction
path.73,176 Indeed, neither the adiabatic photoreaction (type c)
nor the nonadiabatic photoreaction via a AC (type b) comple-
ment these observations, as these would involve a (partially)
equilibrated ES intermediate.

Kukura and co-workers revealed many other mode-specific
VCs in the photoproduct (Fig. 14c), including the FC-active (i.e.,
displaced on the ES PES with respect to the GS PES) bond-
length alternation (BLA) and hydrogen out-of-plane (HOOP)
modes (see below).170,177 In fact, the torsional mode VC is
indirectly activated through energy transfer from FC-active
modes and is therefore reaction-induced (see below). Further
support for a vibrationally coherent CoIn driven mechanism
was provided by the transient grating experiments from Miller
and colleagues.178

The above results suggest a coherent picture not only at the
population level, but also at the single molecule level in which
the temporally vibrationally phased motion of multiple modes
directs the molecule to the IS with the correct trajectory in
phase-space, facilitating an efficient nonadiabatic transition
directed towards the product.152 Accordingly, because the
initial phase-space trajectory involves the cooperative motion
of multiple modes, and because such motion is determined by
the slopes of the ES at the FC-point, rational design of CoIns to
control the velocity and QY of a photoreaction should take into
account the phase relationship of the relevant normal mode
basis.179,180 During these studies the researchers were thinking

of a rather compact propagating ES population maintaining
such compactness while heading to a single favoured CoIn
region (notice the single CoIn point in Fig. 14a). Below we will
see that a partial decoherence of the population may cause
decay at geometrically different CoIns of an IS segment, each
CoIn point being associated with different phase relationships
between critical modes.

3.1.2 Cooperative motion of three vibrational modes. From
the previous subsection it is clear that the first step in vision is
a vibrationally coherent ultrafast process. Additionally, the
relevance of a specific set of normal modes has been illustrated,
although it has not been clarified yet how exactly these normal
modes affect the reaction outcome. This subsection will show
computational results that support an ES progression involving
three relevant normal modes. The interplay between these
modes determines both the ES decay, as well as the stereo-
chemical reaction outcome, i.e., the trans : cis ratio.

The initial vibrational dynamics of excited rPSB11 is domi-
nated by the bond length alternation (BLA) mode which is
quantified by the difference between the average double-bond
lengths and the average of the single-bond lengths of the
conjugated chain. This initial relaxing motion can be rationa-
lized by considering the CT nature of the S1 wavefunction,
which shows a positive charge build-up at the b-ionone frag-
ment (Fig. 15a), resulting in a driving force to unlock the
double bonds and lock single bonds.113 As a result of this bond
length inversion, a torsional mode about the C11QC12 bond
becomes facile, which is accompanied by a torsional motion
along the adjacent C9QC10 bond.114,181 This volume-conserving
mechanism was referred to as the bicycle-pedal mechanism by
Warshel and is able to explain how an isomerization can take
place within a tight protein cavity.182 However, this motion is
aborted after decay to the GS, ensuring that only isomerization
at the C11QC12 double bond takes place, as was confirmed by
CASSCF-based QM/MM calculations.181,183

Up until the early 2000s, this two-state two-mode mecha-
nism involving the torsion that follows the BLA was considered
to be the mechanism for the photoisomerization of rPSB11.184

In fact, this was found to correspond to motion along the BP of
a single MECI point. Only when quantum-classical trajectories
computed using a complete QM/MM model of rhodopsin and
an ab initio multiconfigurational wavefunction (Fig. 15b),
became computationally feasible, the relevance of the HOOP
mode (Fig. 15c) in the coherent photochemical reaction was
recognized.113,185 The HOOP motion that appears to be primar-
ily one of the IS coordinates at the MECI, provides a measure of
the pyramidalization at the C11 and C12 atoms, reflecting their
sp3 character. Both the BLA and HOOP modes facilitate the
breaking of the p-bond, even before the torsional mode is
activated. Consistent with previous calculations, the first 5 fs
of the quantum-classical trajectories are dominated by BLA
motion (Fig. 15b). The HOOP motion becomes active after 15 fs
when the BLA mode has almost finished a quarter of an
oscillation and shows a periodic oscillation in the HOOP-
torsion subspace throughout the complete trajectory approach-
ing the CoIn (grey line), which implies the presence of a phase
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Fig. 15 Mechanism of rPSB11 to rPSBAT photoisomerization. (a) Two-state two-mode model. Initial charge redistribution upon photoexcitation is
accompanied by bond-length alternation (BLA) and followed by the torsional bicycle pedal motion. (b) QM/MM ES trajectory displaying the center of a
coherent wavepacket (red line) is described by three relevant normal modes: BLA, torsion and HOOP. The geometrical CoIn structure is shown at the top right.
The grey curves are the projection of the red trajectory on two normal mode coordinates. The dashed curve is the projection of the IS on the torsion-HOOP
subspace. Adapted with permission from ref. 113. Copyright 2017 American Chemical Society. (c) Definition of HOOP mode (b) and dop. Relative motion of
HOOP with respect to the torsion (a) is indicated with dop. (d) Schematic illustration of the effect of partial decoherence on the phase relationship between
HOOP and Torsion. As also detailed in ref. 100, this process can be described as the splitting of the initial populations (e.g. sp1 to sp3) each reaching the IS at
different times (e.g. t1 to t3). As a result, different populations decay with different phase relationships between HOOP and torsion. (e) Relation between relative
phase HOOP and torsion modes and orbital overlap required for p-bond reconstitution at decay point, represented by the CoIn structure on the top right
where t indicates the dihedral angle between the bisectors a and a0 (B�901 at CoIn). a + b and a0+ b0 indicate the phases of the p-orbitals at the two central

Chem Soc Rev Review Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
m

ar
s 

20
23

. D
ow

nl
oa

de
d 

on
 2

02
5-

07
-1

9 
05

:5
0:

37
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2cs00719c


2668 |  Chem. Soc. Rev., 2023, 52, 2643–2687 This journal is © The Royal Society of Chemistry 2023

relationship between these two modes. Albeit less perfect, such
a periodic oscillation mixes with motion along the BLA-torsion
subspace as well, clearly hinting towards a two-state three-
mode mechanism (i.e. implicating both the BP and the IS).
Although there appears to be a sequential activation of these
normal modes, which is due to the shape of the ES PES, the
periodicity of these two bimodal subspaces during the trajec-
tory is striking. Apparently, the FC-active BLA mode transfers its
energy to the torsional and HOOP modes, presumably through
anharmonic coupling. Such an anharmonic coupling-driven
activation of FC-inactive modes was also observed as a
reaction-induced VC in the ES dynamics of bacteriorhodopsin
by comparison of IVS and resonant Raman spectroscopy, in
which the first probes any ES active mode, whereas the latter
only probes FC-active modes.186 What these quantum-classical
trajectories thus show is that not only the ES PES force field
may generate VC (since the initial conditions are according to
Boltzmann statistics the role of femtosecond pulses is ruled
out), but also conserve it, as the wavepacket moves through the
(3N � 8)-dimensional IS. The geometrical structure of the CoIn
reached in B90 fs187 (i.e. different from the MECI) is schema-
tically shown at the top right in Fig. 15b and shows pyramida-
lization at C12, along with torsional and stretching
deformations with respect to the FC-point, showing clear type 3
CoIn characteristics (Section 2.2). It should be pointed out here
that the red trajectory represents the center of a wavepacket,
hence assuming VC at the population level. However, multiple
trajectories leading to the photoproduct are possible. Further-
more, the CoIn structure shown in Fig. 15b only corresponds to
a CoIn point, which is part of an IS. Indeed, multiconfigura-
tional quantum chemical calculations show that multiple CoIn
points associated with the same IS may be approached.113

Hence, the ES decay does not follow a single pathway, but
rather follows a variety of trajectories that may proceed through
different CoIn points belonging to the same wide, in terms of
C11QC12 torsion (B601 variation),100 IS segment.188 This
explains the HOOP deformation featured by the CoIn point of
Fig. 15b and it shows that the trajectories lead to CoIn points
where the HOOP mode is now mixed with the torsional mode
yielding a local BP oriented differently from the BP at the MECI
(see Fig. 3b for a schematic illustration).

The above process may be interpreted in terms of the
widening of an initially narrow wavepacket during the ES
propagation, caused by partial vibrational decoherence. This
process would then lead to different population fractions (or
subpopulations) decaying at different times at different CoIns
along the IS (see Fig. 15d). Each subpopulation will then decay
with a different phase relationship between the HOOP mode
and the torsion.

Now that it has been established that three modes are
involved in the ES decay of rPSB11, the next goal is to

understand how they control the QY and the stereochemical
outcome. According to the standard LZ model, a higher velocity
of a single reaction coordinate on the S1 PES towards the CoIn
would correlate with a higher QY.61 However, the results
described above, along with the discussion in Section 2.3,
strongly hint towards a multi-mode explanation that can also
be interpreted, as mentioned above, in terms of variations in
the Q1 and Q2 BP vectors at the ‘‘’reactive’’ IS segment.154,189

Different combinations of the C11QC12 torsion and HOOP
motion correspond to the Q1 vector (the opposite combination
will instead move the molecule along the IS),1 whereas a BLA
mode remains the Q2 vector.171

To understand how these modes work cooperatively to
control the branching between the trans-photoproduct
(rPSBAT) and the cis-reactant (rPSB11) and therefore the QY,
it is important to understand the mechanism of p-bond recon-
stitution. In Fig. 15e, it is shown how the relative motion of the
HOOP (b) compared to the torsional mode (a) controls the cis/
trans isomer ratio starting from a structure similar to the CoIn
which can originate from both the forward as well as the reverse
photoisomerization direction.113 An out-of-phase motion
(ddop/dt 4 0, in which dop is equal to a–b) leads to a–b0 and
b–a0 orbital overlap, resulting in successful isomerization (i.e.
the trans-product), whereas an in-phase motion (ddop/dt o 0)
leads to a–a0 and b–b0 orbital overlap and therefore an unsuc-
cessful isomerization (i.e. the cis-reactant). These two contrast-
ing situations are also illustrated in Fig. 15f, where
photoexcitation to the S1 state generates a wavepacket that
coherently evolves with a decreasing a and approaches the
ISS1/S0 with a distribution of dop values and an a value of roughly
�901. Successful isomerizations (indicated with red dots)
require a HOOP motion with positive velocity while a is
becoming more negative. In contrast, unsuccessful isomeriza-
tions occur when the HOOP motion is also becoming more
negative, i.e., in-phase with the torsional motion. Computa-
tional support for this HOOP-phase control was acquired
by artificially delaying the HOOP mode by decreasing either
its frequency or phase, which indeed resulted in smaller
QYs.113 Furthermore, other nonadiabatic molecular dynamics
studies of rhodopsin have confirmed that the phase of
the HOOP motion is crucial in determining the reaction
outcome.181,188,190,191 Again, this dependency on the phase of
the HOOP component of the motion leading to decay can also
be interpreted in terms of subpopulations decaying at different
locations along the IS, each location reached at different times
as illustrated in Fig. 15d. A recent computational study demon-
strated this concept, showing the effect of the degree of
decoherence acquired by the population during ES propagation
on the decay dynamics and QY.100

Although it has been mentioned already that the BLA mode
initially drives the wavepacket out of the FC-region, we now

carbon atoms, C12 and C11, respectively. Successful isomerization is achieved with out-of-phase motion of dop and a through overlap of the a and b0 lobes to
form the trans p-bond, whereas in-phase-motion prompts unsuccessful isomerization through orbital overlap between the a and a0 lobes which forms the cis
p-bond. (f) S1 wavepacket trajectory, represented by a Boltzmann population, evolving coherently along a and dop coordinates. Most successful decay events
(i.e. the largest isomerization QY) are achieved when ddop/dt 4 0, whereas unsuccessful decay events occur when ddop/dt o 0.100,113
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clarify its role in driving the photoreaction in the CoIn region.
Immediately after decay at the CoIn, the BLA mode determines
whether the GS wavefunction will be of diradical/covalent
(diabatic) character and therefore suitable for double bond
reconstitution, or of unbound CT character.113 In the forward
direction (rPSB11 to rPSBAT), the wavefunction switches to a
bonding diradical character only 20 fs after decay to S0, allow-
ing the HOOP motion to perform half an extra oscillation. At
this point, the HOOP motion is out-of-phase with the torsional
motion, yielding predominantly rPSBAT. In the reverse direc-
tion (rPSBAT to rPSB11) the wavefunction switches to bonding
character near the CoIn and therefore the HOOP-phase control
is already exerted much closer to where nonadiabatic decay
occurs. The critical role of the relative HOOP phase could
potentially enable a HOOP-phase driven approach to improve
QYs by either tuning the HOOP frequency or phase through
protein environment engineering, either retarding or speeding
up the HOOP motion relative to the torsional motion, provided
that the change of the HOOP amplitude is fast compared to the
change in torsion.152 Another way to change the relative phase
of the HOOP and torsional modes and thereby the QY is to fix
the HOOP frequency, but vary the torsional frequency. In fact, it
is likely that in nature the relative nuclear velocity of the
torsional mode is varied in different rhodopsins, resulting in
a variety of QYs amongst these proteins.152 While this appears a
viable modulation effect implemented by the natural selection,
in the next subsection we will see that in the lab it has been
possible to modulate QY by changing the HOOP frequency. A
major takeaway is that QYs can be improved by tuning the
relative phase and/or frequency of normal modes. Therefore,
any rational design method that aims to optimize QYs in
ultrafast photochemical processes, should consider the engi-
neering of VC effects. It should be mentioned that the degree of
VC itself also influences the QY, as was already mentioned in
Section 2.192,193

In the current analysis the contribution of the S2 state has
been disregarded, whereas recent mixed quantum-classical
simulations of rhodopsin indicate that S2/S1 mixing, governed
by opsin electrostatic interactions, in fact results in population
splitting on a 10–30 fs timescale.100 Such an event can be
viewed as a partial vibrational decoherence resulting in a
widening of the relaxing ES population in terms of temporal
width. As a result, the isomerization QY is the sum of the
fractional contributions from different subpopulations that
pass the ISS1/S0 at different times (see Fig. 15d and f), due to
the different dynamics at the ISS2/S1. Even though the S2 state is
involved in the initial relaxation dynamics and the decoherence
that results from the population splitting, the S1 PES topogra-
phy and the associated vibrational phase matching rules that
follow on a 30–150 fs timescale still determine the cis:trans
branching at the ISS1/S0 as illustrated in Fig. 15e. Nevertheless,
the impact of the S2 state on the isomerization QY once more
illustrates the general complexity of ultrafast photochemical
reactions, as the inclusion of another electronic state opens a
variety of additional reaction pathways of which their vibra-
tional dynamics should also be considered.

3.1.3 Vibrational phase isotope effect. The HOOP fre-
quency and phase changes discussed in the previous section,
imposed by hypothetical changes in the protein environment
surrounding rPSB11, were computationally shown to affect the
photoisomerization QY. As proposed by Schapiro et al., this
offers a method to rationally design photochemical reactions by
tuning the relative phase of relevant normal modes.113 Experi-
mental evidence of such tuning was acquired in 2018, where a
team of Olivucci, Kukura, Mathies and colleagues showed that
by deuterium substitution, the phase relationship between the
HOOP motion and the reactive torsional motion could be
altered, increasing or decreasing the QY depending on the
substitution pattern.194 They used the term vibrational phase
isotope effect to describe this phenomenon. This subsection
will elaborate on this effect and discuss its importance for
controlling ultrafast photochemistry.

By synthetizing several deuterium-substituted rPSB11 analo-
gues (Scheme 6) and regenerating these chromophores in the
opsin protein, followed by spectroscopic measurements to
track the QY and isomerization kinetics, they were able to
study the effect of isotopic substitution on the photochemistry
of retinal. Whereas the effects on the QY were great, the effects
on the isomerization kinetics were relatively minor. Both the
QYs of 11-D and 12-D decreased significantly (0.45 and 0.48
respectively), whereas the QY of 11,12-D2 was even slightly
improved (0.69) compared to native rhodopsin (0.63). Tradi-
tional secondary kinetic isotope effects cannot explain this
trend, as deuterium substitution would then lead to a decrease
in reaction rate. Additionally, from a simple LZ model, for
instance considering a reaction coordinate dominated by a
single torsional (or mixed torsional/HOOP) mode, it would be
expected that the HOOP motion would be retarded significantly

Scheme 6 QY and t (lag time, time to reach the CoIn from the FC-point)
values for different isotopomers of rPSB11.194
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upon deuterium substitution, decreasing the nonadiabatic
transition probability and QY.

Supported by nonadiabatic trajectory calculations, these
substitution trends were explained by an intramolecular vibra-
tionally coherent mechanism that involves a correctly phased
motion of a (C10–C11–C12–C13 torsion) and dop (H–C11QC12–H
HOOP) at the CoIn. As was explained by Schapiro et al., it is the
timing of the two motions at the point where the wavefunction
switches from antibonding to the bonding status that controls
the stereochemical outcome.113 Whereas the substitution has a
minor effect on the torsional mode, since the torsion is
predominantly localized on the carbon skeletal framework, it
exhibits a greater effect on the HOOP motion.190,195 As it is
mainly the torsional mode that drives the wavepacket through
the CoIn, modest changes in the reaction rate are observed.
Although changes in the HOOP motion do not affect the
reaction rate significantly, they do affect the branching ratio
at the CoIn (Fig. 15e). This is because in 11,12-H2 and 11,12-D2,
the C11-H/D and C12-H/D out-of-plane motions are coupled,
resulting in symmetric and anti-symmetric HOOP vibrations,
which maintain a certain phase relationship with the torsional
motion. Interestingly, it appears that the double deuterium
substitution results in an even improved phase matching as
demonstrated by its higher QY. In contrast, partial deuteration
reduces the vibrational coupling, leading to more isolated C–H
and C–D out-of-plane motions and consequently less sym-
metric and anti-symmetric HOOP motion, which has been
measured using resonance Raman spectroscopy.196 This in turn

leads to a poorer phase matching with the torsional mode,
inhibiting photoproduct formation. Furthermore, nonadiabatic
trajectory calculations revealed that the partially deuterated
11-D and 12-D chromophores were more sensitive to the initial
velocities than their symmetrically substituted counterparts, as
was shown by their more de-phased HOOP motion and hence
smaller VC.194 In contrast, the 11,12-H2 and 11,12-D2 chromo-
phores displayed nonadiabatic trajectory dynamics that were
relatively independent of the initial conditions, demonstrating
that the ES topography rather than initial velocities dominate
their ES evolution.

As these QY measurements were performed with incoherent
light sources, the impact of VCs at the single-molecule level and
its application in real-life systems irrespective of light condi-
tions is confirmed. Furthermore, the nonadiabatic trajectory
calculations with several initial Boltzmann conditions repro-
duce the QY trend in isotopic substitution, even though in the
femtosecond laser experiments a specific vibrational wave-
packet is prepared. Both the spectroscopic and quantum
chemical results discussed in the current section therefore
point towards a fully vibrationally coherent mechanism of
rhodopsin photoisomerization, which strongly relies on a coor-
dinated interplay of HOOP and torsion modes at the CoIn
(Fig. 16).197

3.1.4 Rhodopsin models. The high QY of the photoisome-
rization of rPSB11 in rhodopsin has been attributed to a
correctly phased-matched HOOP and torsional motion.113 The
surrounding opsin protein is crucial in shaping the S1 PES and

Fig. 16 Vibrationally coherent and ultrafast rhodopsin photoisomerization. Compared with the one-mode representation of Fig. 14, this multi-mode
model includes both the torsional and HOOP modes (Fig. 15). After photoexcitation of rPSB11 (11-cis) to the FC-point on the S1 PES, the coordinated
motion of these modes with conserved relative phases guides the wavepacket to the CoIn, where the torsional angle is approximately 901. The dynamical
phase relationship of these modes controls the branching at the CoIn. Efficient isomerization to the all-trans product (rPSBAT) relies on an out-of-phase
mode relationship (orange path). An in-phase relationship, however, results in frustrated isomerization, yielding the reactant 11-cis. Adapted with
permission from ref. 197.197
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therefore the relative phase of these two modes. Changes in
the protein environment are therefore expected to alter the
QY significantly. One way that this can be mimicked is
through the application of external forces at specific parts of
a molecule. This strategy has been explored by Valentini et al.
who studied the rPSBAT to rPSB11 photoisomerization using a
reduced model with nonadiabatic trajectory simulations
(Scheme 7).198 When pulling forces (see Fext in the scheme)
were applied axially to the terminal groups, the QY of C2QC3

isomerization was enhanced, which is counterintuitive since
the product is a more compressed molecule. The explanation
provided involved the relative phase of the torsional motions of
the C1–C2–C3–C4 and H–C2–C3–Me dihedral angles that was
modulated by this mechanical force. Specifically, the force can
be tuned such that motion of these torsional coordinates at the
nonadiabatic decay point is in-phase, favoring the branching at
the MECI towards the product.

Another clear manifestation of the phase matching rule was
discovered in the 13-cis (rPSB13) to all-trans photoisomerization
of Channelrhodopsin 2, which is a protein widely applied in
optogenetics (this is a microbial rhodopsin with an ion-gating
function, but here we discuss it as a rhodopsin analogue).199

Based on nonadiabatic molecular dynamics simulations, a
positive (negative) HOOP velocity at the nonadiabatic decay
event correlated to the trans (cis) isomer. A similar QY was
found for a mutant protein that changes the electrostatic
environment of the rPSB13 chromophore significantly. In con-
trast with the standard LZ model, a longer lifetime was found in
the mutant, which was explained by the introduction of an ES
barrier prior to the CoIn (see Fig. 5c).

Filatov et al. studied a rPSBAT model using direct nonadia-
batic dynamics, confirming the role of relative phase in con-
trolling the QY.200 In short, they pointed out that the QY for the
photoisomerization at the central C2QC3 bond is not only
controlled by the HOOP motion, but also by its synchronization
with two lower frequency modes, being a C–C torsional mode
and a scissoring (bending) mode of the allyl and vinylamine
moieties around the C2QC3 bond. More specifically, anti-
synchronization between the scissoring mode and the Q2

vector, which is a combination of the C–C torsion and HOOP,
results in a higher isomerization QY at the C2QC3 bond. In
contrast, when the trajectories are less synchronized, a greater
propensity for the backward direction (IC) was observed.
CASSCF nonadiabatic molecular dynamics calculations on a
similar model compound show consistency with these results,
highlighting the synchronization of HOOP and torsion for
controlling the QY.201,202

In a different and more simplified rPSB model (Scheme 7),
Vukovic et al. showed with nonadiabatic dynamics how the
photochemistry of double bond isomerization could be con-
trolled by predistorting certain dihedral angles.203 The coop-
erative motion of the corresponding torsional modes was
shown to be a prerequisite for forcing a double bond isomer-
ization at a NQC1 bond instead of a C2QC3 bond. The protein
environment controls the isomerization QY by imposing differ-
ent predistortions, resulting in different torsional velocities due
to the modified ES slopes. As the torsional modes are distorted
to different extents their phase relationships are altered.69,204

The importance of the coupling between the HOOP mode
and the torsional mode was highlighted by Bovee-Geurts et al.

Scheme 7 Chemical structures of chromophores and molecular switches discussed in Sections 3.1.4 and 3.2. The blue and green arrows indicate
relevant single or double bond rotations. The black arrows in the upper left structure indicate a scissoring mode.
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in their Fourier-Transform Infrared study on several analogues
of rhodopsin and isorhodopsin, which incorporates the cis-
double bond at the 9-position instead of the 11-position.205 The
smaller QY of isorhodopsin (0.26) compared to rhodopsin
(0.67) was explained by the distortion of the HOOP mode and
consequently poorer coupling to the torsional mode. Interest-
ingly, this coupling was improved again by introduction of a
cyclopropyl group at the 9-position in isorhodopsin, resulting
in a higher QY (0.39).

3.2 Other ultrafast double bond photoisomerizations

Ultrafast double bond photoisomerizations appear in a wide
variety of both biological and artificial molecular systems. This
section demonstrates how mechanistic details acquired for
rhodopsin photoisomerization, which we outlined in the pre-
vious section, apply to other systems as well.

The ES VCs that were spectroscopically observed throughout
the ultrafast (175 fs) E to Z photoisomerization of the truncated
Cph1D form of phytochrome Cph1 (Scheme 7, E is shown)
suggest that a phase relationship between modes that facilitate
the nonadiabatic transition is conserved.206 Furthermore, one
of these oscillations was assigned to a retinal-like HOOP (H15)
motion, whereas another has been inconclusively assigned to a
D-ring torsional rotation.207 In addition, these modes were
assigned to Q2 and Q1, respectively. Despite these observations,
it is not clear yet how the isomerization QY (0.10) is controlled
by the relative phase of these modes. This will need to be
addressed in the future.

The hula-twist mechanism for double bond photoisomeriza-
tion provides another example where the cooperative motion of
multiple modes (concerted single-bond and double bond rota-
tion) drives photochemical reactions and has been observed in
vitamin D, polyenes and stilbene, all involving a type 1
CoIn.107,208–210 Given the type of molecular skeleton of the
chromophore and the protein constraints a hula-twist mecha-
nism (aborted or not aborted) may also operate in phyto-
chromes. Additionally, such a mechanism has been discussed
in the family of green fluorescent proteins (GFPs),211 which act
as a live-cell fluorescent imaging tool to monitor cellular
processes,40 although involving an electronically distinct
S1(pp*)/S0 CoIn due to the CT nature of the ES (i.e. a type 3
CoIn). The high fluorescence QY in wild-type GFP is explained
by a restricted fP torsional motion in the p-hydroxy-
benzylidene-2,3-dimethylimidazolinone (HBDI�) chromophore
due to strong electrostatic interactions, which are diminished
in the isolated chromophore,212 leading to enhanced
torsional motion and consequently a fluorescence quantum
yield of practically zero.213 Due to the variety of protein envir-
onments and chemical modification of its chromophore,
GFPs may display a variety of functionalities, including
photoisomerization.214 As an example, Zhang et al. performed
QM/MM based trajectories on a mutant-GFP which, after gen-
eration of the anionic fluorophore through ultrafast proton
transfer, undergoes photoisomerization through a concerted
hula-twist mechanism involving asynchronous P-bond
rotation (fP, C5–C4–C3–C2 dihedral angle) and I-bond rotation

(fI, C4–C3–C2–C6 dihedral angle) (Scheme 7).215 Although these
two modes are asynchronous, i.e. they do not start simulta-
neously, they maintain a certain phase relationship upon
reaching the CoIn. Furthermore, the synchronized motion of
the H15 HOOP mode with the fI mode was deemed important
to lower the ES barrier to reach the CoIn.

A recent combined spectroscopic and computational study
on the ES dynamics of isolated HBDI� investigated the rele-
vance of the relative phase between the HOOP mode and the fI

mode in controlling the QY of the isomerization of the C2QC3

bond (see Scheme 7) through the corresponding energetically
uphill IS (Fig. 17).96 The distribution of nonadiabatic events
(spawns) along the HOOP and I-torsion coordinates shown in
Fig. 17a has maxima centred around out-of-phase configura-
tions (Fig. 17c), where the direction of pyramidalization of the
methine carbon (C3 in Scheme 7) is opposite to the torsional
direction relative to 901. The localized orbitals in Fig. 17d
demonstrate how the out-of-phase direction of the HOOP mode
relative to the torsion maintains the electronic degeneracy,
forming the MECI-I (type 3, Section 2.2). Depending on the
sign of the I-torsion, either the MECI-I+ (positive) or MECI-I2+

(negative) is reached, which are connected on the IS through a
certain linear combination of HOOP and I-torsion (see black
lines in Fig. 17a). Because the latter CoIn is closer to the FC-
point (Fig. 17b), the majority of nonadiabatic events occur in
this region. However, whereas nonadiabatic decay through
MECI-I+ predominantly yields the E isomer (photoproduct)
due to the negative HOOP phase, passage through MECI-I2+

results in formation of predominantly the Z isomer (reactant)
due to the positive HOOP phase. Therefore, a HOOP-phase
control similar to the one described in the rhodopsin photo-
isomerization (Section 3.1) appears to operate in the HBDI�

chromophore and potentially in GFP variants.
The C3QN4 double bond in Me-FlOH, a model compound of

the fluorophore in bacterial luciferase (Scheme 7), is ring-
locked, allowing only IC as a relaxation pathway that involves
a highly twisted S1(pp*)/S0 CoIn (type 3, Section 2.2) through
large dihedral angle distortion of C1–N2–C2–N4. The barrierless
pathway towards this CoIn involves a sequential BLA stretch
and out-of-plane deformation of the pyrimidine ring, that is
similar to the relaxation pathway in cytosine and other pyrimi-
dine bases.216–218 Despite the clear requirement of cooperative
motion of two modes for nonradiative decay in these systems, it
has yet to be investigated how the relative phase of these modes
drives IC.

The photoinduced double bond isomerizations present in
biological systems have inspired chemists to design biomi-
metic switches that can perform the same function, in parti-
cular the optomechanical energy transduction found in
rhodopsin.73,167 One major asset that these switches should
demonstrate is VC throughout the complete reaction path,
since a phase relationship between relevant modes should be
conserved to achieve high QYs (Section 3.1). Since wavepacket
decoherence is more significant on flat PESs, a prerequisite for
conservation of VC is a steep gradient towards the CoIn.
Chemical modification can be used to engineer VCs as
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demonstrated in a N-alkylated indanylidene–pyrroline (NAIP)
biomimetic switch (Scheme 7).155 Whereas in Z-1 VC of a
normal mode created on the S1 PES was conserved in the
photoproduct, the VC generated on the ES PES for the demethy-
lated E-2 was not observed. The corresponding QM/MM energy
profiles and nonadiabatic trajectories rationalized this by an
initial twist present in Z-1 that shapes the S1 and S2 PESs such
that they are separated in energy so that the FC-region on the S1

PES displays a steep gradient towards the S1(pp*)/S0 CoIn
(type 3, Section 2.2).155 This twist is not present in E-2, resulting
in a flatter ES PES and therefore reduced VC, presumably due
to enhanced S2/S1 character mixing similar to rPSB11 isomer-
ization in methanol compared to the opsin environment
(Fig. 10).99

Although only the torsional mode VC was spectroscopically
detected for Z-1, the nonadiabatic trajectories showed a coor-
dinated interplay of modes similar to rhodopsin.173,219 An
initial BLA stretching relaxation (10 fs) is followed by large
out-of-plane pyrrolinium ring deformations and double bond
torsion. It has been hypothesized that C3 (see Scheme 7), and
less likely C20 (due to the bulkier substituent), out-of-plane
motions (COOP) mimic the HOOP motion in rhodopsin by
restoring the p-orbital overlap through pyramidalization of C4

(and C10).220 However, since the COOP motion is lower fre-
quency than HOOP, the phase of the COOP mode might not
change significantly upon reaching the CoIn. A poorly phase-
matched COOP motion with respect to the torsional motion
around the C10QC4 double bond could then be the reason that
the QY in these compounds remain as low as 0.20. Alternatively,
the phase matching rule may not be valid if the COOP velocity
is too low, even though the relative phase is correct. On top of
this, as the substituents at the reactive double bond are almost
identical, the torsion and COOP modes are more strongly
coupled than the torsion and HOOP in rPSB11, which could
result in a slower torsional motion. The slower propagation
along the reaction coordinate could lead to a broader popula-
tion decaying on a longer time scale and, possibly, to a full
range of phase relationships rather than a single favorable one.

The reasoning above suggests that turning on VCs by
chemical substitution, along with optimization of the phase
relationship between relevant normal modes, is a promising
tool to control QYs.221,222 For double bond isomerization, these
relevant normal modes typically involve torsional modes that
are coupled to a pyramidalization mode, as has been observed
for molecular motors as well.74,223 For instance, a recent
quantum dynamics study on a chiral N-alkyl imine motor

Fig. 17 Phase relation between HOOP and I-torsion in HBDI� chromophore in the vicinity of the I-torsional IS.96 (a) S1 and S0 PES contour plots as a
function of HOOP and I-torsion coordinates. The black arrow in the top panel indicates the minimum energy reaction path after photoexcitation to the
FC-point. The yellow diamonds display the locations of two relevant MECIs (type 3, Section 2.2) along the I-torsion IS (black line connecting the two
diamonds), MECI-I+ and MECI-I2+ (their geometrical structures are also shown in (c)), where the + sign indicates the enantiomeric direction (the other
direction is not considered here). Nonadiabatic S1 to S0 transfer events (spawns) were computed with the AIMS method. The open green circles represent
events resulting in the Z isomer, whereas the blue plus signs indicate events resulting in the E isomer. (b) Three-dimensional representation of the
contour plots in (a). The black line again indicates the minimum energy reaction path from the FC-point to the I-torsional IS. The yellow points indicate
the MECI structures that are connected by the grey line (the IS). The two black dots on the S1 PES correspond to in-phase and out-of-phase
configurations at the same I-torsional angle (see (d)). The red lines demonstrate the coordinates where the S1 and S0 PESs become degenerate, i.e., form
the IS. (c) Schematic representation of HOOP and I-torsion modes (fI in Scheme 7), indicated with their frequencies as estimated from the dynamics.
(d) Localized orbitals on the I-ring (i) and methine bridge (b) for the in-phase and out-of-phase configurations indicated in (b). At this large I-torsional
angle (B901), these two orbitals are orthogonal, which results in an electronic degeneracy between S1 and S0. This degeneracy is lifted with I-torsional
motion but is counteracted by the out-of-phase HOOP motion, which conserves the orthogonality between i and b. Reproduced with permission from
ref. 96. Copyright 2022 Royal Society of Chemistry.
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showed how the interplay of carbon pyramidalization, nitrogen
out-of-plane, and torsional modes may control the CQN photo-
isomerization QY and therefore the bias for unidirectional
rotation.224

3.3 Other photochemical and photophysical processes

The current section aims to investigate the applicability of
the phase matching rule for rhodopsin photoisomerization
(Section 3.1) to any ultrafast vibrationally coherent ES process.
The first reaction-induced VCs, i.e. generated by the ES PES far
from the FC-region, have been measured by femtosecond laser
pulse experiments on photodissociation reactions in the late 80s
and 90s.225–229 As these reactions frequently involve a single
stretching coordinate, one can, in principle, apply the standard
LZ model (Scheme 5). On the other hand, since photochemical
pericyclic reactions often involve multiple PESs and CoIns,
analysis of the vibrational dynamics in these reactions may be
challenging.9–11,105,230 Nevertheless, the concerted nature of
these ultrafast reactions has been demonstrated and VCs have
been detected for relevant reaction coordinates, such as in the
electrocyclic ring-opening of 1,3-cyclohexadiene to Z-hexatriene
(more specifically to its cis-Z-cis conformer).23,231,232 However,
the direct assignment of the detected VCs to the Z-hexatriene
product motion remains speculative for this particular reac-
tion, which occurs within 68 fs upon S1(pp*) excitation, as was
recently observed with TRPES.23 The retro-Diels–Alder reactions
of several cationic cyclic alkenes exhibited VCs, which could be
identified as product VCs by mass-resolved detection, indicat-
ing a concerted mechanism.233

Haiser et al. performed a joint time-resolved spectroscopic-
quantum chemical study on the photochemically allowed dis-
rotatory 4p-electrocyclization in lesion dinucleotides (simpli-
fied structures are shown in Fig. 18a) to understand UV-
induced processes in DNA, clearly demonstrating the coopera-
tive motion of multiple modes (red path in Fig. 18b).234 This
reaction presumably proceeds through a type 1 CoIn involving
an in-phase and out-of-plane (disrotatory) motion of N3 and C6
(the carbon atom making the new s bond) after formation of an
ES minimum in the (pp*) state. Despite the activation barrier
on this path, which is associated with a long ES lifetime
(130 ps), the reaction QY is not negligible (0.082).235 Note that
in this case the inverse correlation between ES lifetime and
reaction QY predicted by the standard LZ model does not apply
as it assumes a barrierless reaction path (Fig. 5b). Cleaving the
phosphodiester backbone results in the formation of an ener-
getically more accessible CoIn that forms an efficient funnel
back to the reactant (green path in Fig. 18b) through out-of-
plane motion of N3 accompanied by C4 pyramidalization,236

similar to the aborted double bond isomerization for the CoIn
(type 3) found in 5-methylpyrimidinone (5M2P, see structure in
Fig. 18a).217,237 The latter motion cannot occur in the intact
backbone lesion structure, due to the ring strain from the rigid
macrocycle, forcing the ES wavepacket to change its direction to
CoInDewar (red path). Although this mechanism implies com-
petition between population of similar molecular modes, it
represents a case distinct from the one discussed above for

rhodopsin where the HOOP and isomerization mode of rPSB11
contribute to propagation towards a single reactive IS segment.
Instead, this case is more reminiscent of a situation like the one
depicted in Fig. 5e where the intact backbone modifies the
topography of the ES PES to favour one type of CoIn (type 1)
rather than the other (type 3).

Singlet fission is a photophysical process that converts a
singlet ES (S1) molecule into two triplet ES (T1) moieties via a
correlated triplet pair intermediate (1TT) (Fig. 19a), which has
the potential to increase the theoretical power conversion
efficiency in organic photovoltaics (OPVs).238 Multiple studies
on thin film singlet fission materials have shown that not only
both intramolecular and intermolecular nuclear motions are
relevant for driving the singlet fission, but also that the ultra-
fast S1 to 1TT conversion is vibrationally coherent,239–242 which
might be switched off by solvent effects.243 For a complete
overview of the vibronic coupling mechanisms in ultrafast
coherent 1TT formation, the reader is referred to the recent
review by Kim and Musser.244 As an illustration, we focus here
on one study where the nature and coordinated interplay of the
critical normal modes in a pentacene dimer have been eluci-
dated using a combination of IVS and fully quantum mechan-
ical tree-tensor network state simulations (TTNS).245 By
tracking the impulsively generated VCs after photoexciting
the S1(pp*) state, Schnedermann et al. concluded that the
wavepacket survives the nonadiabatic transition, hypothetically
through a CoIn.103 Combining the spectroscopic data with the
TTNS method,246 a detailed molecular movie of the first 200 fs
of this singlet fission trajectory could be produced, showing a
periodicity in the tuning-coupling mode (practically the Q1 and
Q2 vectors of the BP, respectively) subspace that indicates the
conservation of a phase relationship between these modes
(Fig. 19c). The initial 75 fs are dominated by the tuning mode
(vertical orange displacement) that relaxes the wavepacket out
of the FC-region by in-plane ring deformations, stretching the
central pentacene–pentacene bond length effectively. In the
next 125 fs, the activity is shifted towards the coupling mode
(horizontal green displacement) that twists this central bond,
enforcing a deviation from orthogonality between the penta-
cene moieties which causes transient overlap between their
orbitals, eventually forcing the nonadiabatic S1 to 1TT
transition.247 Even though the reaction appears as a subse-
quently coordinated process in which the photon energy is
initially funneled into the tuning mode (A1) after which via
energy transfer the B1 mode becomes active, similar to the BLA
and HOOP-torsion sequence in rhodopsin (Section 3.1), at every
stage there is a cooperative motion of these modes that implies
an intramolecular vibrationally coherent process. However,
from these simulations it is not evident yet how the relative
phase of the tuning and coupling modes controls the near ideal
efficiency of 192% for the singlet fission process, which has
been quantified by the triplet QY in toluene.248 The phase
relationship described in this case appears to focus on the
change in the reaction coordinate along the ES PES of the
system. Nevertheless, it is likely that the understanding of
the QY also requires the comprehension of the decay at an IS
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segment and, therefore, the participation of one or more extra
vibrational modes in the decay process.

Several recent studies focus on the interpretation of the VC
spectral evidence in terms of wavepacket evolution along
different vibrational modes. The importance of VCs and their
link with CoIns has been recognized in OPVs, where energy
transfer and electron transfer should be controlled.249–252 For
instance, it has been suggested that VC enhances the efficiency
of energy transfer in a photosynthetic dimer model system253

and charge separation at a donor-acceptor interface.254 More-
over, the intimate coupling between vibrational modes and
energy transfer in photosynthetic functions is gaining more
attention over the years, driven both by (two-dimensional

electronic) spectroscopic achievements255–258 as well as mixed
quantum-classical simulations, which clearly show a coopera-
tive effect of multiple modes.259,260 Despite this, often a single
mode is assumed to be relevant in the description of vibronic
coupling.261–263 However, as has been illustrated multiple times
now in this review, there may be coupling of electronic states to
multiple vibrational modes, strongly affecting the dynamics
and involvement of CoIns.264 Tracking reaction-induced VCs in
photoexcited donor–acceptor–donor (D–A–D) dyes has been
used to distinguish between the formation of excimer and
charge transfer (CT) states,265 and to elucidate the (bimodal)
reaction path of ultrafast intermolecular electron transfer
in an electron-donating solvent266 and at dye-semiconductor

Fig. 18 (a) Reaction schemes for photochemical dynamics of dinucleotides T(6-4)CT with an intact and cleaved DNA backbone. Note that only the
photochemically active core of T(6-4)CT is shown, indicating the remaining part of the DNA backbone with a black line. Photoexcitation of T(6-4)CT with
an intact DNA backbone results in formation of the Dewar valence isomer, whereas T(6-4)CT with a cleaved DNA backbone results in IC, having a similar
CoIn mediated decay mechanism as 5-methyl-pyrimidone (5M2P). (b) Photochemical and photophysical pathways on the ES PES illustrated for these
structures. After photoexcitation to the pp* state, an initial relaxation on the S1 PES leads to an ES minimum for both the intact and cleaved (without the
phosphodiester group) backbone structures. From there, the cleaved structure follows the green pathway to reach CoIn5M2P, which is an efficient funnel
for IC. In contrast, for the intact structure this CoIn is not accessible and hence follows the red pathway to a type 1 CoInDewar that leads to either
formation of the Dewar valence isomer or the reactant (IC).234 Adapted with permission from ref. 234. Copyright 2011 John Wiley and Sons.
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interfaces.267,268 Increasing the electron-donating character
by chemical substitution resulted in faster electron transfer
reactions in naphthalenediimide (NDI) dyes (Fig. 20a), which
was rationalized by the conservation of VC throughout the
reaction.269 Crucially, the dye with the fastest electron transfer
(shown in Fig. 20a) displayed two relevant VCs in the
product involving NDI ring distortion and stretching coordi-
nates, modulating the coupling between D and A. However, the
detailed structure of the CoIn and mechanism of cooperation
between these two modes, possibly involving an IS segment,
could not be determined with just these one-dimensional
spectroscopic techniques. Experimental methods that may
elucidate the role of multi-mode vibronic couplings in ultrafast
ES processes are two-dimensional techniques, such as 2D
electronic,161,270 2D vibrational271,272 and 2D vibrational–elec-
tronic spectroscopy.273–275 However, even these techniques
reach their full potential when combined with nonadia-
batic molecular dynamics simulations to elucidate the IS
structure,276 as was demonstrated by the recent 2DES study
from De Sio et al., who discovered the first intermolecular CoIn
and the relevant coupling and tuning modes in an organic
A–D–A oligomer.277 The reader is referred to the excellent review
by Scholes and co-workers for an overview of 2DES techniques as
well as their application to a number of case studies.278

Despite this finding, CoIns in OPVs and other optoelectronic
materials have generally been regarded as funnels for IC,
leading to charge losses. Theoretical investigations on the
structure of CoIns and the relevant vibrational dynamics are
again key to avoid these unfavorable decay channels, as tenta-
tively demonstrated for fluorescent molecular crystals,39 D–A
dyes36 and (nano)materials, in which defect-induced CoIns
(DICIs) are associated with fast nonradiative decay.37,280–284

The relatively low IC rates in lead-halide perovskites,285 which
are organic–inorganic hybrid materials considered for next-
generation PV applications, have been computationally
explained by the energetic inaccessibility of CoIns in molecular
and nanomaterial sized models.286

Molecular inorganic systems often find applications in
photocatalysis, in which photoinduced electron transfer might
be in competition with IC. Retarding specific vibrational modes
by rigidifying the chemical structure to facilitate photoredox
chemistry is a strategy that was recently applied by McCusker
and co-workers with the aim of extending the MLCT lifetime in
a Fe(II) complex.287 IVS was used to identify the modes involved
in IC, as these appeared as vibronic coherences. The term
vibronic is used here instead of vibrational to emphasize that
the coherence is maintained across two electronic states. These
vibronically coherent modes were synthetically modified to
decouple them from the IC reaction coordinate (Fig. 20b),279

resulting in a 20-fold lifetime increase. Targeting vibronic
coherences has great potential to understand and control other
ultrafast ES processes, such as ISC,288,289 proton-coupled elec-
tron transfer290 and singlet fission.291

Although ISC is often regarded as a much slower process
than IC due to the spin-forbidden character of this nonadia-
batic transition, in some cases it may be ultrafast even in

Fig. 19 Multi-mode mechanism for ultrafast singlet fission. (a) PES visual-
ization for a general singlet fission reaction. After photoexcitation to the S1

state, the correlated triplet-pair 1TT is populated on an ultrafast timescale
through a CoIn, which on a slower timescale decoheres into two triplet
states T1.

241 Adapted with permission from ref. 241. Copyright 2015
Springer Nature. (b) Vector visualization of the relevant tuning (A1) and
coupling (B1) modes for the S1 to 1TT conversion in the pentacene dimer
DP-Mes, shown as truncated molecular structures for clarity purposes.
(c) Correlation plot for the amplitudes of the A1 and B1 modes during the
first 200 fs of the singlet fission trajectory. Indicated in orange is the
tuning-mode dominated regime and indicated in green is the coupling-
mode dominated regime. The arrows indicate the direction of the trajec-
tory. The quantum dynamics calculations made use of a tree-tensor
network state simulation (TTNS).245 Adapted from ref. 245, licensed under
a Creative Commons Attribution 4.0 International License.
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the absence of heavy-atom induced strong spin–orbit
coupling.292–294 In a nonrelativistic description ultrafast ISC
involves a singlet–triplet crossing, which is topologically not a
CoIn (in a fully relativistic description this can be seen as a
CoIn)295 but rather a linear—i.e. not conical—crossing part of a
3N � 7 IS as the off-diagonal elements are zero for different
spin multiplicities (eqn (2), Section 1). Nevertheless, the cou-
pling of multiple vibrational modes could be relevant to the ISC
dynamics in transition–metal complexes leading to mecha-
nistic pictures similar to the ones discussed above. Spectro-
scopically observed vibrational and vibronic coherences are
again relevant markers to track and control ISC and IC
pathways.288,296 Khalil and co-workers studied the photoche-
mical dynamics of a Ru(II) complex with 3D EV spectroscopy,
which is a technique capable of following vibronic couplings
involving multiple normal modes.297 Clear evidence of the
cooperation between two normal modes to reach the 3MLCT
state through a singlet–triplet crossing was provided in
this study.

Recent ground-breaking work of Ihee and co-workers
demonstrated how femtosecond time-resolved X-ray liquido-
graphy (TRXL) could reveal real-time wavepacket trajectories in
the photoinduced asynchronous bond formation of a trimer
gold complex, [Au(CN)2

�]3, from its monomers in an aqueous
solution.298 The multidimensional wavepacket trajectory in
Fig. 21 shows how after excitation to the FC-region in the S1

state, its evolution on the T1
0 PES in the first 60 fs is dominated

by formation of one covalent bond (RAB) and within 360 fs the
next one (RBC), which along with increasing bond angle (y)

eventually yields the T
0
1 equilibrated linear trimer complex.

From the RAB–RBC subspace it is clear how the temporal
changes in both coordinates are correlated, implying a vibra-
tionally coherent ultrafast photochemical reaction. The atomis-
tic motions associated of RAB and RBC could also be fitted to the
sum of two symmetric stretching modes.299

4. Conclusion and outlook

Above we have seen how, in general, the control of ‘‘elemen-
tary’’ ultrafast photochemical processes requires information
on the precise dynamics leading to the IS. This is provided by
state-of-the-art time-resolved spectroscopic and computational
studies that, in recent years, have produced results leading to a
significantly refined and extended mechanistic spectrum of
these processes. This conclusion is schematically illustrated
in Fig. 22 that displays the limiting mechanisms affecting the
product/reactant branching ratio of a barrierless photochemi-
cal reaction of the type shown in Fig. 5b and 6. In Fig. 22a we
display what is, essentially, a one-mode mechanism implying
decay at a single critical CoIn usually assumed to correspond to
the MECI. In such a situation, the population propagates along
a single ES path ultimately entering the BP along a specific
direction, which is described by a combination of Q1 and Q2. If
this direction is known one can apply the standard LZ model
that predicts that an increase in nuclear velocity at the point of
decay (this may as well arise from a steeper slope of the ES PES)
leads to an enhanced QY. As discussed above, this simple
conclusion has opened the route to the rationalization of many
trends observed by chemical substitution in this review.61

Despite its successes, the one-dimensionality of the reaction
coordinate that the above model assumes fails when the
photochemical reaction mechanism is of multi-mode charac-
ter, and it becomes important to consider decay at multiple
CoIn points along the IS. Such a mechanism is shown in
Fig. 22b and is consistent with the studies of the photoisome-
rization of the rPSB11 chromophore in rhodopsin where the
‘‘reaction coordinate’’ is described by a number of parallel
trajectories each displaying distinct dynamic changes in the
weights of the HOOP and torsional modes.134,153 The final QY
is, therefore, given by the sum of different QY contributions
determined by the evolution of the phase relationship of each
trajectory and, in turn, the velocities at decay that may also have
opposite orientation for different subpopulations. It is appar-
ent that the multi-mode mechanism can lead to the failure of

Fig. 20 (a) Vectorial representation of a vibrational mode from a D–A dye
involving C–N stretching and NDI ring distortion, which was observed as a
VC in the product of an ultrafast electron transfer reaction. Not shown is
the antisymmetric analogue of these two reaction coordinates which was
detected as a product VC in this D–A dye as well.269 Adapted with
permission from the ESI of ref. 269. Copyright 2021 American Chemical
Society (b) Fe(II) complex with polypyridyl ligand (left structure) shows
large-amplitude motion which facilitates fast nonradiative decay when
excited to the MLCT state. Blocking these modes through addition of
copper (right structure) results in a significantly longer MLCT lifetime.279

Grey: carbon. Blue: nitrogen. Orange: iron. Green: copper. White: hydro-
gen. Red: oxygen. Reproduced with permission from ref. 279. Copyright
2020 Springer Nature.
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the standard LZ model. For instance, such event would explain
an ‘‘anti-LZ’’ correlation, i.e. slower nuclear velocity leading to

enhanced isomerization QY.205 In addition, and irrespective of
the operating mechanism, the observation of VCs in complex

Fig. 21 Photoinduced asynchronous bond formation of the gold trimer complex [Au(CN)2
�]3. Excitation with a pump pulse generates an ES wavepacket

in the S1 state, which undergoes ISC to populate T1
0 in 20 fs. (a) Evolution of ES wavepacket in T1

0 as a function of multiple nuclear coordinates, RAB, RBC

and y, which show significant changes in the early timescale (o360 fs). Some representative points during this period are indicated with red dots. The
trajectory in the RAB � RBC subspace is shown at the bottom. At later time (4360 fs), oscillations around the equilibrium structure of T1

0 occur, of which
the equilibrium coordinates RAB and RBC are indicated with red dashed lines. (b) Geometrical transient structures at representative points in time, showing
with red and blue arrows the changes in bond lengths and angle respectively. Whereas the yellow dots represent the geometrical evolution of Au atoms,
the grey dots represent the Au atoms in the FC-region. Covalent bond formation is visualized with the thick black lines. The CN ligands are omitted for
clarity.298 Reproduced with permission from ref. 298. Copyright 2020 Springer Nature.

Fig. 22 Limiting mechanisms for an ‘‘elementary’’ ultrafast photochemical reaction. (a) One-mode mechanistic picture. The MECI is accessed along a
single specific mode (reaction coordinate) describing the trajectory along the BP of a compact (vibrationally coherent) population. The QY is proportional
to the corresponding velocity at the decay point (see inset on the top-left). Such mode does not necessarily correspond to the mode driving the system
out of the FC region. In fact (see trajectory region highlighted in grey), the ES trajectory may be described by a ‘‘curved’’ coordinate featuring sequential
progression along different modes. (b) Multi-mode mechanism. In this case the populations are less compact or partially fragmented thus generating a
set of subpopulations reaching the IS at different times (e.g. t1, t2 and t3) and along different BP modes (see also Fig. 3b). Along each trajectory the phase
relationship between different modes belonging to BP and/or IS (e.g. Q1 and Q3) changes resulting in different velocity patterns at decay. The QY now
becomes a much more complex quantity featuring the contributions of each subpopulation (see insets on the left).
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molecular systems throughout the complete photoisomeriza-
tion path strongly hints towards a higher-dimensional reaction
coordinate that incorporates multiple normal modes and their
coordinated interplay.73 This results in vibrationally ‘‘curved’’
reaction coordinates.

Strong computational evidence supported by isotopic sub-
stitution experiments has been provided for the photoisome-
rization of rPSB11 and rPSBAT that demonstrates a multi-mode
model, demonstrating the relevance of the relative phase of
normal modes in controlling the photochemical QY.113,194

Specifically, it is the branching at different IS points that is
controlled by the relative phase of the HOOP mode with respect
to the torsional mode. This phase matching is dependent on
the ES PES, as this provides the forces on the reactive normal
modes and therefore the dynamical progression towards the
CoIn. However, again in contrast with the standard LZ model, it
is not only the velocity along one relevant normal mode (e.g.,
the torsional mode) that controls the branching ratio at decay
and therefore the QY, but the coordinated motion of multiple
modes up until the BP of each CoIn point along the IS segment
that is entered (more correctly the point where the wavefunction
switches from antibonding to bonding). A prerequisite for this
phase-controlled regime is that the nuclear velocities are above a
certain threshold, as reactive modes with near zero velocities
would not have a favored direction towards either the product
or reactant, possibly making the phase rule less effective.

Although it is fascinating that rhodopsin photoisomeriza-
tion displays multi-mode VC throughout the complete reaction,
there is no reason to suspect that it is unique in this
regard. Indeed, it is likely that such a mechanism applies to
other vibrationally coherent ultrafast ES processes as well,
including pericyclic reactions, electron transfer and energy
transfer. Although in many of these processes it has been
highlighted how the coordinated motion of multiple normal
modes drives ES dynamics and in some cases VCs of those
modes have even been spectroscopically observed throughout
the reaction,215,225,234,245,300 detailed investigations of the decay
process at a level similar to what has been done for rhodopsin
photoisomerization are required to confirm a multi-mode
mechanism for these systems. We anticipate that an increased
understanding of the role that the coordinated motion of
normal modes play near the CoIn will greatly benefit from
advances in both the simulation and spectroscopy fields.152

Computational photochemists in particular will benefit from
rapid progress in sampling techniques and machine learning
algorithms for the accurate prediction of ES properties and
automated discovery of ultrafast photochemical reactions and
mechanisms.58,141,142

Owing to major advances in the generation of stable and
short laser pulses, ultrafast spectroscopic techniques are cap-
able of studying temporally resolved ES processes with unpre-
cedented high accuracy,301 including ultrafast fluorescence
upconversion techniques specifically applied to photochemical
reactions in confined media.302 In particular, time-domain
Raman spectroscopy has benefited from the availability of
o10 fs pulses, allowing the observation of fundamental modes

up to B3000 cm�1.168 However, the observation of VCs asso-
ciated with coupling the two ES PESs involved in the nonadia-
batic transition remains a challenge, due to the near-zero
Huang–Rhys factor.244 Technological progress in higher dimen-
sional ultrafast techniques enables the observation of vibra-
tional and vibronic couplings in the ES, which is critical to
develop a multi-mode understanding of photochemical reac-
tions next to the mere detection of the relevant modes.297,303–308

However, the assignment of normal modes is often solely based
on a numerical comparison between the frequencies obtained
from Fourier-transformation with computationally acquired
frequencies. More detailed mechanistic insights of ES
dynamics may be obtained through analysis of time-
dependent amplitude and phase, providing a more direct
comparison to nonadiabatic calculations as well. In particular,
addition of an extra ‘‘actinic’’ pulse in IVS experiments allows
the time-resolved tracking of ES modes.169,309,310 Although it
has already been demonstrated how tracking the time-
dependent amplitude provides crucial insights in the ES proton
transfer in the photoactive yellow protein311 and GFP,304 we
believe that tracking the relative phase of ES modes could
elucidate the multi-mode character of photochemical reaction
paths and its impact on the QY.

Tracking the time-dependent phase and amplitude of the ES
nuclear dynamics might be achieved with alternative spectro-
scopic techniques that achieve atomistic detail, such as femto-
second electron diffraction.312,313 Alternatively, the recent
development of X-ray free electron laser beam sources has
enabled techniques which are, in principle, capable of probing
photochemical dynamics with such high structural sensitivity
and temporal resolution,314 as has been demonstrated experi-
mentally through direct observation of CoIn dynamics with
transient X-ray absorption spectroscopy.315–319 To extract infor-
mation about the underlying nonadiabatic dynamics from
their spectral signatures it is key to construct theoretical
frameworks,320 with important contributions for transient X-
ray absorption spectroscopy,321 but also X-ray based techniques
that have only been demonstrated theoretically, such as time-
resolved X-ray diffraction,322,323 time-resolved X-ray sponta-
neous emission spectroscopy324 and TRUECARS. The latter
was developed by Mukamel and colleagues to analyse vibronic
coherences that are generated by stimulated ultrafast X-ray
Raman pulses.325 The TRUECARS probing setup is designed
to measure these generally weaker vibronic coherence signals,
which are otherwise hidden underneath the much stronger
electronic population contributions, allowing the detection of
multiple CoIn passages as well as the assignment of the
relevant vibronic normal modes of a photoexcited bichromo-
phoric molecule.326 Finally, amplifying vibronic coherences
with a correctly timed resonant IR pulse holds further promise
to detect these otherwise weak signals in X-ray diffractive
imaging.327 The use of IR pulses could also elucidate vibra-
tional energy transfer mechanisms as recently demonstrated in
a GS isomerization reaction.328

We propose that the three pillars that have elucidated the
mechanism of ultrafast rhodopsin photoisomerization,
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should function as a template to discover and rationalize
similar multi-mode mechanisms in other systems. Although
VCs that are preserved after passage through a CoIn could
potentially demonstrate the significance of phase matching
at different IS points (I), nonadiabatic dynamics calculations
are required for a detailed understanding of how this coher-
ence connects to the QY (II). The vibrational phase isotope
effect is then the perfect experimental confirmation for such
a mechanism, as isotopic substitution only changes the
vibrational dynamics, but not the spectroscopic properties
or the shape of the ES PES (III). Alternatively, application of
an electric field or external forces (Section 3.1.4) will prove
fruitful in future research, as subtle tuning of the phases of
specific normal modes may be achieved.198,329,330 It is also
expected that synergy between coherent control laser experi-
ments and the tuning of the relative phases in controlling
photochemistry will increase, as shaped laser pulses are
potentially capable of selectively preparing wavepackets on
the ES PES with certain mode phase relationships. Although
the optimization of the isomerization QY in rhodopsin162,331

and molecular switches,332 or the selective hydrogen abstrac-
tion in acetylenes, allenes and toluene333–335 has already
been achieved with coherent control, these approaches rely
on learning algorithms rather than chemically intuitive tun-
ing or rational design.

Any rational design approach to control the ultrafast ES
dynamics and reactivity should start by characterizing the
normal modes which drive the nonadiabatic decay through
their coherent motion and disentangling them from irrelevant
VCs,336,337 which may be derived from mode-specific dephasing
times.338 Although the methods described above could achieve
this, synthetic modification has proven to be a successful
method as well to assess whether a vibronic relevant mode
has been targeted through measurement of the reaction rate or
QY.205,287 Optimization of the phase matching may, in princi-
ple, then be accomplished through a similar chemical modifi-
cation, shaping the ES PES in such a way that the targeted
normal mode either differs in relative phase or frequency. This
chemical modification may be an electronically or sterically
distinct substituent, a protein environment or solvent.152,339

Finally, with the advent of attosecond laser pulses an initial ES
population can be prepared in a mixed electronic state, which
may result in ‘‘unnatural’’ populations of coupled vibrational
modes, thus having the potential of further improving our
understanding of multi-mode photochemistry.340 We predict
that such a rational design approach, at the molecular or
supramolecular levels, will impact a wide variety of research
fields that rely on light induced processes, including molecular
motors, artificial sunscreens and solar energy conversion,
where photochemistry, photostability and a long-lived ES are
the goals respectively.
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J. Briand, D. Sharma, J. Léonard, S. Haacke, A. Cannizzo,
M. Chergui, V. Zanirato, S. Fusi, F. Santoro, R. Basosi,
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J. Chem. Theory Comput., 2011, 7, 2189–2199.

224 L. Liu, W.-H. Fang and T. J. Martinez, J. Am. Chem. Soc.,
2023, DOI: 10.1021/jacs.3c00275.

225 U. Banin and S. Ruhman, J. Chem. Phys., 1993, 98,
4391–4403.

226 M. J. Rosker, M. Dantus and A. H. Zewail, J. Chem. Phys.,
1988, 89, 6113–6127.

227 M. Dantus, R. M. Bowman, M. Gruebele and A. H. Zewail,
J. Chem. Phys., 1989, 91, 7437–7450.

228 S. A. Trushin, W. Fuss, K. L. Kompa and W. E. Schmid,
J. Phys. Chem. A, 2000, 104, 1997–2006.

229 S. A. Trushin, W. Fuss, W. E. Schmid and K. L. Kompa,
J. Phys. Chem. A, 1998, 102, 4129–4137.

230 F. Bernardi, M. Olivucci and M. A. Robb, J. Photochem.
Photobiol., A, 1997, 105, 365–371.

Review Article Chem Soc Rev

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
m

ar
s 

20
23

. D
ow

nl
oa

de
d 

on
 2

02
5-

07
-1

9 
05

:5
0:

37
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

https://chemistrycommunity.nature.com/amp/posts/31527-on-the-critical-role-of-vibrational-phase-in-the-photochemistry-of-vision
https://chemistrycommunity.nature.com/amp/posts/31527-on-the-critical-role-of-vibrational-phase-in-the-photochemistry-of-vision
https://chemistrycommunity.nature.com/amp/posts/31527-on-the-critical-role-of-vibrational-phase-in-the-photochemistry-of-vision
https://doi.org/10.1021/jacs.3c00275
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2cs00719c


This journal is © The Royal Society of Chemistry 2023 Chem. Soc. Rev., 2023, 52, 2643–2687 |  2685

231 W. Fuß, W. E. Schmid and S. A. Trushin, J. Chem. Phys.,
2000, 112, 8347–8362.

232 K. Kosma, S. A. Trushin, W. Fuß and W. E. Schmid, Phys.
Chem. Chem. Phys., 2009, 11, 172–181.

233 S. Li, B. Jochim, J. E. Jackson and M. Dantus, J. Chem.
Phys., 2021, 155, 044303.

234 K. Haiser, B. P. Fingerhut, K. Heil, A. Glas, T. T. Herzog,
B. M. Pilles, W. J. Schreier, W. Zinth, R. de Vivie-Riedle and
T. Carell, Angew. Chem., Int. Ed., 2012, 51, 408–411.

235 D. E. Lemaire and B. P. Ruzsicska, Photochem. Photobiol.,
1993, 57, 755–757.

236 Y. J. Ai, R. Z. Liao, S. F. Chen, Y. Luo and W. H. Fang,
J. Phys. Chem. B, 2010, 114, 14096–14102.

237 K. A. Kistler and S. Matsika, J. Chem. Phys., 2008,
128, 215102.

238 M. B. Smith and J. Michl, Chem. Rev., 2010, 110, 6891–6936.
239 H. L. Stern, A. Cheminal, S. R. Yost, K. Broch, S. L. Bayliss,

K. Chen, M. Tabachnyk, K. Thorley, N. Greenham, J. M.
Hodgkiss, J. Anthony, M. Head-Gordon, A. J. Musser, A. Rao
and R. H. Friend, Nat. Chem., 2017, 9, 1205–1212.

240 N. R. Monahan, D. Sun, H. Tamura, K. W. Williams, B. Xu,
Y. Zhong, B. Kumar, C. Nuckolls, A. R. Harutyunyan,
G. Chen, H.-L. Dai, D. Beljonne, Y. Rao and X.-Y. Zhu,
Nat. Chem., 2017, 9, 341–346.

241 A. J. Musser, M. Liebel, C. Schnedermann, T. Wende,
T. B. Kehoe, A. Rao and P. Kukura, Nat. Phys., 2015, 11,
352–357.

242 H.-G. Duan, A. Jha, X. Li, V. Tiwari, H. Ye, P. K. Nayak,
X.-L. Zhu, L. Zheng, T. J. Martinez, M. Thorwart and
R. J. D. Miller, Sci. Adv., 2020, 6, eabb0052.

243 A. M. Alvertis, S. Lukman, T. J. H. Hele, E. G. Fuemmeler,
J. Feng, J. Wu, N. C. Greenham, A. W. Chin and
A. J. Musser, J. Am. Chem. Soc., 2019, 141, 17558–17570.

244 W. Kim and A. J. Musser, Adv. Phys. X, 2021, 6, 1918022.
245 C. Schnedermann, A. M. Alvertis, T. Wende, S. Lukman,
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B. Moore, M. Niebuhr, S. Park, X. Shen, S. Weathersby,
T. Weinacht, T. J. Martinez and X. Wang, Science, 2020,
368, 885–889.

314 C. Pellegrini, A. Marinelli and S. Reiche, Rev. Mod. Phys.,
2016, 88, 015006.

315 A. R. Attar, A. Bhattacherjee, C. D. Pemmaraju, K. Schnorr,
K. D. Closser, D. Prendergast and S. R. Leone, Science,
2017, 356, 54–59.

316 A. Bhattacherjee and S. R. Leone, Acc. Chem. Res., 2018, 51,
3203–3211.

317 H. Timmers, X. Zhu, Z. Li, Y. Kobayashi, M. Sabbar,
M. Hollstein, M. Reduzzi, T. J. Martı́nez, D. M. Neumark
and S. R. Leone, Nat. Commun., 2019, 10, 1–8.

318 K. S. Zinchenko, F. Ardana-Lamas, I. Seidu, S. P. Neville,
J. van der Veen, V. U. Lanfaloni, M. S. Schuurman and
H. J. Wörner, Science, 2021, 371, 489–494.
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