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Melanin as a bio-optoelectronic material holds immense potential. However, the understanding of its exact
molecular structure has been stalling for decades due to difficulties in experiments, which hinders
uncovering its structure—property relationship. Conventional theoretical modeling is also limited due to
the huge size of its chemical space resulting from millions of possible oligomer structures. Here, we

Received 3rd January 2025
Accepted 21st April 2025

design a comprehensive virtual chemical space of melanin oligomers and develop a machine learning-

based approach for predicting their entire UV-visible spectra and thermodynamic stability using
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1 Introduction

Optical devices and materials based on organic molecules are
a significant area of research in materials engineering due to
their design versatility and cost-effective production, especially
when compared to traditional electronics.”* The quest has been
for designing materials with improved optoelectronic applica-
tions such as sunscreens with broad UV light absorption,**
organic solar cells,*” photovoltaics,*’ etc. The field advances
with two key aspects: maximizing absorption of the solar
spectrum and efficiently converting solar energy into other
forms of usable energy or functional properties. To achieve the
first goal, one needs materials that absorb light over a wide
range of wavelengths and can be synthesized using sustainable
practices and green chemistry. With recent advancements in
experimental and computational techniques, melanin and
melanin-like molecular motifs have emerged as some of the
leading candidates for bio-optoelectronic applications.'**®
However, progress in this direction has been stymied by the lack
of knowledge about their structure-property relationship. This
is mainly due to the sheer volume of the chemical space
resulting from various combinations of monomer units,
connectivity patterns, and oxidation states, ultimately leading
to combinatorial explosion.'® Realizing the computational
aspects of this problem, we aim to address the aforementioned
bottleneck by leveraging machine learning (ML).
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fingerprint input. We also show the similarity of our predicted Boltzmann-weighted average spectrum
with the experimental spectrum and discuss their potentiality towards bio-optoelectronics.

Structural models of melanin have been developed as early as
2006 by Kaxiras and co-workers."” Although these model struc-
tures successfully reproduced the broad and featureless elec-
tronic absorption spectrum displayed in experiments, the exact
structure-spectra correlation and which structural feature corre-
sponds to the different spectral regions remain elusive. Further-
more, UV-IR hole-burning experiments have revealed the
presence of common vibrational fingerprints across the UV-vis
range, suggesting that various absorbers in melanin consist of
similar IR active groups.'®" Very recently, there has been devel-
opment in melanin crystal structure elucidation using solid-state
NMR.* Despite continuous efforts, an efficient design strategy for
melanin-based bio-optoelectronic materials is still lacking. It
requires forecasting the complete optical and thermodynamic
properties of potential model structures from a vast pool.

The modeling of electronic absorption covering a large wave-
length range can be done by computing a large number of elec-
tronically excited states. While computer simulations of
electronically excited states employ quantum chemistry methods,
they are restricted to molecules of moderate size or focus mainly
on a few of the lowest excitations. Time-dependent density func-
tional theory (TDDFT) is a powerful tool that is used to model
such electronic excitations.”** When solved iteratively using
Davidson,” Lanczos,* etc. algorithms, it still has a computational
complexity of kO(N.*) ~ kO(N.") (k is the number of desired
excited states and N, is the number of electrons in the molecule).
Recently, ML has demonstrated that ground-state properties,
such as atomization energy,”**® hydration free energy,””® etc., can
be accurately mapped to the structural information of molecules
(also known as ML input descriptors). Despite the growing
success, ML for excited state chemistry is challenging, and this
area is still in its early stage of development.”*** ML modeling of
molecular electronic absorption spectra deals with training two
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main properties based on quantum chemistry data: electronic
excitation energies (peak positions) and the corresponding tran-
sition dipoles or oscillator strengths (peak intensities). Training of
these properties is restricted only to a small number of low-lying
excitations,*"* and their applicability is predominantly confined
within learning the spectral broadening of a single molecule by
sampling a large number of conformers from a certain distribu-
tion (classical molecular dynamics, Wigner distribution, etc.).
However, in designing molecules and materials for optoelectronic
applications with tailored spectral peak positions and intensities,
it is desirable to predict the entire electronic absorption spectra
across the chemical space containing potential molecules. This is
where the limitations of conventional ML become apparent. In
a structurally diverse chemical space such as melanin, the
substructure (or the chromophore) responsible for electronic
excitations varies arbitrarily. Transition intensities, which are
related to the transition between two electronic states, are more
sensitive to this variation when one tries to map it to the ground
state minimum geometry of the molecules.**** This limits the
ability to learn absorption intensities, thereby hindering the
reconstruction of the complete spectral shape.

In this work, we constructed a comprehensive chemical
space of melanin containing ~124k model oligomers and
trained a kernel ridge regression (KRR) based ML (KRR-ML)
model with <10% of the entire space for predicting their
entire electronic absorption spectra. We have shown that the
trainability problem of absorption intensities is overcome by
predicting the spectra within a finite bin resolution. Such
binning has been demonstrated to accurately capture the shape
of the deep-UV spectra for small organic molecules.*® Further-
more, as a measure of synthetic accessibility, we also predicted
the thermodynamic stabilities of the molecules.

2 Results and discussion
2.1 Chemical space design

The chemical space of melanin oligomers is generated combi-
natorially, considering all possible connectivities at the
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available polymerization sites and the oxidation states of the
hydroxyl oxygens. There are countably millions of large oligo-
mers that can be generated, but we restricted our dataset to
tetramers. Our dataset contains 123 559 unique tetramers,
which can be broadly categorized into linear, branched, and
cyclic structures. See Section 4.1 for more details on the struc-
ture generation technique. A small subset of tetramers was
chosen randomly to perform their quantum chemical calcula-
tions. This is a two-step process. In the first step, geometries
were optimized using DFT, and then TDDFT was employed to
calculate excitation energies and oscillator strengths for the
lowest 60 singlet excited states (see Section 4.2 for more details).

It is noteworthy that the tetramers show significantly different
electronic absorptions compared to the dimers and trimers.
Unlike the dimers and trimers, the S, — S; excitation energies of
tetramers are distributed over a wider range (Fig. 1a), suggesting
larger variations of the tetrameric chromophores. To design
tailored optoelectronic materials, it is essential to understand how
various properties of the molecules in the chemical space can be
tuned. This is illustrated in Fig. 1b. Low-lying electronic excitation
energies are shown against the relative energy of the molecules,
where the color bar codes the oscillator strengths of the corre-
sponding excitations. We notice variations in the absorption
intensities of molecules across different excitation energy and
stability domains. This is due to the varying oxidation states of the
monomer building blocks and their connectivity patterns to form
oligomers, which alters the chromophoric natures. Because of this
reason, modeling the excitation energy of only one particular
excited state (say S,), regardless of its absorption intensity value,
will not provide the complete spectral nature.* It is also worth
mentioning that there is no clear correlation between stability and
optical properties (Fig. 1), which further highlights the need to
model both properties independently.

2.2 Model architecture and evaluations

In this section, we briefly describe the construction of the KRR-
ML model, which learns the absorption spectra across the entire
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(a) Distribution of Sg — S; excitation energies (in eV) of dimers, trimers and tetramers. (b) Optical and thermodynamic properties

calculated for random 10k tetramer molecules from the chemical space. Sy, S, ... up to Sig electronic excitation energies (in eV, along the X-axis)
vs. relative energy (in kcal mol™, along the Y-axis). The color bar represents the oscillator strength for the corresponding excited state.
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UV-visible range (200-800 nm) using data from quantum
chemistry calculations. This allows us to predict the complete
spectral shape of these promising optoelectronic molecules for
further exploration of their potential. Besides, the predictive
power of our model is assessed for the stability of the individual
molecule. For the theoretical details of training and prediction
with KRR-ML, see Section 4.3.

2.2.1 Codification of fingerprints. Although molecules in
our dataset differ globally, their local structures (i.e. the
monomer backbone) are similar. Thus, our ML model can
benefit from fingerprint-like input descriptors, which are much
simpler and easier to explain than descriptors derived from
three-dimensional coordinates of the molecules. In an oligomer
molecule, the positions through which the monomers are
connected to the other are codified by ‘1’ while the remaining
positions are codified by ‘0’. Besides, we codify the oxidation
states of the oxygen atoms in each monomer; the nature of the
oligomer (linear, branched, etc.); and geometrical isomerism
about specific torsional angles. Together, these elements are
converted into a bit string that uniquely and unambiguously
encodes the oligomer structure. We illustrated this with an
example in Fig. 2 and discussed it in more detail in the ESL.

Since the fingerprint descriptor here is based on the
connectivity patterns, oxidation states, and geometrical isom-
erism in molecules, this is very similar to the molecular graphs
in graph neural networks (GNNs). Recent studies have also
shown that learning the molecular descriptors obtained from
GNNs performs better than fixed molecular fingerprints.?”**
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However, these models typically demand significantly larger
training datasets (often millions) due to the increased
complexity in mapping input descriptors to target proper-
ties.***® Quantum mechanically (QM) calculated descriptors are
sometimes incorporated in GNNs to enhance the performance
when data are limited.** The optimal selection of such QM
descriptors depends on the specific task, and quantities such as
transition densities between ground and excited states have
been speculated as QM descriptors for modeling oscillator
strengths.**** However, their calculation adds extra computa-
tional cost. This suggests the preference of fingerprint
descriptors when the training data are limited.

2.2.2 Learning molecular spectral properties. We used
fingerprint representation as input for training two separate
KRR models: one for the excitation energies and the other for
the corresponding oscillator strengths. Here it is important to
mention that we trained the models with the lowest 60 singlet
excited states. Within the framework of KRR, multi-output
modeling simply extends the linear equation solver as:

[al’ A2, ey C(k] = [K + Al]il[yl’ Y2, ooy Yk] (1)

where yy, y,, ..., Y& are the property vectors of interest (excitation
energy or oscillator strength) for different excited states. K is the
kernel matrix and A is the regularization strength. For the effec-
tive generalization of multi-output models, the test error of each
target output should exhibit a decreasing trend when the training
dataset size increases. However, this becomes more complicated
when the output data involve excited state properties that are not
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Fig.2 Fingerprint generation technique. This involves stepwise codification of structural information such as connectivity patterns, the oxidation
state of the monomer oxygens, oligomer type, and geometrical (cis/trans) isomerism about some specific torsional angles. Bit string fragments

are also shown at each step used to produce the final fingerprint.
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Fig. 3 Training and evaluation of KRR-ML models for predicting the electronic absorption spectra and relative energies of melanin tetramers
using fingerprint input. (a) Learning excitation energies and oscillator strengths of the lowest 60 excited states. The test errors calculated over
a hold-out dataset are shown by color bars. The X-axis represents the individual excited states, and the Y-axis represents the training dataset size.
(b) Same as (a), but the learning is shown for individual bin intensities. Three plots (from top to bottom) are for bin resolutions of 25 nm, 50 nm and
100 nm across the 200—-800 nm spectral range, resulting in 24, 12 and 6 uniform bins, respectively. (c) Learning curves with Gaussian and
Laplacian kernel functions shown using relative error (left) and the overlap metric (right) as the accuracy measure. The vertical error bars
correspond to the uncertainty over 20 independent runs. (d) Learning curve showing the overlap metric for 25 nm, 50 nm and 100 nm bin
resolutions. (e) Learning curve showing the MAE (in kcal mol™) for relative energies at the B3LYP/6-31G(d) level.

low-lying. This is shown in Fig. 3, where we represented the
individual excited states along the X-axis and the amount of
training data along the Y-axis. The test errors for prediction over
a hold-out dataset are shown in the color bars. It is seen that the
excitation energies of more or less all the excited states exhibit
satisfactory learning trends (upper panel in Fig. 3a). Furthermore,
the errors in low-lying excited states are relatively higher than
those in the higher excited states. This occurs because the exci-
tation energies of the low-lying excited states are relatively sparse,
whereas the excitation energies of the higher excited states tend
to form a more continuous spectrum. However, the oscillator
strengths show little to no learning (lower panel in Fig. 3a). We
also tested inputs, such as SLATM (Spectrum of London and
Axilrod-Teller-Muto potential) and the Coulomb matrix, which
are derived from DFT-optimized three-dimensional coordinates
of the molecules. SLATM is particularly adept at mapping struc-
ture-property relationships in quantum chemistry due to its
robust many-body formulation.** Nonetheless, we did not observe
any improvements in the learning trends of oscillator strengths
(see ESI Fig. S37). This is because the melanin oligomeric chro-
mophores responsible for electronic transitions vary non-
systematically across the chemical space and oscillator
strengths are very sensitive to this variation. Moreover, the higher

© 2025 The Author(s). Published by the Royal Society of Chemistry

excited states in TDDFT are not well defined due to numerous
root flips.

2.2.3 Binning of absorption intensities. To overcome the
non-learnability discussed above, we adopt a different approach
to train the absorption intensities by dividing the entire UV-
visible range into some finite number of bins. This is similar
to the feature discretization technique used in statistics and
ML. The multi-output KRR-ML (eqn (1)) is used to train the
individual bin intensities

a = Zf’

where k is the bin index and f; are the oscillator strengths of all
the excited states that fall within that bin range.

We uniformly divided the 200-800 nm wavelength range into
24,12, and 6 bins, resulting in bin widths of 25, 50, and 100 nm,
respectively. Learning improves significantly when we train on
individual bin intensities across the UV-visible range compared
to training on the oscillator strengths of individual states. This
demonstrates a more robust generalization, as the test error for
each target output (i.e. individual bin intensity) consistently
decreases with an increase in training dataset size (see Fig. 3b).
Furthermore, within TDDFT formalism, modeling bin intensi-
ties is more reliable than modeling individual excited states as

(2)
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there will be uncertainties for higher excited states due to the
approximations in hybrid DFT functionals.

The natural transition orbitals (NTOs) were calculated to
analyze the nature of the excited states within each bin. The bins
in 200-400 nm wavelength regions consist of all kinds of excita-
tions: local excitation (LE), charge transfer (CT) and mixed LE and
CT states (mixed). However, the bins in 400-800 nm regions are
found to consist of pure LE or CT states (see ESI Table S57). As the
bin intensity value already offers some insights into whether it
consists of LE or CT states, we did not explicitly include the
nature of the excited states in the learning process.

2.2.4 Measurement of accuracy for multi-output KRR-ML.
For the accuracy measure of our multi-output KRR-ML, we used
relative error and discrete overlap between predicted and
reference spectra. The relative error is calculated as

n pr ed rcf

Rel. error = — Z Z

where m and n are the number of molecules in the test dataset
and the number of bins as target outputs, respectively. a;; is the
intensity value for j-th bin of the i-th molecule in the dataset.
For j-th bin, Ag; refers to the spread of the intensity values in the
training dataset. To calculate the discrete overlap between the
predicted and TDDFT reference spectra, we first normalize both
the spectra for every molecule in the test dataset:

% 100% 3)

- pred dp red

I e “
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- ref a.
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where d; is a vector with elements g;;and ||d;|| is the norm of the

vector. Then, the mean overlap over all the molecules in the test

dataset is calculated as

1 & pred - ref
0=overlap=1= - [I- Al 6
overap=1= 3" o

where m is the number of molecules in the test dataset. We
evaluated the effectiveness of Gaussian and Laplacian kernel
functions in training our multi-output KRR-ML models using
the above-mentioned accuracy metrics, as shown in Fig. 3c. The
accuracy measure for our multi-output KRR-ML for the predic-
tion of bin absorption intensities decreases for relative error
and increases for discrete overlap. It is apparent that the
learning curve for the Laplacian kernel is steeper than that for
the Gaussian kernel and can continue to improve with an
increasing training dataset size. This is shown for a bin width of
50 nm, where the overlap between predicted and reference
spectra is almost 0.8. The prediction power of our fingerprint
input is also compared to that of the SLATM and Coulomb
matrix input in ESI Fig. S4.F

However, the learning is not consistent for different bin
widths, as shown in Fig. 3d. The learning is compromised when
the bin width is decreased, or in other words, the spectral
resolution is increased. For a given amount of training data, the
overlap for different bin widths shows the following trend:

9234 | Chem. Sci,, 2025, 16, 9230-9239
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100 nm > 50 nm > 25 nm. This occurs because narrower bin
widths attempt to capture minor shifts in TDDFT sticks, which
affects learning as the bin width goes beyond the uncertainty in
hybrid DFT functionals compared to high-level quantum
chemistry methods. Therefore, it is important to consider the
trade-off between the accuracy of the DFT functional and the
requirement for high-resolution spectra.

2.2.5 Learning relative energy. In the quest to discover new
materials, one objective is to identify those with high thermo-
dynamic stability. As the dataset includes molecules with
varying stoichiometries caused by different oxidation states of
monomer units, the ground state energies were calculated using
stoichiometrically balanced formulae. The stoichiometry of
monomers with different oxidation states are balanced as

1
CgH7N102 + 502 —>C3H5N102 + HzO (7)

Using eqn (7), the energy of tetramers with different stoi-
chiometries is compared by calculating the below quantity:

5

n
CHp 2,N4Og — EC32H22,2,,N408 + nEHzo - EEoz (8)

where E refers to the ground state energy and # is the number of
monomers in a tetramer that are in oxidized form. Finally, the
relative energies of the tetramers are calculated w.r.t. the most
stable tetramer. A single-output KRR-ML model is trained to
predict the relative energies using the fingerprint descriptor
mentioned above. The relative energies show satisfactory
learning, achieving a MAE ~ 3 kcal mol " with only 5k training
data, as demonstrated in Fig. 3e.

To probe the efficacy of our KRR-ML model trained on DFT
relative energies, we also performed DLPNO-CCSD(T)/cc-pVDZ
calculations with the resolution-of-identity (RI) approximation
on a few molecules. We observe a similar trend between
DLPNO-CCSD(T) and ML-predicted values of relative energies
(see ESI Fig. S67).

2.3 Final applications

In this section, we show the construction of the final spectra of
individual oligomers from the ML-predicted bin intensities. We
also discuss the role of thermodynamic stabilities on the nature
of the final spectrum for heterogeneous melanin. Potential
application domains with efficient bio-optoelectronic material
design are also explored.

2.3.1 Predicted UV-visible spectra of melanin tetramers.
Our multi-output KRR-ML model predicts the absorption
intensity value of each bin across the 200-800 nm spectral
range. In Fig. 4a, we show the predicted UV-visible spectra of
two random tetramers not present in the training dataset. The
position of the vertical lines refers to the midpoint of each bin
with a 50 nm width, and the height (marked by circles) of each
line is the intensity value of that bin. Predicted and TDDFT
reference intensities are shown in green and black color,
respectively. As seen in Fig. 4a, different intensity distributions
across the wavelength are well captured by the model, which
was trained using simple fingerprint input. This indicates an

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 ML prediction of UV-visible absorption spectra and relative energies. (a) UV-visible absorption spectra of two random tetramer molecules
predicted using the multi-output KRR-ML model trained on a 10k dataset with fingerprint input. The vertical lines with circles on the top refer to
the bin intensity values, and the curves are Gaussian broadening with FWHM equal to the bin resolution (i.e. 50 nm). (b) Scatter plot of DFT
(B3LYP/6-31G(d)) versus predicted relative energies using the KRR-ML model trained on a 5k dataset with fingerprint input. The identity line (solid
black) is also provided for comparison. (c) The Boltzmann-weighted average spectrum of DHI-melanin showing broad absorption across the UV-

visible wavelength.

ideal generalization of a model. More examples of predicted
spectra are provided in the ESL}

With the trained model, predicting the spectra of any molecule
in the highly diverse melanin chemical space becomes straight-
forward. This ability to predict the full UV-visible spectra of ~124k
molecules marks a significant speedup compared to TDDFT
calculations of a large number of excited states.

For application in dye-sensitized solar cells, the short-chain
oligomers (e.g. the tetramers) are preferred over the aggregated
form of melanin.** However, the individual tetramers do not
absorb over a broad wavelength range. Using the spectra pre-
dicted by our model, one can identify tetramer pairs that exhibit
strong absorption in specific regions while maintaining
minimal spectral overlap with each other. The tetramers ob-
tained in pairs can be connected in a “tandem” architecture to
design tandem organic solar cells, which can offer a broader
absorption range than single-junction organic solar cells.

2.3.2 Guide to stable material designing. Thermodynamic
stability provides important insights into the structural infor-
mation, such as planarity, the ratio of oxidized to reduced
monomers in the tetramer structures, etc. Prediction of relative
energies can help exclude a huge overload of unstable mole-
cules before their spectral prediction.

© 2025 The Author(s). Published by the Royal Society of Chemistry

The DFT vs. predicted relative energy scatter plot is provided
in Fig. 4b, which shows an even distribution of the points
around the identity line, suggesting a robust generalization of
the model.

The stability analysis also reveals the predominance of
oxidized monomers in the tetramers. This is vital from
a synthesis standpoint, as the ratio of oxidized to reduced
monomers is regulated by the pH and other factors in the
reaction medium. DFT vs. predicted relative energy scatter plots
for tetramers containing different proportions of oxidized and
reduced monomers are provided in the ESI Fig. S7t as a guide-
line for stable material synthesis.

2.3.3 Broadband absorption spectrum of melanin. Natural
melanin is known for its role in skin photoprotection, which is
reflected through its broad and featureless absorption spectrum
across the UV-visible range. However, the individual tetramers
alone cannot produce the broad nature of the melanin spec-
trum (see Fig. 4a). Using the KRR-ML model, we made predic-
tions of stabilities and spectra for the entire chemical space.
Based on the predicted properties, the Boltzmann-weighted
average spectrum is produced by calculating

(Ar) = ZPiAkJ 9)

Chem. Sci., 2025, 16, 9230-9239 | 9235
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where (A;) is the Boltzmann-weighted average intensity value
for the k-th bin, 4, is the intensity value for the k-th bin of the i-
th molecule in the chemical space, N is the total number of
molecules and p; is the probability factor obtained from the

relative energies (AG,) as
AG;
e ksT
Pi= 5 aq

N
Z eikBT
P

(10)

We used T = 300 K and ML-predicted values for Az ; and AG,. The
Boltzmann-weighted average spectrum shows broad absorption
across the UV-visible range, as given in Fig. 4c. There are three
major peaks at around 226 nm, 324 nm and 524 nm, which
resemble the experimental spectrum of DHI-
#4445 This highlights the significance of the
Boltzmann-weighted average of the individual tetramers in
accurately predicting the spectral nature, as opposed to using
the simple arithmetic average. While our predicted spectra are
based on gas-phase conditions, the influence of solvent polarity
has been found to be minimal, resulting in only slight shifts in
peak positions.*

The computational cost of our KRR-ML method is based on
the cost of data generation and model training. The most costly
part of data generation is TDDFT spectra calculation, which has
a scaling k-O(N.*) ~ k- O(N.*), where k is the number of desired
excited states and N, is the number of electrons in the molecule.
Hence, the total data generation cost is Niain-k-O(N:') ~
Nizain“ k- O(N.*), where Niin is the number of training data. The
cost of KRR model training depends on the Cholesky factor-
ization of the kernel matrix K, which is an Niain X Niain Matrix
(see Section 4.3). This factorization has a computational cost
M- O(Nirain’),*® where m is the number of target properties that
are trained, e.g. the number of bins. Although the data gener-
ation cost depends on the system size, only a small subset of the
data (here, <10% of the total chemical space) is needed to build
the model. In the case of model training, the cost does not
depend on the system size. Therefore, our model is scalable to
larger systems, provided that a small subset of the chemical
space's electronic absorption spectra is available for training.

closely
melanin.

3 Conclusions

In summary, we have designed a comprehensive chemical space
of DHI-melanin oligomers. Using a simple fingerprint input
representation, our multi-output KRR-ML method predicts the
entire UV-visible absorption spectra of these oligomers.
Through this method, we also demonstrated why predicting the
intensities of bins with finite resolution is more beneficial than
the excitation energies and oscillator strengths of a large
number of TDDFT excited states.

Predicted UV-visible spectra showed good accuracy in terms
of the overlap (~80%) with TDDFT reference spectra. Our
model, trained on less than 10% of the total molecules in the
chemical space, offers substantial acceleration in predicting
both the electronic absorption spectra and the thermodynamic
stability of these large biomolecules. It is worth noting that the
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prediction of full spectra, which is closely equal to the lowest 60
TDDFT excited states, as well as B3LYP-level relative energies,
can be achieved using only fingerprint-based input. This input
is based on connectivity patterns and oxidation states which
does not require geometry optimization, unlike those based on
three-dimensional geometry.

In the final step, we compute the Boltzmann-weighted
average spectrum based on the predictions made by the
model. It correctly produces the broad spectrum of DHI-
melanin observed in the experiments, lending support to the
chemical heterogeneity hypothesis.

4 Methods

4.1 Combinatorial structure generation

The vastness of the chemical space arises due to a large number of
possible connectivity patterns together with different oxidation
states in the monomer units, which leads to a combinatorial
explosion (see Fig. 5a). We progressively generated the oligomer
structures using a combinatorial approach, as illustrated in
Fig. 5b. Starting from parent monomers, we generated dimers,
trimers and tetramers in 3 consecutive steps by attaching
substituents at the available site of polymerization. By substitu-
ents, we refer to the three monomers of melanin with the available
polymerization sites marked with colored arrows (see Fig. 5b).

At each step, some geometric alignment is done along the
coordinate axes. The bond of the molecule through which
oligomerization occurs is aligned along the z-axis, and the
molecular ¢y, plane is aligned to the xz-plane. We performed
this rotation operation for the parent and substituent, but their
bond vectors are kept in opposite directions along the z-axis (see
the upper-right of Fig. 5b). The corresponding oligomerization
sites are kept 1.45 A apart by removing the valence hydrogens.
This produces 100 576 linear and 22 962 branched tetramers. A
few of these tetramer structures, along with some cyclic tetra-
mers, are shown in the ESL{ It is also important to note that
during the structure generation process, we excluded oligo-
merization sites that would lead to steric clashes between
substituents.

Given the limited number of cyclic tetramers, they were
excluded from the ML modeling, as their spectra can be readily
obtained via TDDFT. Additionally, the different connectivity
patterns of cyclic tetramers necessitate a redefinition of the
fingerprint representation, and training a separate ML model
for cyclic tetramers would suffer from insufficient data.

4.2 Quantum chemistry calculations

We randomly select a small subset of the structures to perform
quantum chemistry calculations, which generates the data
needed to train and test our ML model. Given the large size of
the tetramer molecules in our dataset, which contains 44 heavy
atoms (CNO), we first relaxed the geometries with the universal
force field (UFF) using OpenBabel.*” This addresses any incon-
sistencies in the geometry, thereby preventing failures in the
DFT (B3LYP/6-31G(d)) geometry optimization in the subsequent
step using the Gaussian16 suite of the program.*®

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Data generation and data assessment for machine learning. (a) Combinatorial explosion in the melanin chemical space design: the
number of all possible combinations increases exponentially. (b) Step-wise oligomer generation starting from monomers to sequentially
generate dimers, trimers and tetramers. At each step, the alignment operation (illustrated in the upper-right corner) is performed on the parent
and the substituent. (c) MAE (in eV) in excitation energies for the lowest 60 excited states calculated with TD-B3LYP and TD-CAM-B3LYP w.r.t.
the SOS-CIS(D) method. The circles refer to the MAE for individual excited states, and the horizontal dashed lines refer to the MAE over all 60

states.

The DFT-optimized geometries are then used to calculate
the LR-TDDFT excitation energies and corresponding oscil-
lator strengths with CAM-B3LYP/6-31G(d) using the Q-Chem
software package.” The lowest 60 singlet excited states are
computed to ensure coverage of the entire UV-visible spectrum
range (200-800 nm). The DLPNO-CCSD(T)/cc-pVDZ calcula-
tions were performed using the ORCA quantum chemistry
package.*®

The excitation energy calculation of the lowest bright state of
the DHI monomer unit suggests that B3LYP is much closer to
the experimental value (Table 1). However, given that we are
calculating a large number of states, CAM-B3LYP is a more
suitable option in our case.**** We compared the performance
of B3LYP and CAM-B3LYP with respect to SOS-CIS(D) in
computing the 60 lowest excited states of the tetramers. The
mean absolute error (MAE) for each excited state calculated over
a small benchmark set is shown in Fig. 5c. We have also
included the CAM-B3LYP/6-31G(d) spectrum of the DHI
monomer in ESI Fig. S9,T which shows good agreement with the
experimental spectrum.*

4.3 Kernel ridge regression

KRR approximates the target excited state properties of a query
input molecular descriptor (Xquery) as a linear combination of
the kernel function:

Nirain

ypred — Z aik(Xquerya Xi)’ (11)
i=1

Here, the kernel function, k(Xquery, X;), is a pairwise measure of
similarity between the query molecule (Xquery) and all Niin
training molecules (x;). The obvious way to find the regression

coefficients («;) is to minimize the squared error loss function
(#) with an added regularization (1)

Nirain

2
7= (=) bl

i=1

(12)
where [y||;; is the norm of y*™¢ in the kernel Hilbert space.’>*
This is done by solving the normal equation, which has
a closed-form solution

a=[K+ A"y (13)

Table 1 Excitation energy (in eV) of the lowest bright excited state of a DHI monomer in its fully reduced form

Experiment®’ EOM-CCSD/6-31++G(d,p)’>

SOS-CIS(D)/6-31G(d)

TD-B3LYP/6-31G(d) TD-CAM-B3LYP/6-31G(d)

4.13 4.55 4.62

© 2025 The Author(s). Published by the Royal Society of Chemistry
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where K is called the kernel matrix with elements K;; = k(x;, x;)
andy is the vector with elements y'’. A non-zero A always makes
[K + AI] a positive-definite, and hence invertible. Utilizing the
positive-definite nature of [K + AI], we employed Cholesky
factorization to solve eqn (13) for single-output KRR and eqn (1)
for multi-output KRR. The Python code can be found on the
GitHub repository.

Among the most widely used kernel functions, we assessed
the performance of the below functions. The Gaussian or radial
basis kernel function is given by

|Xi7 X-| ’
k(x:, x;) :exp('zazJ2

with || - ||, being the L*> norm and ¢ being the length scale of the
kernel and the Laplacian kernel function is given by

k(xi, x;) = exp< _ @)

with ||-||; being the L' norm.

The model hyperparameters, namely regularization strength
(A) and kernel parameter (o), are evaluated via 5-fold cross-
validation. This was done as follows. First, we have chosen
1250 molecules from the training dataset and divided them into
5 subsets, each containing 250 molecules. Then we trained the
model using 4 subsets (1000 molecules) and tested it on 1 leave-
out set (250 molecules). This is repeated 5 times, taking each
subset as the test set and all other 4 subsets as the training set.
This procedure was iterated for all possible combinations of 2
and ¢ from the below array:

(14)

(15)

107° 1071 107,107 10710 10'°

9 -10 -9 -9 -9 10
107,10 107,10 107,10 (16)
10,101 10%,10°° 10°, 1010

Finally, for each hyperparameter combination, we calculate the
average error over the 5 fold and the combination which gives
the lowest error was taken as the optimum hyperparameter for
final model training. The optimum hyperparameter values are
given in the ESL

Data availability

All the ML input, output data and relevant codes used to train
our KRR-ML model are publicly available on GitHub (https://
github.com/arpanchoudhury/mlspectra-DHI_melanin).
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