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Accurate and reliable quantification of Förster Resonance Energy Transfer (FRET) is essential for the devel-

opment of sensitive upconverting nanoparticle (UCNP)-based biosensors. While lifetime-based FRET

measurements are generally considered robust, excitation conditions can significantly bias observed

efficiencies. Here, we investigate how excitation pulse width and power influence lifetime-derived FRET

efficiency in core–shell β-NaYF4:Yb0.2@NaYF4:Yb0.2,Er0.02 UCNPs functionalized with Cy3 dyes. Time-

resolved upconversion luminescence (UCL) measurements reveal that apparent FRET efficiencies

decrease with increasing excitation pulse duration and power. These variations stem from excitation-

induced changes in the UCL lifetime, arising from the complex dynamics that accompany the upconver-

sion emission process. A dynamic rate equation model reproduces the experimental trends, confirming

that excitation parameters alter emissive state kinetics and thus bias lifetime-based FRET measurements.

Our findings identify excitation conditions as a hidden variable in UCNP-FRET experiments and under-

score the need for standardized measurement protocols.

1 Introduction

Förster Resonance Energy Transfer (FRET) is a non-radiative
energy transfer mechanism that occurs between a donor and
an acceptor fluorophore through long-range dipole–dipole
interactions.1–5 The efficiency of this process is governed by
several critical parameters such as, the extent of spectral
overlap between the donor’s emission and the acceptor’s
absorption spectra, the intermolecular distance (typically
within 1–10 nm), and the relative orientation of the donor and
acceptor transition dipole moments. FRET efficiency inversely
correlates with the sixth power of the donor–acceptor distance,
making it a highly sensitive molecular ruler for probing nano-
scale interactions and conformational dynamics in biological

and material systems6,7 Traditionally, FRET is evaluated by
monitoring changes in the luminescence intensity of the donor
and/or acceptor.8 Classical fluorophores, such as organic dyes
and quantum dots, have been widely used in FRET studies,
enabling sensitivities down to the single-pair level. However,
intensity-based methods are often prone to artifacts arising
from various factors, including small Stokes shifts, broad emis-
sion spectra, crosstalk in multicomponent systems, photo-
bleaching, reabsorption, scattering, and concentration-depen-
dent effects. These issues can distort the actual FRET signal
and introduce significant bias in data interpretation.9

To circumvent these potential limitations and enhance the
reliability of FRET measurements, time-resolved luminescence
measurements are frequently employed. In this approach, a
reduction in the donor’s excited-state lifetime, resulting from
the introduction of an additional non-radiative relaxation
pathway, serves as a direct and unambiguous indicator of FRET.
This makes lifetime-based FRET measurements a powerful tool
for quantifying nanoscale interactions in complex environments.

In this context, upconversion nanoparticles (UCNPs) have
emerged as highly promising FRET donors due to their unique
photophysical properties. These nanomaterials can efficiently
convert near-infrared (NIR) light into visible emission through
a nonlinear anti-Stokes process, resulting in background-free
luminescence, which minimizes interference from autofluores-
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cence and enhances the signal-to-noise ratio in complex bio-
logical media.10,11 In addition, their exceptional photostability,
resistance to photobleaching, narrow emission bands, long
luminescence lifetimes (μs–ms range) and tunable emission
spectra make them ideal candidates for donor pairs in FRET-
based applications. Current research efforts focus on improv-
ing FRET efficiency by optimizing key parameters such as,
UCNP-acceptor distance,12,13 surface coatings,14 and by redu-
cing the presence of surface quenching processes.15,16 In this
vein, recent advances in UCNP synthesis have enabled the
preparation of highly monodisperse nanoparticles with well-
controlled size, crystal phase, and surface chemistry, thereby
facilitating their integration into FRET-based systems.17–25

Recent studies have shown that the upconversion lumine-
scence (UCL) lifetime, often used to quantify FRET efficiency,
exhibits a more complex behavior than previously assumed.
While the luminescence decay time has traditionally been
attributed solely to the intrinsic lifetime of the emitting state,
it is now understood that the UCL lifetime reflects the tem-
poral dynamics of the entire upconversion process. This
includes not only radiative transitions, but also energy transfer
between sensitizers and activators, cross-relaxation processes,
and the kinetics of intermediate excited states.26 Thus, for
instance, Chai et al.27 demonstrated that the green UCL life-
time in Yb3+–Er3+ codoped UCNPs is significantly shortened
when the excited state of the Yb3+ sensitizer is quenched by
fluorophores attached to the nanoparticle surface. Similarly,
Bergstrand et al.28 showed that in Yb3+–Er3+ nanorods the UCL
lifetime only approaches the intrinsic lifetime of the emitting
Er3+ state when the Yb3+ excited state exhibits a much shorter
lifetime and cross-relaxation processes involving the emitting
level are negligible. Altogether, these findings underscore that
the upconversion luminescence (UCL) lifetime is strongly
influenced by the migration of excitation energy stored in the
long-lived excited states of the sensitizer network, and is there-
fore highly dependent on excitation conditions such as pump
power and pulse duration.29

Indeed, power-dependent variations in UCL lifetime have
been widely reported, revealing complex dependencies on mul-
tiple experimental and material parameters.30–32 These include
nanoparticles size and architecture (e.g., core vs. core–shell),
excitation irradiance range, dopant composition, and the physi-
cal form of the sample (powder vs. solution). For instance, Han
et al.33 observed that the UCL lifetime of NaLuF4:Yb,Er micro-
rods in powder increased with excitation power (from 3 to 25 W
cm−2) when using pulses up to 1 ms. In contrast, single-particle
studies using NaYF4:Yb0.2,Er0.02@NaYF4 core–shell UCNPs
revealed a decrease in UCL lifetime with increasing excitation
power for particles larger than 30 nm, with saturation observed
at 105–107 W cm−2.30 Notably, smaller particles exhibited negli-
gible lifetime variation under the same conditions. For example,
Teitelboim et al.32 reported that the UCL lifetime of core–shell
UCNPs remained relatively insensitive to excitation power when
using 4 ms pulses, unless the Er3+ doping concentration was
increased, in which case higher power led to lifetime shortening.
This power dependence was attributed to the initial distribution

of excited-state populations at the onset of the decay, which is
governed by the excitation conditions and, in turn, determines
the population dynamics and the resulting luminescence decay.

Excitation pulse width has also been shown to significantly
influence UCL dynamics. Han et al.31 demonstrated a substan-
tial 20-fold change in the 540 nm emission lifetime of Er3+ in
NaLuF4:Yb0.9,Er0.02 microrods by varying the excitation pulse
width. More recently, Gao et al.34 reported a pulse-width-
dependent increase of up to 68% in the green emission life-
time for 20 nm NaYF4:Yb0.05,Er0.02 nanoparticles. Their study
further revealed that surface passivation plays a critical role:
nanoparticles coated with an inert NaYF4 shell showed a much
smaller lifetime variation (12%) compared to ligand-free nano-
particles (267%). They also found that nanoparticles with
higher Yb3+ concentration and lower Er3+ content were less
sensitive to pulse variations. In a previous work35 we reported
a significant variation in UCL lifetime with the excitation pulse
width, laser power, and excitation area concluding that laser
fluence is the key parameter governing UCL decay dynamics,
as it dictates the population distribution of energy levels at the
moment the excitation pulse ends. This behavior was consist-
ently observed across UCNPs with different sizes, surface coat-
ings, solvents, host matrices, and Yb3+/Er3+ doping ratios.

These excitation-dependent variations in UCL lifetime have
important implications for the sensitivity and accuracy of
FRET-based assays employing UCNPs as donors. Some studies
have recently reported discrepancies between FRET efficiencies
obtained from steady-state intensity measurements and those
derived from lifetime-based approaches.14,35–37 Notably,
Kotulska et al.37 reported that the excitation pulse duration
plays a critical role in determining FRET sensitivity. In their
work, short excitation pulses (10 ns) provided significantly
higher FRET efficiency compared to long pulses (4 ms) in a
NaYF4:Yb0.2,Er0.02-Rose Bengal donor–acceptor system.
Similarly, Bhuckory et al.38 argued that UCL lifetime may not
be a reliable parameter for assessing FRET efficiency, due to
its complex dependence on excitation conditions and the
underlying upconversion dynamics.

In this work, we aim to systematically investigate the influ-
ence of excitation pulse duration and power on FRET efficiency
in UCNP-based systems by combining time-resolved upconver-
sion luminescence measurements with theoretical modeling.
To this end, core–shell NaYF4:Yb

3+@NaYF4:Yb
3+,Er3+ nano-

particles with two different active shell thicknesses were syn-
thesized and covalently functionalized with Cy3 acceptor dyes.
By tuning the excitation pulse duration over several orders of
magnitude and carefully controlling the excitation power, we
demonstrate that the FRET efficiency determined from lumine-
scence lifetime analysis is strongly dependent on excitation
conditions. Our results reveal that short excitation pulses yield
higher apparent FRET efficiencies, while long pulses result in
significant underestimation. These experimental findings are
supported by a comprehensive rate equation model that cap-
tures the dynamic interplay between donor excitation, radiative
and non-radiative relaxation processes, and donor–acceptor
energy transfer.
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2 Experimental section
2.1 Chemicals

Yttrium(III) chloride hexahydrate (YCl3·6H2O, 99.99%), ytter-
bium(III) chloride hexahydrate (YbCl3·6H2O, 99.9%), erbium(III)
chloride hexahydrate (ErCl3·6H2O, 99.9%), 1-octadecene (ODE,
90%), oleic acid (OA, 90%), sodium hydroxide (98%),
ammonium fluoride (98%), methanol (99.9%), dimethyl sulf-
oxide (DMSO, 99.9%), N,N-dimethylformamide (DMF, 99%),
nitrosyl tetrafluoroborate (NOBF4, 95%), ethanol absolute
(EtOH), n-hexane (97%), acetone (99%), sodium trifluoroace-
tate (NaTFA) (98%), trifluoroacetic acid (TFA) (99%), polyethyl-
enimine branched average MW approx. 800 by LS (PEI), N,N-
diisopropylethylamine (DIPEA) (99%), N-(3-(dimethylamino)
propyl)-N′-ethylcarbodiimide hydrochloride (99%), and
N-hydroxysulfosuccinimide sodium salt (sulfo-NHS) (98%),
were purchased from Sigma-Aldrich (Merck). Ethanolamine
(99%) was purchased from Fluka Analytical, poly(acrylic acid)
(PAA), 50 wt% solution in water; approx. MW 3000 to 5000 was
purchased from Thermo Fisher Scientific. Sulfo-Cyanine3 NHS
ester was purchased from Lumiprobe.

2.2 Synthesis of β-NaYF4:Yb3+ core nanoparticles

The synthesis of β-NaYF4:Yb0.2 core sample was carried out by
the thermal co-precipitation method as reported by Mendez-
Gonzalez et al.39 with slight modifications. First, YCl3·6H2O
(0.40 mmol), and YbCl3·6H2O (0.10 mmol) were dissolved in
1 mL of MeOH. Then, this solution was poured into a three-
necked round-bottom flask, which contained a binary solvent
mixture of oleic acid (OA; 6 mL) and 1-octadecene (ODE;
15 mL). The mixture was heated at 140 °C in a nitrogen atmo-
sphere under stirring. In order to eliminate any remaining
traces of water, methanol, and hydrochloric acid, the tempera-
ture was then kept constant for 20 minutes while the flask was
attached to a vacuum pump. After that, the mixture was
degassed and then cooled to room temperature, and 74 mg of
NH4F (2 mmol) and 50 mg of NaOH (1.25 mmol) per
0.5 mmol of rare earth (RE) chlorides dissolved in 10 mL
methanol were added simultaneously. The resultant solution
was stirred at 25 °C for 30 min. Then, the mixture was heated
up to 110 °C under an N2 atmosphere and kept for 20 min
under vacuum to remove methanol traces. The temperature
was then increased to 315 °C, and the solution was kept for
1 h under N2 atmosphere. Later, the solution was cooled down
to room temperature, the crude UCNPs synthesis was mixed
methanol, shaken, and allowed the phases to separate. The
methanol phase was removed, this process was repeated twice,
and then the UCNPs were precipitated via centrifugation at
8500 rpm for 20 min. Next, the product was washed twice with
absolute ethanol, by centrifugation at 8500 rpm for 20 min.
Finally, the purified oleate capped UCNPs were dispersed in
5 mL of hexane, and stored for further experiments.

2.3 Synthesis of core–shell NaYF4:Yb
3+,Er3+ UCNPs

Firstly, a stock rare earth (RE) precursor solution was prepared
in order to grow an active-shell around β-NaYF4:Yb3+ core

nanoparticles. The protocol was as follows: 2 mmol of rare
earth chlorides [78% of YCl3·6H2O, 20% of YbCl3·6H2O, and
2% of ErCl3·6H2O] were dissolved in 10 mL of TFA at 90 °C in
a three-neck flask. The evaporation of the mixture under a con-
tinuous flow of N2 yields Y(TFA)3, Yb(TFA)3 and Er(TFA)3 as a
white solid powder. After preparing the 2 mmol rare earth
(TFA)3 precursors, they were dissolved in 6.4 mL of OA with
2 mmol NaTFA, heated at 150 °C for 30 minutes under N2

atmosphere and then for 10 additional minutes under vacuum
in order to remove traces of by-products. Later, the solution
was cooled down to room temperature. The resulting transpar-
ent, yellow-colored stock RE solution was stored for the sub-
sequent injection process.

Core–shell UCNPs with different NaYF4:Yb0.2,Er0.02 shell
thicknesses were prepared following a seed-mediated epitaxial
growth procedure using the as-prepared β-NaYF4:Yb0.2 UCNPs
as the cores (see section 2.2). In brief, a mixture of β-NaYF4:
Yb0.2 (2.5 mL, hexane dispersion with a NP concentration of
≃12 mg mL−1), 7 mL OA, and 7 mL ODE were first heated to
110 °C and kept at this temperature for 30 min under N2 flow
to remove hexane traces. Then we increased the temperature
up to 310 °C at a heating rate of 5 °C per minute and kept it at
310 °C for 1 h under N2 gas protection. During this tempera-
ture increase to 310 °C we added a total of 1.6 mL of the RE
precursor solution prepared before, by splitting the 1.6 mL
into 8 different (0.2 mL) injections. The first injection started
when the temperature reached 180 °C, and the remaining
injections where added with a 15 min interval between each
other. The resultant core@shell UCNPs with a core to shell
0.25/0.5 RE molar ratio were precipitated, redispersed in 1 mL
hexane, washed with ethanol by centrifugation (8500 rpm for
20 min) and finally dispersed in 5 mL hexane.

The procedure for the preparation of core–shell UCNPs with
a core to shell 0.25/1 RE molar ratio is similar to the one for
core@shell UCNPs with a 0.25/0.5 ratio, starting with the same
concentration of β-NaYF4:Yb0.2 core nanoparticles. For the
seed-mediated shell growth, 3.2 mL of stock precursor solution
was used in this case. The samples were named CS1, CS2 for
molar ratio 0.25/0.5, and 0.25/1, respectively, relative to the
total amount in the core synthesis step to the shell growth step.

2.4 Water-soluble PAA encapsulated core–shell UCNPs

First, 2 ml of β-NaYF4:Yb0.2@NaYF4:Yb0.2,Er0.02 (ca. 8 mg
mL−1) UCNPs dispersed in hexane were added to 5 ml N,N-di-
methylformamide (DMF) solution that contains 140 mg of
nitrosonium tetrafluoroborate (NOBF4) and kept under vigor-
ous stirring at room temperature. The reaction was let to
proceed until transfer of UCNPs from the hexane phase to the
DMF phase was observed (typically after 10 min).
Subsequently, 5 ml toluene and 5 ml hexane were added, and
the mixture was centrifuged at 11 000 rpm for 30 minutes.
This process was repeated twice.

The precipitate was collected and dispersed in 5 ml DMF.
Next, 500 mg poly(acrylic acid) (PAA) was added to the DMF
solution, which was then heated to 80 °C for 1 h with vigorous
stirring. Thereafter, the resultant PAA-coated UCNPs were puri-
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fied by adding 5 mL of acetone and centrifuging at 11 000 rpm
for 20 minutes, then redispersing and washing twice with
Milli-Q water (1 mL in each Eppendorf tube) by centrifuging at
11 000 rpm for 20 minutes. Finally, the pellet of PAA-coated
UCNPs was dispersed in 0.5 mL of DMSO, giving a concen-
tration of ca. 24 mg mL−1. A volume of 40 μL PAA-UCNPs in
DMSO was transferred to 0.8 mL water for Z-potential measure-
ments. Successful PAA coating of UCNPs was confirmed by a
negative Z-potential value (−21 mV and −22 mV for CS1 and
CS2, respectively, Fig. S1 in ESI†). The carboxylic acid groups
contained in the PAA coating that provided this negative
Z-potential value will be activated by EDC/sulfo-NHS for
further PEI functionalization via amide bond. DLS measure-
ments (Fig. S2 in ESI†) showed that the hydrodynamic sizes of
PAA-coated UCNPs were 47 nm for CS1 and 68 nm for CS2,
indicating colloidal stability and absence of aggregation.

2.5 EDC/NHS coupling method for dye-functionalized UCNPs

EDC activates carboxyl groups of PAA-coated UCNPs to form a
highly reactive and unstable O-acylisourea intermediate which
reacts with primary amines of polyethylenimine (PEI) to form
amide bonds. A more stable ester can be formed upon the
addition of sulfo-NHS. Thus, 12 mg of PAA-capped UCNPs in
0.5 mL of DMSO (for both samples; CS1 and CS2) were acti-
vated with EDC·HCl (2 mg) and sulfo-NHS (3 mg) for 20 min in
order to form the succinimidyl ester, and kept under shaking.
PEI (100 mg) in DMSO (3 mL) was then added to the reaction,
and the solution was kept under stirring for 10 min. After that,
the UCNPs were gradually mixed with 20 μL of DIPEA and left
stirring overnight at room temperature. DIPEA was used to
keep the system basic enough so that the primary amine
remains reactive and the coupling proceeds efficiently. After
one day of incubation at room temperature, the reaction was
quenched by adding 25 μL of ethanolamine. The PEI-conju-
gated UCNPs were split into four Eppendorf tubes, and washed
with 1 mL of DMSO in each Eppendorf tube by centrifuging at
12 000 rpm for 20 minutes (this process was repeated four
times). Finally, the pellet of PEI-coated UCNPs were redispersed
in 0.5 mL of DMSO, giving an UCNPs concentration of ca.
20 mg mL−1. A volume of 40 μL PEI-coated UCNPs in DMSO
was transferred to 0.8 mL water for Z-potential measurements.

The Z-potential of PEI-coated UCNPs became positive
(+30 mV for CS1, and +29 mV for CS2, see Fig. S1 in ESI†), con-
firming the presence of amine groups on the surface of
UCNPs, which will enable the formation of an amide bond
between UCNPs and Cy3-NHS (see Fig. S1 in ESI†). The next
step was to add 25 μL of DIPEA to the UCNPs and keep stirring
for 15 min. Then, 20 μL of dye cyanine3-NHS in DMSO at 1 mg
mL−1 was poured and kept under stirring at room temperature
overnight. In order to improve the binding efficiency between
UCNPs-PAA-PEI and Cy3-NHS, 2 mg of EDC and 3 mg of sulfo-
NHS were added to the solution and vortexed. Then, the solu-
tion was split into two Eppendorf tubes, and washed with
1 mL of DMSO in each Eppendorf tube by centrifugation at
12 000 rpm for 20 minutes (the process was repeated three
times). Finally, the pink pellet of UCNPs-PAA-PEI-Cy3 was

redispersed in 200 μL of DMSO and stored at 4 °C in the dark
to avoid photobleaching.

2.6 Morphological characterization

TEM images were acquired using a JEOL JEM 1010 working at
100 kV and a GATAN Megaview II digital camera. Samples were
prepared by depositing a drop of UCNP dispersion onto
Formvar-coated copper grids and dried at room temperature.

2.7 Optical characterization

Luminescence lifetimes were determined using the time-
resolved photon counting technique with a custom-built fluo-
rescence system previously described in the literature13 (see
Fig. S3 in ESI†). A 967 nm pigtailed 10 W continuous wave
(CW) excitation laser (JDSU, L4-9897603), regulated by current
and temperature controllers (ILX Lightwave, LDX-36025-12,
and LDT-5525B, respectively), emits a beam that passes
through a long-pass dichroic filter (Semrock, FF757-Di01). The
filtered beam is then focused onto a micro-cuvette (Hellma
101.015-QS, 3 mm optical path) using a 10× objective. The
emitted luminescence is redirected by the dichroic mirror
towards a short-pass filter (Semrock, FF01-775/SP), which
efficiently removes reflected radiation within the 770–1050 nm
range. The light is subsequently coupled into an optical fiber
leading to a monochromator (Horiba Jobin Yvon, iHR320),
which is equipped with an 1800 grooves per mm grating
blazed at 500 nm and a photomultiplier tube (Hamamatsu,
R928) for upconversion luminescence detection. The signal
collected by the photomultiplier tube is connected to a 50
Ohm input of a digital oscilloscope (Agilent, DSO9104A). The
trigger for the oscilloscope is provided by the signal from the
laser controller. The current laser controller produces exci-
tation pulses ranging from 40 μs to the millisecond scale. The
laser’s rise and fall times are significantly shorter than the
measured UCL decay times, with a nominal value below 10 μs.
A custom-developed Matlab program processes each acquired
signal in real-time, simulating both the discriminator and the
multichannel counter.40 By analyzing over 2500 trigger signals,
a luminescence decay curve is reconstructed.

The luminescence lifetime is extracted by fitting the decay
curves to a single exponential function. The fitting procedure
considers a time window from tini to tend, where tend is selected
to be sufficiently long to capture the complete luminescence
decay (typically tend = 2–2.5 ms). For each experimental decay
curve, approximately 15 fits are performed, systematically
varying tini within the interval where the luminescence inten-
sity decreases from 85% to 75% of its maximum value. Further
details on this procedure can be found in section S4 of the
ESI.† This approach yields an average luminescence lifetime
along with its standard error.

To determine the laser intensity (irradiance) at the sample,
the laser power was measured using a thermal sensor power
meter (Thorlabs, S310C), and the beam spot size was deter-
mined using the knife-edge technique,41 yielding a beam
radius of 120 μm (HWHM). Further details are provided in
section S5 of the ESI.†
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We conducted two set of time-resolved experiments: the
first involved varying the excitation pulse width, and the
second involved varying the excitation laser power, and conse-
quently the irradiance. Detailed experimental information
regarding the excitation conditions used in these studies can
be found in section S6 of the ESI.†

Luminescence emission spectra were collected for each set
of core–shell nanoparticles, CS1 and CS2, both with and
without Cy3 dye bound to their surface, using the CW mode
for the excitation laser. Multiple spectra were recorded for
each sample, and those spectra were normalized in the red
band region. An average intensity was calculated by integrating
the area within the green emission band, with the standard
deviation used as the error.

3 Results and discussion

Highly monodisperse β-NaYF4:Yb0.2 UCNPs with an average
diameter of (32 ± 2) nm were synthesized via a high-tempera-
ture thermal co-precipitation method (see TEM image in
Fig. 1A). These initially synthesized β-NaYF4:Yb0.2 nano-
particles were subsequently employed as cores for the seed-
mediated epitaxial growth of NaYF4:Yb0.2,Er0.02 active-shells
with two different thicknesses. TEM images in Fig. 1B and C
confirm the successful formation of core–shell structures and
show the increase in particle size due to the growth of the
NaYF4:Yb,Er active shell around the β-NaYF4:Yb core. The
resulting core–shell nanoparticles exhibit final diameters of
(43 ± 3) nm for the sample with a molar ratio of 0.25/0.5 rela-
tive to the total amount of RE content in the core synthesis

step to the shell growth step (CS1), and (60 ± 3) nm for the
sample with a RE molar ratio of 0.25/1 (CS2). These corres-
pond to shell thicknesses of approximately 5.5 nm and 14 nm,
respectively, as shown in the size distribution in Fig. 1D.
Fig. 1E shows the green and red UCL emission spectrum of a
NaYF4:Yb,Er@PAA-PEI UCNPs dispersion in DMSO at a con-
centration of 0.5 mg mL−1, the concentration used in all
reported experiments, upon excitation with a 967 nm CW
laser. This emission features two peaks in the green region at
approximately 525 nm and 540 nm, corresponding to the
2H11/2 →

4I15/2 and
4S3/2 →

4I15/2 transitions, respectively, and a
red emission band centered around 655 nm, associated with
the 4F9/2 → 4I15/2 transition. The energy level diagram of the
system is depicted in Fig. 1F, highlighting the green upconver-
sion mechanism, which is primarily driven by energy transfer
(ET) from Yb3+ ions to Er3+ ions. As shown in Fig. 1E, the
absorption spectrum of Cy3 (blue dashed line) exhibits strong
spectral overlap with the green emission band of the UCNP
donor, while its fluorescence (light brown dashed line)
remains well separated from both the green and red UCL emis-
sion. This spectral overlap can be quantitatively evaluated
using the spectral overlap integral J:

J ¼
ð
Δλ

FDðλÞεAðλÞdλ; ð1Þ

where FD(λ) is the normalized UCL emission spectrum of the
UCNP donor (with unit area), and εA(λ) is the molar extinction
coefficient of the Cy3 acceptor, which typically reaches a
maximum value of approximately 1.5 × 105 M−1 cm−1. The inte-
gration is performed over the selected spectral range Δλ corres-

Fig. 1 (A) TEM image of the 32 nm β-NaYF4:Yb0.20 core and β-NaYF4:Yb@NaYF4:Yb0.20,Er0.02 core–shell nanoparticles with different shell thick-
nesses: CS1, 5.5 nm (B) and CS2, 14 nm (C). (D) Size distribution of core (32 ± 2) nm, and core–shell nanoparticles: CS1 (43 ± 3) nm, and CS2 (60 ± 3)
nm, depicted in Fig. A, B, and C, respectively. (E) Green and red UCL emission spectrum of a NaYF4:Yb,Er UCNPs dispersion in DMSO at a concen-
tration of 0.5 mg mL−1 and excitation laser spectrum for a 967 nm CW laser power of 0.3 W (633 W cm−2). Dashed lines show the absorption (left
curve) and luminescence emission (right curve) spectra of the Cy3 dye FRET pair acceptor. (F) Energy level diagram for Yb3+ and Er3+ ions describing
the processes that give rise to green and red UCL emission bands. The black dashed lines represent the Yb–Er energy transfer (ET) mechanism,
whereas the green and red solid lines represent the two green and one red emissions, centered around 525 nm, 540 nm, and 655 nm, respectively.
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ponding to the donor emission band (505–575 nm) (see Fig. S6
in ESI†). Based on this, we obtained a spectral overlap integral of
J = 7 × 1015 M−1 cm−1 nm4, which enabled us to estimate the
Förster distance R0. This characteristic distance is defined as the
donor–acceptor separation at which 50% of the donor ions
decay via energy transfer to the Cy3 acceptors, that is, the dis-
tance at which the energy transfer rate equals the intrinsic
donor decay rate in the absence of acceptor. R0 is given by:

R0 ¼ 0:0211ðκ 2ηDn�4JÞ1=6 ½nm�: ð2Þ
The factor κ2 accounts for the relative orientation of the

donor and acceptor dipole moments. It is commonly assumed
to be 2/3, which corresponds to the condition of dynamic iso-
tropic averaging. ηD represents the intrinsic quantum yield of
the donor in the absence of the acceptor, that is, the quantum
yield of the excited state of the Er3+.42 According to Bhuckory
et al.,42 this value has been estimated to lie between 20% and
30% based on FRET measurements in UCNPs with different
core–shell architectures. In our calculations, we used ηD = 0.25.
The parameter n denotes the refractive index of the medium
surrounding the FRET pair, we used the value for the host
matrix NaYF4, n = 1.48.43 By evaluating eqn (2) with these para-
meters, we obtained a theoretical Förster distance of R0 ≈
5.3 nm. In order to assess the robustness of this estimation,
we analyzed the effect of uncertainties in the parameters
involved. According to the Förster distance expression (eqn
(2)), the parameter that potentially induces the largest vari-
ation in R0 is the refractive index n, due to its dependence to

the fourth power. The relative variation can be approximated
by ΔR0/R0 = (4/6)Δn/n. The refractive index may vary between
that of the solvent (1.33) and that of the host matrix (1.5),
leading to a relative variation of approximately 7.7%, which
translates into an uncertainty of about 0.4 nm in the Förster
distance. Although the remaining parameters in eqn (2) con-
tribute less significantly to the overall uncertainty, the intrinsic
quantum yield ηD is the most difficult to constrain. It could
reasonably vary between 15% and 35%, resulting in a relative
variation of ΔR0/R0 = (1/6)ΔηD/ηD ≈ 13%, which implies an
additional uncertainty in R0 of about 0.7 nm. In summary,
considering these uncertainties, the Förster distance R0 is
expected to lie within the range of approximately 4.5 to
6.5 nm. This result suggests that, in core–shell nanoparticles
with a 5.5 nm active shell (CS1), a significant fraction of the
Er3+ ions is likely to undergo efficient energy transfer to Cy3
acceptors. Consequently, a measurable FRET efficiency is
expected in these nanoparticles (CS1).

In order to determine the FRET efficiency under steady-
state conditions, we measured the emission spectra of the
sample CS1 with and without the attached Cy3 (Fig. 2A). The
relative intensity decrease in the green UCL of UCNPs with
acceptor molecules, compared to those without Cy3, quantifies
the magnitude under investigation. This value is determined
using the following expression:

EFRET ¼ 1� IDA
ID

; ð3Þ

Fig. 2 (A) Green UCL emission spectra for a DMSO NaYF4:Yb,Er UCNPs dispersion (0.5 mg mL−1) (with and without Cy3) under 967 nm CW
irradiation of 0.2 W (444 W cm−2). (B) Green (540 nm) UCL decay curves for two extreme representative excitation pulse widths (40 μs and 10 ms) in
the case with and without Cy3, using an excitation laser power of 2.2 W (5 kW cm−2). (C) Green UCL lifetime as a function of the excitation pulse
width for the sample with and without Cy3. Here, error bars are present but not discernible due to being smaller than the data point symbols. (D)
FRET efficiency calculated from data of figure (C). (E)–(H) same as (A)–(D) for the UCNPs with 14 nm active shell thickness.
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where ID and IDA are the spectra intensity of the UCNPs in the
absence and presence of the acceptor, respectively. The inten-
sities were calculated by integrating the spectra over the 510 to
565 nm range. Based on these data, we calculated a FRET
efficiency of 29%. This relatively high value suggest a strong
interaction between the donor and acceptor, as expected from
the favorable spectral overlap and spatial proximity provided
by the relatively thin active shell. However, as noted in the
Introduction, conclusive evidence that the observed lumine-
scence quenching results from a FRET mechanism, as
opposed to other processes such as reabsorption or scattering,
comes from time-resolved measurements. Specifically, FRET
induces a reduction in the donor’s luminescence lifetime due
to the addition of a non-radiative decay pathway. To verify this,
we measured the UCL decay curves of the UCNPs in the pres-
ence and absence of Cy3 acceptors using a custom-built experi-
mental setup (Fig. S3 in ESI†). These measurements allow us
to estimate the FRET efficiency using the following expression:

EFRET ¼ 1� τDA
τD

; ð4Þ

where τD is the lifetime of the donor UCNP, and τDA is the life-
time of the donor nanoparticle in the presence of the acceptor
molecules. A reasonable concern arises regarding this approach.
As discussed in the Introduction, recent studies have introduced
a new paradigm in the interpretation of UCL decay, showing
that the measured luminescence lifetime can depend strongly
on the excitation pulse width.35 Therefore, our hypothesis is that
the FRET efficiency obtained from lifetime measurements may
also be affected by the duration of the excitation pulse, poten-
tially leading to a biased estimation of the energy transfer
efficiency depending on the experimental conditions.

To experimentally validate this hypothesis, we investigated
the dependence of FRET efficiency on the excitation laser
pulse width. Specifically, we measured the UCL decay curves of
the green emission band (at 540 nm) using a 967 nm laser,
varying the pulse duration across a wide temporal window,
ranging from microseconds to milliseconds, in order to probe
excitation conditions below and above the typical UCL lifetime.
The pulse repetition rate was adjusted to allow complete relax-
ation of the ions to the ground state before the next excitation
pulse (see experimental details in section S6 in ESI†). Fig. 2B
presents representative decay curves obtained under short
(40 μs) and long (10 ms) excitation pulses. In both cases, a
noticeably faster decay is observed in the presence of Cy3, indi-
cating effective energy transfer regardless of the pulse regime.
The UCL lifetimes were determined by fitting the decay curves
with a single-exponential model, using different fitting ranges
as described in subsection 2.7. Fig. 2C summarizes the
extracted UCL lifetimes as a function of the excitation pulse
width, in both the absence and presence of Cy3. In both cases,
the lifetime initially increases with pulse duration before
reaching a plateau at longer pulses.

This plateau suggests that the population of excited states has
reached saturation. This behavior is further supported by the full
rise-and-decay UCL signals shown in Fig. S7 in ESI,† where the

signal rise flattens, indicating that the system approaches a
steady-state population during long excitation pulses.

On the other hand, we have confirmed that the energy
transfer from the UCNP to Cy3 gives rise to a slower decay
component in the Cy3 emission at 582 nm, which otherwise
would typically be in the nanosecond range (more details in
section S9 in ESI†). From the lifetime values of Fig. 2C, the
FRET efficiency was calculated and is shown in Fig. 2D. The
results reveal a clear dependence of the FRET efficiency on the
excitation pulse width, with maximum values close to 20%
observed under short-pulse excitation, gradually decreasing to
approximately 10% as the pulse duration increases, corres-
ponding to a 50% reduction in apparent FRET efficiency.
Kotulska et al. reported UCL lifetime for similar UCNPs with
and without an attached acceptor of 95 μs and 163 μs for a 10
ns pulse width, and 173 μs and 175 μs for a 4 ms pulse width,
resulting in FRET efficiencies of 41.7% and 1.2%, respectively.
They also reported a FRET efficiency under steady-state con-
ditions of 89%.37 In addition to the observed dependence of
FRET efficiency on the excitation pulse width, none of the
extracted values seem to approach the actual FRET efficiency
measured from the steady-state emission spectra. This obser-
vation highlights a fundamental limitation: accurately quanti-
fying the true contribution of FRET is not feasible through
UCL lifetime analysis alone, as the decay rate change induced
by FRET in the green emission level cannot be reliably
obtained through the change in the UCL lifetime. This sys-
tematic underestimation of the FRET efficiency, and thus of
the FRET rate, has significant implications for the field of
UCNP-based FRET sensors, potentially leading to a substantial
reduction in their achievable detection sensitivity.

Furthermore, if the FRET efficiency determined from steady-
state spectral measurements is low, the associated changes in
the donor lifetime may become too subtle to be detected.
Indeed, there are reports in the literature where no measureable
difference in the donor lifetime was observed, despite clear evi-
dence of FRET through spectral intensity changes.38 To further
corroborate this point, we synthesized a second batch of UCNPs
featuring a much thicker active shell of NaYF4:Yb0.2,Er0.02, with a
thickness of approximately 14 nm. In these core–shell nano-
particles, a substantial fraction of Er3+ ions are expected to be
located too far from the Cy3 acceptors to enable significant
energy transfer, resulting in an overall lower FRET efficiency. To
experimentally verify this, we first measured the UCL spectra of
these nanoparticles in the presence and absence of Cy3, as
shown in Fig. 2E, obtaining a steady state measurement of FRET
efficiency corresponding to 10%. In this situation, the UCL
decay curves measured under pulsed excitation are very similar
in the absence and presence of Cy3, as shown in Fig. 2F. The
UCL lifetime values exhibit a similar dependence on the exci-
tation pulse width as previously observed for the UCNPs with
thinner active shell, however, the decay curves for the samples
with and without Cy3 are now much closer to each other (see
Fig. 2G). As a result, the FRET efficiency achieved for these
larger-shell nanoparticles (CS2) is substantially lower than that
observed for the CS1 nanoparticles. In fact, the maximum FRET
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efficiency, reached under short-pulse excitation, is about 4%,
progressively decreasing to below 2% as the pulse duration
increases. Notably, at longer pulse widths, the differences
between the lifetimes measured with and without Cy3 become
almost indistinguishable, falling within the range of experi-
mental uncertainty, thus making it extremely challenging to
detect any FRET contribution through lifetime measurements.

Next, to gain a deeper understanding of the excitation-depen-
dent FRET efficiency in UCNP systems, we expanded our study
by varying not only the excitation pulse width but also the exci-
tation laser power. UCL decay curves were analized as a function
of laser power, varied from 0.3 W to 5.6 W, corresponding to an
irradiance range of 663 W cm−2 to 12.3 kW cm−2, with a fixed
pulse width of 750 μs (see experimental details in section S6 in
ESI†). In Fig. 3A, we plotted the UCL lifetime as a function of
laser irradiance, both with and without Cy3 acceptors. As
expected, the UCL lifetime increases with laser irradiance in
both cases. In addition, the corresponding FRET efficiency
shows a clear variation with laser irradiance, ranging from 15%
to 11% (see Fig. 3B). This increase in lifetime with irradiance is
in line with results from our previous work,35 and from other
authors that have reported an increase in the UCL lifetime of the
540 nm emission (i) for powder NaLuF4:Yb0.9,Er0.02 microrods
when increasing excitation irradiance from 3 W cm−2 to 25 W
cm−2 and using pulses up to 1 ms width,33 and (ii) for drop-
casted 8 nm NaYF4:Yb0.2,Er0.02 cores with 4 ms excitation pulses
within 0.01–1 kW cm−2 irradiance.32 This behavior may be
explained due to the increasing population of Er3+ intermediate

states (e.g., the metastable 4I13/2 level) at higher irradiances,
which results in a slower decay time of the 540 nm emission
compared with low irradiances.35 Although an opposite behavior
or barely any change with irradiance has also been reported,30,32

we believe that this can be ascribed to the use of different Yb3+/
Er3+ ratio and dopant concentrations, studied excitation range,
nanoparticle size, structure/ion distribution (e.g. core@shell) and
state of sample (dried vs. dispersed), which can result in
different contributions to the temporal dynamics of the popu-
lation of Er3+ levels by energy transfer, cross-relaxation and
energy migration between Ln3+ ions, as well as variable surface
and temperature quenching effects.

In our case, it is also interesting to highlight that experi-
ments from Fig. 2C and 3A involving variations in excitation
pulse width and irradiance, can be collapsed into a single
master curve when plotting the UCL lifetime as a function of
laser fluence, i.e., the product of irradiance and pulse duration
(see Fig. 3C). This confirms that the laser fluence determines
the population of the system at the moment when the exci-
tation pulse ends, ultimately influencing the subsequent UCL
decay and, as result, its lifetime. Therefore, the same behavior
must be observed when representing the corresponding FRET
data, as indeed is confirmed in Fig. 3D.

These findings underscores the importance of exercising
caution when comparing FRET efficiencies obtained under
different excitation conditions, as both excitation pulse width
and irradiance can significantly influence the UCL lifetime, and
consequently, the measured FRET efficiency in UCNP-based
FRET systems.

3.1 Theoretical interpretation

To better understand the experimental findings, we conducted
a rate equation analysis aimed at qualitatively reproducing the
observed results. This analysis allowed us to demonstrate that
the variation in FRET efficiency as function of laser pulse
width and irradiance is a dynamic phenomenon inherently
linked to the upconversion process. To achieve this, we
employed the following rate equation model:

dNEr1

dt
¼ �WEr10NEr1 þWEr21NEr2

� K3NEr1NYb1 � 2CEr1NEr1
2;

dNEr2

dt
¼ � ðWEr20 þWEr21ÞNEr2 þWEr32NEr3

þ K2NEr0NYb1 � KB2NEr2NYb0 � K4NEr2NYb1

þ CEr1NEr1
2 � 2CEr2NEr2

2

dNEr3

dt
¼ � ðWEr30 þWEr32ÞNEr3 þWEr43NEr4 þ K3NEr1NYb1;

dNEr4

dt
¼ � ðWEr40 þWEr43 þWEr4FRETÞNEr4

þ K4NEr2NYb1 þ CEr2NEr2
2

dNYb1

dt
¼ �WYbNYb1 þ 1

2
WYb

I
Isat

ðNYb0 � NYb1Þ
� K2NEr0NYb1 þ KB2NEr2NYb0

� K3NEr1NYb1 � K4NEr2NYb1:

ð5Þ
Fig. 3 (A) UCL luminescence lifetime as a function of laser irradiance
for CS1 core–shell nanoparticles (with active shell 5.5 nm) with and
without dye for a fixed pulse width of 750 μs. Error bars are included but
not visible as they are smaller than the symbol size. (B) FRET efficiency
obtained from data shown in A. (C) UCL lifetime extracted from Fig. 2C
(dark-colored symbols) and A (light-colored symbols) as a function of
laser fluence, measured by varying the laser pulse width and laser
power, respectively. (D) FRET efficiency calculated from the UCL lifetime
data shown in C.
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The term NErj represents the density of Er3+ ions in the
energy level j, where the subscripts j = 0, 1, 2, 3, 4 correspond
to energy levels 4I15/2,

4I13/2,
4I11/2,

4F9/2, and 4S3/2 of Er3+,
respectively (see Fig. 4A). The populations of fast-decaying
levels such as 4F7/2 and 4I9/2 are neglected, while the popu-
lations of 2H11/2 and

4S3/2 are assumed to be in thermal equili-
brium. The total Er3+ ion density in the nanoparticle is given
by the sum NEr0 + NEr1 + NEr2 + NEr3 + NEr4 = NEr. Similarly, the
densities of Yb3+ ions in the 2F7/2 and 2F5/2 energy levels are
denoted as NYb0 and NYb1, respectively, with their total density
expressed as NYb0 + NYb1 = NYb. The decay rate from level j to
level l of Er3+ is represented by WErjl. Decay from an excited
level to the ground state (WErj0) is considered radiative (on the
millisecond range), whereas decay to the next lower excited
level occurs via faster nonradiative multi-phonon relaxation
(on the microsecond scale). The decay rate from the excited
state to the ground state of Yb3+ is denoted as WYb. The coeffi-
cients K2, K3, and K4 describe the resonant energy transfer
from the excited Yb3+ ions (sensitizers) to levels 2, 3, and 4 of
Er3+ (activators), respectively. Additionally, KB2 represents the
back energy transfer coefficient from Er3+ in level 2 to Yb3+.
The terms CEr1 and CEr2 correspond to cross-relaxation energy
transfer between neighboring Er3+ ions. Specifically, CEr1

describes the typical quenching mechanism in erbium-doped
fiber amplifiers, given by the transition (4I13/2,

4I13/2) → (4I15/2,
4I9/2), while CEr2 corresponds to an upconversion energy trans-
fer leading to green emission, (4I11/2,

4I11/2) → (4I15/2,
4F7/2). All

of the above processes are illustrated in the energy level

diagram shown in Fig. 4A. Finally, the excitation laser intensity
(irradiance) is denoted as I (in W cm−2), which can be normal-
ized by the saturation intensity Isat = ħωWYb/(2σYb) of the Yb3+
2F7/2 → 2F5/2 transition. Here, σYb is the absorption (approxi-
mately equal to the emission) cross-section at the laser wave-
length, and ħω represents the transition energy, which is res-
onant with the excitation laser wavelength. For the simu-
lations, we initially set the decay rates, energy transfer coeffi-
cients, and other physical parameters to values comparable to
those reported in the literature.35,44–47 We then refined these
parameters to better align with our experimental results for
the CS1 UCNPs (see section S10 in ESI†).

To theoretically study the time evolution of the populations,
we modeled the excitation intensity as a square pulse with a
given amplitude I/Isat and pulse width, matching the experi-
mental conditions. At the initial time t = 0, when the laser is
switched on, all ions are assumed to be in their ground state,
with no population in the excited levels. Thus, the initial con-
ditions for the simulations at t = 0 are NEr1 = NEr2 = NEr3 = NEr4

= NYb1 = 0, while NEr0 = NEr and NYb0 = NYb. Eqn (5) was
numerically solved using an explicit Runge–Kutta method
implemented in Matlab.48 In particular, the time evolution of
the NEr4 population after the laser is turned off defines the
UCL decay curve of the green emission band. The simulated
decay curves were fitted following the same procedure as the
experimental data to extract the simulated lifetime.

The decay rate WEr4FRET in eqn (5) represents the resonant
energy transfer process from the Er3+ ions in the 4S3/2 excited

Fig. 4 (A) Energy level diagram for Yb3+ and Er3+ ions describing all the physical processes used in the rate equation model. Black dashed lines rep-
resent the Yb–Er ET mechanism (K2, KB2, K3, K4), whereas black dotted lines represent Er–Er ET mechanisms (CEr1 and CEr2). Gray solid line represents
ground state absorption and stimulated emission of Yb3+ ions (σYb1). The remaining solid lines represent radiative decay rates from different levels
(WYb1 for Yb

3+ and WEr1, WEr20, WEr30, WEr40 for Er3+), whereas faster nonradiative decay rates are represented by wavy lines (WEr43, WEr32, WEr21). We
also show the FRET rate WEr4FRET from the UCNP donor to the Cy3 acceptor, as well as the decay of the Cy3 emission. (B) Simulated green UCL life-
time, calculated from decay curve of NEr4, as a function of the excitation pulse width for both with (WEr4FRET) and without (WEr4FRET = 0) Cy3 accep-
tors (solid lines). Experimental results from Fig. 2C are added for comparison purposes (symbols). (C) Simulated (solid line) and experimental
(symbols) FRET efficiency calculated from the results shown in B. (D) Simulated green UCL lifetime, calculated from decay curve of NEr4, as a function
of laser irradiance for both with (WEr4FRET) and without (WEr4FRET = 0) Cy3 acceptors (solid lines). Experimental results from Fig. 3A are added for
comparison purposes (symbols). (E) Simulated (solid line) and experimental (symbols) FRET efficiency calculated from the results shown in D.
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state to Cy3 acceptor molecule (see Fig. 4A). This parameter
quantifies how efficiently energy is transferred from the UCNP
donor to Cy3, thereby reducing the population of the 4S3/2
state via the FRET mechanism. By incorporating WEr4FRET into
the total decay rate of this energy level, the model accounts for
the presence of the acceptor and its impact on the UCL emis-
sion. Conversely, to simulate the behavior of the UCNPs in the
absence of Cy3, we simply set WEr4FRET = 0, effectively remov-
ing the energy transfer contribution. This allows for a direct
comparison between the UCL lifetime with and without Cy3.

Based on the experimental results, we assumed a FRET
efficiency of EFRET = 29% as determined from steady-state
measurements of the CS1 UCNPs. This efficiency can be
expressed in terms of the intrinsic decay rates as:

EFRET ¼ WEr4FRET

WEr40 þWEr43 þWEr4FRET
: ð6Þ

Eqn (6) allowed us to estimate the FRET decay rate WEr4FRET

(see section S10 in ESI†). Fig. 4B presents the simulated UCL
lifetime, calculated from decay curve of NEr4, as a function of
laser pulse width, both in the presence and absence of Cy3.
The FRET efficiency calculated from these simulated curves is
shown in Fig. 4C. In both figures, the experimental data are
included for comparison purposes. A good qualitative agree-
ment is observed between the simulated and experimental
results, indicating that the model successfully captures the key
dynamics of the system. This confirms that the dependence of
FRET efficiency on laser pulse width is an intrinsic dynamic
process, directly tied to the intrincate interplay governing the
UCL lifetime behavior. The competition between different
pathways, including radiative and non-radiative relaxation,
energy transfer between ions, and resonant energy transfer to
Cy3, dynamically influences the UCL lifetime, leading to vari-
ations in the observed FRET efficiency as a function of exci-
tation parameters. To further investigate this behavior, we
extended our simulations to analyze the variation of FRET
efficiency with laser irradiance. Fig. 4D shows the simulated
UCL lifetime for both cases, with and without Cy3, while
Fig. 4E presents the corresponding FRET efficiency. Once
again, a reasonable qualitative agreement with the experi-
mental data is observed, reinforcing the validity of our model.

An important trend emerges from these simulations: as the
laser fluence increases, either by increasing the pulse width or
by raising the laser irradiance, the overall UCL lifetime also
increases. This lengthening of the UCL lifetime reduces the
relative impact of the absolute lifetime change caused by
FRET. Moreover, even at short laser pulse widths, the FRET
efficiency remains below 20% (see Fig. 4C) failing to reach the
29% observed in steady-state measurements. To theoretically
validate this discrepancy, we analyzed FRET under steady-state
conditions using CW laser excitation. In this scenario, we cal-
culated the steady-state population of the green emission level,
NEr4, which is directly proportional to its emission intensity.
This approach allowed us to determine the FRET efficiency
under continuous excitation and compare it with the transient
case. The reduction in the steady-state population NEr4 upon

introducing the acceptor resulted in a FRET efficiency close to
29%, consistent with the value predicted by eqn (6) and in
agreement with steady-state FRET experiments.

That means that in steady-state simulations, introducing a
FRET decay channel that accounts for 29% of the total decay
rate from the green-emitting level results in a corresponding
29% reduction in its stationary population. This behavior
aligns with expectations, as the steady-state UCL intensity
directly reflects the balance between excitation and all de-
activation pathways, including the added FRET process.
Specifically, the green UCL intensity is governed by the
quantum yield of the emitting level, expressed as the ratio of
its radiative decay rate to the total decay rate. Thus, any
increase in the total decay rate due to FRET results in a pro-
portional decrease in the UCL intensity. However, this propor-
tionality does not hold in time-resolved simulations. In these
cases, the measured UCL lifetime does not directly correspond
to the inverse of the total decay rate of the emitting level, i.e.,
1/WEr4. This discrepancy arises because the UCL lifetime is
determined not only by the decay of the green-emitting level,
but also by the entire dynamic upconversion process. It incor-
porates multiple coupled processes, including sensitizer–acti-
vator energy transfer (K2, K3, K4, KB2), relaxation rates of inter-
mediate states, and cross-relaxation pathways among Er3+ ions
(CEr1, CEr2), all occurring on different timescales and dynami-
cally influencing the UCL lifetime. As a result, while FRET
modifies the decay rate of the emitting level in a defined way,
this change is only partially reflected in the measured UCL life-
time. The UCL decay represents a convolution of the full
kinetic network, meaning that lifetime-based assessments of
FRET efficiency may systematically underestimate the true con-
tribution of the FRET process.

4 Conclusions

In this study, we systematically investigated the influence of
excitation conditions, specifically laser pulse width and laser
power (and irradiance), on the quantification of FRET efficien-
cies in UCNP-based systems, addressing the common assump-
tion that time-resolved measurements are gold standard for
probing FRET. To this end, we synthesized core–shell β-NaYF4:
Yb0.2@NaYF4:Yb0.2,Er0.02 UCNPs with two distinct active shell
thicknesses: a thin 5.5 nm shell designed to promote strong
donor-to-Cy3 acceptor interactions, achieving a FRET efficiency
of 29% as determined by steady-state measurements, and a
thicker 14 nm active shell aimed at reducing energy transfer
efficiency (10% from steady-state measurements).

Through time-resolved upconversion luminescence (UCL)
experiments and theoretical modeling, we demonstrated that
both excitation pulse width and laser irradiance have a signifi-
cant impact on the measured FRET efficiency. For UCNPs with
thin active shells, high FRET efficiencies of around 20% were
observed under short excitation pulses. However, as the exci-
tation pulse duration increased and/or laser power was raised,
the measured FRET efficiency decreased substantially, dropping
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to approximately 10% for long excitation pulses. This variation
is attributed to the complex dynamics of upconversion systems,
where the population of intermediate energy states interferes
with the accurate determination of the intrinsic decay time of
the emitting level. As a result, the real FRET efficiency cannot be
directly inferred from changes in the UCL lifetime alone, high-
lighting the need to account for these dynamic processes when
quantifying FRET in UCNP-based systems.

In the case of UCNPs with thick shells (14 nm), the FRET
efficiency assessed via lifetime measurements dropped to very
small values, within the experimental uncertainty, under long
excitation pulses, suggesting no detectable energy transfer.
Nevertheless, spectral measurements still revealed a decrease
in donor emission and an increase in Cy3 acceptor emission,
confirming that FRET was indeed occurring, around 10% FRET
efficiency. This highlights that lifetime-based quantification
can fail to detect FRET under certain excitation conditions, par-
ticularly in systems with low donor–acceptor coupling.

Overall, our findings reveal that FRET efficiency determined
through time-resolved luminescence measurements vary with
both excitation irradiance and pulse width. Consequently, exci-
tation conditions act as hidden variables that can systemati-
cally bias FRET measurements. Even though this drawback is
observed in UCNPs, it is likely to be present in other nano-
systems with complex dynamics, for example some quantum
dots, where nonexponential photoluminescence decay behav-
ior has been found.

Considering all these results, identifying the optimal strat-
egy for accurately assessing FRET efficiency in UCNP-based
systems remains challenging. From the perspective of lifetime-
based measurements, one should aim to optimize excitation
parameters, UCNP structure, doping concentrations, and emis-
sion band selection to approach a UCL lifetime that closely
reflects the intrinsic decay time of the emitting state. In terms
of intensity-based measurements, particular attention must be
given to minimizing reabsorption effects, such as by carefully
diluting the samples, to ensure that the observed variations
are primarily due to FRET. However, it is difficult to defini-
tively claim that no other contributions are influencing the
results since intensity-based FRET quantification is highly sen-
sitive to variations in sample concentration (e.g., UCNP con-
centration before and after the presence of acceptors, sample
sedimentation), as well as media characteristic (e.g., scattering,
inner filter effect).
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