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This manuscript provides an overview of the current state of the art in terms of the molecular modelling
of the thermophysical properties of fluids. It is intended to manage the expectations and serve as
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guidance to practising physical chemists, chemical physicists and engineers in terms of the scope and
accuracy of the more commonly available intermolecular potentials along with the peculiarities of the
software and methods employed in molecular simulations while providing insights on the gaps and
opportunities available in this field. The discussion is focused around case studies which showcase both
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1. Introduction

Physical property data is at the heart of all chemical, biological
and physical manufacturing processes.”” Uncertainty and/or
sheer lack of data has a direct impact on the deployment of
efficient processes and is one of the most salient stumbling
blocks in process design.> Without suitable data, the process
engineer cannot rationally evaluate the appropriate extent of
overdesign and more crucially assess the risk of process
failure.! This is particularly true of processes with many stages,
such as distillation, absorption, trains of batch reactors, etc.
Even small uncertainties in a few key thermophysical properties
can skew the design by large amounts® (see Fig. 1).

Physical properties of fluids can be, and have been measured
experimentally since the dawn of modern science. Densities,
vapour pressures, critical point data, viscosities, solubilities,
surface tensions, thermal conductivities, etc. are all routinely
measured and collated in existing open-access® and proprietary
databanks. Pure compound data is presently available for several
thousand to tens of thousands chemical compounds of interest
(depending on the data-bank), a number which pales against the
over 120 million chemical structures identified to date.” When
one considers mixtures, a much smaller (relative) number of
systems has been explored (e.g¢ DECHEMA claims to have data
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the precision and the limitations of frequently used workflows.

for roughly 200 000 systems from 80 000 constituent pure fluids).
Databases themselves grow at a slow pace, to the order of a
million data points per year. Entire scientific journals® devoted
to this pursuit give evidence that the progress is very incremen-
tal, at the most. This level of “data ignorance” is problematic,
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Fig. 1 Influence of the errors in the determination of the separation
factor, o (the ratio of vapour mole fraction to liquid mole fraction between
two components), on the minimum number of theoretical stages in a
typical distillation column. For “difficult” separations (x close to 1), one
needs many theoretical stages, e.g. between 100 and 200 stages, and high
investment costs. An uncertainty of the order of a few percent can cause
deviations which are larger than 100%. Taken with permission from ref. 5.
Copyright 2002 Elsevier.
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and no practical increase in the level of experimentation will
allow us to explore this universe in any meaningful way. The
implications of this void are vast and not limited to chemical
processes: the plight of the pharma industry to discover new
drugs is a clear consequence of the asymmetry between our
existing physical property knowledge and the phase space that
could be potentially searched.’

Notwithstanding their immense value, the slow pace of
acquisition (and high cost) of experimental data needs requires
them to be extended and supported by theories and numerical
models. The appreciation of the impact that models that help
correlate and predict physical properties have on the scientific
community can be summarized by two Nobel prizes awarded
almost a century apart. The 1910 physics Nobel prize was
awarded to J. D. van der Waals, for the recognition that
analytical (mathematical) models were capable of modelling
vapour-liquid equilibria, including the unique phenomenon of
the appearance of a critical point. Today, successors of these
expressions, better known as cubic Equations of State (EoS) are
a staple of engineering design. The van der Waals equation
kick-started a century of research into the link between the
different macroscopic thermodynamic properties, at the time
when science was assessing and understanding the atomic
nature of matter. Statistical mechanics ultimately provided
the link between the intermolecular forces amongst molecules
and the integrated macroscopic observable product of the
collective behaviour of ensembles of molecules.'®'" While
elegant and self-consistent, the expressions provided by statis-
tical mechanics are only solvable for a handful of ideal cases.
Our understanding of the nature of intermolecular forces
provided yet another path to the description of the molecular
interactions through the solution of Schrédinger’s equations.
Referring to this, Dirac suggested almost a century ago'” that
“the underlying physical laws necessary for the mathematical
theory of a large part of physics and the whole of chemistry are

. completely known, and the difficulty is only that the exact
application of these laws leads to equations much too complicated
to be soluble”. The combination of quantum mechanical calcu-
lations and highly sophisticated numerical tools provides the
promise of an avenue to process and correlate the available
experimental data. This, in its own right, is a striving area of
research, particularly with the use of group contribution
approaches,'®'* but its practical usefulness is limited by the
requirements of large computational resources and the avail-
ability of experimental data to validate the results.

A more recent chemistry Nobel prize award was presented in
2013 to Martin Karplus, Michael Levitt and Arieh Warshel
acknowledging that atomistically-detailed force fields based
on information taken from quantum mechanical calculations
represented a game-changing approach allowing the computer-
based prediction of physical properties. Indeed, in the past
50 years we have experienced an unexpected and unparalleled
change in the way scientists view physical property prediction.®
Within the lifetime of many (and in particular of the more
senior) industrialists and academics, computational power has
progressed immensely on the back of the shade provided by
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Moore’s Law (the empirical observation/prediction that computer
hardware speed doubles every two years).'® Digital computers,
which started becoming available to mainstream scientists as
early as the 1950’s, were initially employed for supporting the
development of statistical mechanical theories.'”'® Seminal
papers describing molecular dynamics'®>° 2122
simulations appeared in the literature at this time and garnered
the attention of science-driven engineers and companies who
saw them as platforms for the calculations of properties of real
substances.”® Today, those “heroic” simulations of the past
century are dwarfed by equivalent (or much larger) ones per-
formed routinely even as undergraduate-level coursework.**?>
The reader is referred to some of the review papers on the history
of molecular modelling and on the overview of its implementation
in the physical and chemical sciences®®>® for a detailed chronicle.

The level of molecular modelling described in the preceding
paragraph is orders of magnitude less demanding than the full
quantum calculations which it tries to emulate and matches
well the current availability of rather inexpensive and relatively
powerful hardware. This, alongside the accessibility of dedicated
software prompts the use of these molecular modelling tools to
predict the physical properties of fluids.”>*® The rationale
behind this is self-evident. Simulations have the potential to
provide for exact solutions of the statistical mechanical expres-
sions that govern the macroscopic behaviour of matter. They
provide so within a reasonably inexpensive framework and are
able to access regions of phase space inaccessible to experiments
because of practical constraints such as toxicity,’* extreme
conditions,** and ocassionally low (or unknown) purity of mate-
rials. Furthermore, molecular simulations are in principle able
to predict the behaviour and properties of new materials and
molecules prior to their synthesis, a key driving tool for innova-
tion in the pharmaceutical and material science industries.
Unfortunately, one of the largest challenges faced by molecular
simulation is the “hype” or over-selling of the techniques
implied by this last sentence. This has led to unrealistic expecta-
tions among those seeking to use them to supplement, or even
to replace the experimental measurements. A method of model-
ling all entities and properties of a system with a low degree of
uncertainty is certainly the ultimate goal, however such predic-
tive method remains far from being realised. In practice, some
degree of judgement is needed to select simplifications which
make solution tractable yet do not compromise accuracy. Rea-
sonable expectations must always be borne in mind and only in
very few spaces can one find information on the myths and
misconceptions of computer modeling.*?

Two decades ago, a multidisciplinary panel reviewed the
development and applications of molecular and materials
modelling across the globe, with particular focus on the deploy-
ment within industrial companies.® The report and the interviews
with the leaders and practicing engineers and scientists, reflect the
mindset of the time - that molecular modelling was for only very
difficult ultra-high value problems, such as the discovery of a new
catalyst (ostensibly because they were experimentally challenging),
and pursuing the presumably simpler things, such as predicting
fluid properties, was not so much a high priority - as measurement

and Monte Carlo
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was often cheaper (and always more accurate!) than simulation.
Nonetheless, the complexity of doing such “high value” calcu-
lations was consistently underestimated (e.g., it was not always
obvious what to simulate) and the results were rather under-
whelming. The report already highlighted the disproportionate
hype and over-promising that affected the field, maybe just a
manifestation of the excitement of the players at the opportunities
that lay ahead. In fact, this report suggested that in the ten years
following it, “molecular based modelling approaches (understood
here as the collective of computational quantum chemistry, molecular
simulations, mesoscale modelling, molecular-structure/macroscale
property correlations and related information technologies) would
profoundly affect how chemistry, biology, and materials physics are
understood, communicated, and transformed to technology, both in
intellectual and commercial applications”. It anticipated that in the
near future (i.e., today) experimentalists and management would
not only become used to accepting the use of molecular model-
ling, but they would expect it.>*> But a decade past this deadline,
has this prophesy been fulfilled? Where do we stand with respect
to the balance between promise and delivery? This manuscript is
focused on providing an objective assessment and a guide to
manage these expectations and to understand both the opportu-
nities and limitations of the molecular modelling®® from the
viewpoint of a joint academic/industrial experience, complement-
ing some of the previous guidance in the open literature.””*®

2. Scope of this manuscript

The terms simulation and molecular modelling are commonly
used indistinctively but have diverse interpretations, depending
on the interests and background of the user. Anything from the
quantum mechanics calculations of a small set of atoms to the
large-scale plant optimizations fall under the remit of “simula-
tions”, although they refer to unrelated procedures, aims and
results. Crucial to any modelling study, however, is the question
of the scale which relates to the problem at hand. Different
techniques will probe different length (and time) scales, in a sort
of “ladder” that scales from the nm (fs) to the meter (day) range.
The present manuscript deals with classical molecular simula-
tions, understood to be the numerical solution of the statistical
mechanics of molecules for small systems and/or the solution of
Newton’s equations of motion for classical forcefields. We are
explicitly not covering the bottom end of the ladder: quantum
mechanical and ab initio calculations, renormalization group
theory, density functional theories and similar techniques aimed
at providing numerical solution of the Schrodinger equation for
the many-body wavefunction. At the other end of the spectrum,
we will not include in the discussion non-particle coarse-gaining
methods such as dissipative particle dynamics (DPD), Lattice
Boltzmann nor computational fluid dynamics (CFD) modelling.
Similarly, equations of state calculations will not be explicitly
discussed. While the “holy grail” of the simulation community is
to be able to use all different scales seamlessly, we presently
struggle passing information up and down these different scales
and again, this multi-scale approach is beyond the scope of the
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present discussion.® The focus here will be on an arguably
small, but relatively mature, sub-section of the simulation
spectrum, concerned with the description of matter by means
of discrete models which describe matter at the atomic level.
Furthermore, although the atomistic (and related particle-based
coarse-grained) methods described here are the same used in
biomolecular computations, the onus of this contribution is to
look at fluid mixtures of interest to the chemical, petrochemical,
biochemical and similar industries, i.e. organic molecules of
usually less than 1000 Da, including aqueous and ionic solutions.

3. In silico veritas*® (In computation
we trust)

Classical molecular modelling relies on the successful amalga-
mation of four factors: (1) appropriate computational power,
expressed as the accessibility of suitable high-end hardware; (2)
related software which can resolve, in a numerical fashion, the
statistical mechanical equations that provide the configurational
properties; (3) the force field or intermolecular potentials which
describes the molecular properties; and last, but not least, (4) the
human operator who not only processes the information and
makes judgement as to what assumptions are reasonable and/or
appropriate, but ultimately discerns and assesses the validity of
the results. While all four elements are required, undoubtedly the
latter is usually the limiting step, as it relies on both training and
experience. We will briefly discuss these four elements in turn.

3.1 Hardware

The current atomistic molecular dynamics “world record” for
the largest simulation*’ corresponds to a molecular dynamics
(MD) simulation of 3.02. 10" atoms. While an impressive feat,
these types of simulations are one-off examples used to test the
scalability of parallel programs and algorithms but are not
intended as production runs. They are heroic feats, but are
destined to be short-lived records,” as the computing power
available per unit of currency only increases with time. With
another optic, these computations are dwarfed by the scale
needed to model even just a few grams of a simple monoatomic
substance (of the order of an Avogadro’s number 6.02. 10** atoms)
and/or the scales needed to model complex biological systems.
Thankfully, for the cases of interest here, the use of periodic
boundary conditions (mimicking infinite systems) and simplifica-
tion of the physics allow the simulation of a state point of a
modest-size system O(10°> atoms), enough for many practical
applications, in a matter of wall-clock hours. As a typical case,
consider the calculation of transport properties (self-diffusion
coefficient and/or shear viscosity) of a 50/50 mixture of metha-
nol/water. If one is to use 1000 atomically-detailed models of
molecules and run for 1 ns of molecular time with current
hardware (e.g. a 32-core processing unit, Intel Xeon Processor
E5-2697A v4 @ 2.60 GHz), one would require 20 core hours per
state point” (less than 1 h of wall-clock time).** A similar
argument can be made with respect to the length of a typical
molecular simulation. Several nanoseconds can be comfortably
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achieved with available hardware for modest systems, however, as
an extreme example, microsecond runs, reflecting the motion on
protein complexes, have been reported.*> The use of coarse-
grained force-fields (discussed in the next section) relax the scale
and time limitations of atomistic models, but even then, only the
microscale (a few micrometers or microseconds: one usually
precludes the other) can be comfortably explored.

Specialized hardware has been designed for the unique task
of performing MD simulations,*® which is capable of running a
23 558-atom benchmark system at a rate of 85 ps day '. More
recently, the community has benefitted from advances derived
from the gaming industry, for which graphical processing units
(GPU’s) were developed at relatively low cost. It was rather
straightforward to adapt these game boards to molecular
modelling software, as parallel algorithms are now the norm
for MD simulations.*” The result was a noticeable increase in
the available computational power and the possibility of having
desktop units performing at the level of the supercomputers of
a few decades ago (see for example the comments made during
a recent Faraday Discussion on the topic?*®).

In summary, Moore’s law'® has been a contributing factor to
the explosion of capabilities in the field. However, no amount
of computer power will ever suffice the researcher, who will
always find a bigger and more complex system to study.
Notwithstanding, the sustained increase in computer power
(understood either as the increase in simulation speed per unit
of currency, or the maximum speed, or the maximum floating
point operations per seconds) with time clearly suggests that
hardware is not the most relevant bottleneck of physical
property predictions®® (or at least is not one we have control
over). For more accurate and subtle overviews on the increase
in computer power for simulations (and especially biomolecu-
lar simulations) the reader is referred to the discussions by
Schlick et al.>>>"

Quantum computers hold a significant promise in terms of
propelling chemical computations (in particular, the solutions
of Schrodinger’s equations) into a new era, by providing several
orders of magnitude of computational power above their digital
counterparts. While the so-called “quantum supremacy’” has
already been hailed, it is unlikely that large-scale quantum
computers will be commonly available in the near future.
Certainly, there are already glimpses that they could provide for
a transformative change in the way thermophysical properties are
predicted.”® This is, however, a very long-term prediction which
would be foolish to appraise.'

3.2 Software

Advances in software and algorithms seem to be shadowed by
the fact that every year it is possible to run bigger, longer and
more complex simulations with the same cost. As discussed
above, the concept of parallel processing has been taken up
within MD software suites, as the method is particularly suited
for segmenting the problem into smaller fractions (e.g. by
domain decomposition), allowing individual processors to
resolve the equations of motion of the several groups of
molecules independently.>* This has propelled the widespread
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use of MD software over other simulation strategies, notably
Monte Carlo (MC) methods.

In general, nowadays, software for running simulations is
readily available, both in free open-access format and in
commercial suites. Most of the “free”” packages are maintained
by, or have their roots, in collaborative academic programs.>>
These codes are a compilation of many coder/years and as such
are not simple for the novice to employ. It might take a typical
graduate student a few months to be reasonably confident with
the use of the programs, even when having had a previous
knowledge of the theory behind modelling. The choice is
bewildering and is commonly driven by familiarity rather than
by performance. While some open-access programs have well-
established user-manuals and a community of users willing to
provide guidance, it is evident that there is a large entrance
barrier to be able to use these codes efficiently. Even at this
stage, the use of the programs is far from straightforward and
much care need to be taken in running and interpreting the
results. With each of the several steps associated with performing
a molecular simulation (setup of the system and data files,
production runs, data analysis and visualization), one encoun-
ters a large choice of stand-alone programs which may or may
not be used in an integrated fashion. Commercial packages™®
strive to bridge this gap, providing for graphical user interfaces
(GUI), pre-packed force fields, and technical support, all for a
significant price. The field is now being driven towards open-
source suites which integrate different programs, e.g. the
MoSDeF software stack.””

In our view, one of the hazards here (and not one which
uniquely applies to molecular modelling) is that user-friendly
GUlI-based tools enable non-expert users to set-up and success-
fully run molecular simulations, but not necessarily the most
‘“appropriate” ones. Here, the story of the “Sorcerer’s Appren-

tice”,”® comes to mind.

3.3 Force fields

Within the specification of a molecular simulation, one of the
key decisions to make refers to the description of the inter-
molecular forces. This is commonly done by stipulating a set of
semi-empirical analytical expressions and corresponding para-
meter sets, collectively known as force fields, that describe the
atom-atom (or particle-particle) potential energies. Force fields
are the heart and soul of a molecular simulation. The other
elements (hardware, software and humans) all work to extract
the macroscopically observed properties which stem directly
and exclusively from the intermolecular forces.
Atomistically-detailed, also referred as all-atom (AA) analytical
force fields (e.g. OPLS,*> AMBER,*® CHARMM,®' COMPASS®” etc.)
developed historically for biomolecular simulations are now
extensively used in engineering and in the physical chemistry
fields.®* The underlying functional form of these force field
families are strikingly similar (¢f. Fig. 2), with differences in
the technical details and parametrization strategies. The original
force-fields based on the general form shown in Fig. 2 (some-
times referred to Class I force fields) have been expanded by the
inclusion of cross terms describing the coupling between

This journal is © the Owner Societies 2023
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Fig. 2 Hand-drawn representation of the total potential energy contribu-
tions of a molecule as the sum of simple analytical terms allowing for bond
stretching, bond angle bending, bond twisting, van der Waals interactions
and electrostatics, attributed to Shneior Lifson in the early 70’s. Almost all
force fields employed today still retain most of the elements shown above.
Reprinted by permission from SpringerNature from a retrospective by
Michael Levitt, ref. 70.

stretching, bending, and torsion leading to a new category of
force fields, referred to as Class II. The most important recent
enhancement to the standard potential is the inclusion of
polarization effects explicitly.***> In general, the force-field
approach has proven extremely successful, however, a high
accuracy in the results is closely correlated to the fact that the
simulated system of interest is constructed from a set of similar
previously parametrized chemical moieties. Force fields of this
sort are empirically optimized to reproduce internal molecular
degrees of freedom calculated through quantum mechanics
(QM) and some limited experimental properties.®® This fitting
process is difficult and cumbersome,®” and most often relies on
reaching compromises amongst multi-objective functions and/
or on employing ad hoc procedures. The consequence is that, in
general, the force field will perform well for the description of
the systems and properties which were used to parametrize it,
but issues of representability, robustness and transferability®®®°
will inevitably be present. There is no force field that can claim to
be useful for all systems of interest and it is not uncommon to
find that a force field of choice lacks parameters for certain atom
groups. Consequently, the engineer must use his/her judgement
and expertise to select from a library of force-fields each having
some advantages and disadvantages. This choice can have a
profound impact on the simulation results.

Coarse graining (CG) is a term that refers to the use of
simplified molecular models, where the atomistic detail is
removed and substituted by the description of molecules in
terms of “super-atoms” which represent, typically, a small
number of heavy atoms. For example, the TraPPE”" force field,
parametrized extensively toward liquid state and phase equili-
brium properties of fluid systems widely encountered in
chemical engineering, recognizes that the effect of explicitly
considering the hydrogen atoms in organic molecules adds a
substantial degree of complexity to the calculations which is
not balanced by a corresponding additional degree of accuracy.
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Hence, in a first level of coarse graining, “united atoms” are
considered, where the influence of associated hydrogen atoms
are included in effective heavy atom beads. In a further degree
of coarse graining, a propane molecule could be modelled as an
isotropic spherical bead where all the electronic details, the
intramolecular vibrations, bond fluctuations and molecular
topology are incorporated within a point pair-wise interaction
model. Further levels of integration (and corresponding lower
fidelity coarse graining) for example, would be suitable for the
description of entire polymer segments as single particles.”
One of the key issues in developing CG force fields is the metho-
dology used to parameterize the intermolecular potential.”®
Although not uniquely, most CG approaches start with an
atomistically-detailed model and integrate out the degrees of free-
dom not deemed to be relevant.”* This procedure, by its own
nature, removes information and the resulting force field is
inherently deficient, especially in terms of transferability and
robustness. Furthermore, it is driven by the judgement and exper-
tise required to decide what is and is not “relevant” detail in a
simulation problem. A fundamentally different “top-down”
approach can be employed where the CG potential parameters
are optimized to reproduce the macroscopically observed thermo-
physical properties (instead of integrating high fidelity atomistic
models).”>”® With judicious choices, the resulting models and
force fields have proved that they can be of equal or superior
accuracy to the current state-of-the-art quantum and atomistic
models”” while reducing the computational requirements by sev-
eral orders of magnitude.

A new area of research has spawned in the quest of expanding
the range of applications of accurate quantum calculations by
correlating them with the aid of machine learning (ML)
models”®”® (¢f Section 5.5). This approach, in principle, allows
the production of force-fields with a high level of accuracy which
could be embedded in classical MD simulations® but at a
significantly reduced computational overhead compared to the
underlying quantum models.®" A particularly interesting feature
of ML force fields is that they can be made to include many-body
interactions in a natural fashion without having to pre-empt any
particular mathematical closed form. Topical research in the
field aims at the production of “universal” force fields, as for
example the ANI-1%” and GAP** family of potentials. These
workflows attempt to both generalize and extend the results
obtained from quantum-based calculations (such as density
functional theory). While useful for describing electronic struc-
ture prediction, reactions and solids, they struggle with the
prediction of dispersion interactions, which, unfortunately, are
key to most of the liquid and dense fluid properties® as even the
requirement of “quantum chemical accuracy” has proven to be
woefully unsuitable for fluid-phase properties.®

3.4 The users, resources, tutorials, books and papers

86-93 94-96

Excellent textbooks and entry-level tutorial papers are
available for both the novice and the experienced user which
lucidly describe both the underlying statistical mechanics
and theory behind the current modelling approaches and the

practical implementations of modelling. Accounts of the
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intricate details of MC*"®” and MD codes’®°° are also available.
While certainly the information is available in books and
tutorials, there are very few dedicated college degrees focused
on preparing individuals for the task of being “modellers”. The
community is fuelled by graduates from chemistry, physics,
engineering and similar disciplines who have pursued higher
education in academic research groups with experience in
these areas and who have taken relevant courses and/or work-
shops. An accompanying issue refers to individuals having a
very high level of specialisation (in their PhDs and post docs)
rather than a broad awareness across the entire field.

For both the novice and for environments where dedicated
resources are scarce, turn-key solutions are becoming available,
which include a ‘“black-box” equipment pre-loaded with the
required software and databases, comprising the required force
fields and GUIs that allow the rapid set-up and running of
molecular simulations.'® This presents a key problem: the
outcome of a molecular simulation is dependent on the exper-
tise of the individual selecting and applying the force-field. It
also supposes that a force-field capable of correctly describing
all of the different molecules in the system exists, whereas in
practice most force-fields are optimised for particular compo-
nents or chemical families.

4. Case studies

It would be unrealistic to review the applicability and accuracy
of all available force-fields and simulation strategies in an
unabridged way. In this section we discuss some generalities
that should be understood as guidelines for understanding the
current state of the art in terms of molecular modelling of
fluids. We aim to detail, without prejudice, case studies taken
from the open literature which provide guidance and showcase
the range and accuracy of the results expected for several of the
most common thermophysical properties of fluids. Further
selected examples are included in the ESL

4.1 Density

Density calculations are possibly the most reliable properties
that can be obtained from molecular simulations. In parallel,
single-phase liquid density is one of the simplest thermo-
physical properties; it may be measured rather inexpensively and
with very high precision employing vibrating tube densimeters."*!
From the simulation standpoint, densities can be obtained rather
straightforwardly from single phase isobaric-isothermal simula-
tions, so naturally, these properties are commonly employed to
either benchmark or refine force field parameters. Densities pro-
vide direct information useful to estimate the characteristic length
in force fields (¢ in most models) to a good degree of accuracy.
Liquid phase densities under ambient conditions will usually be
computed to within a few percent of the values reported in
critically-evaluated data sources and are possibly the most reliable
properties that can be obtained from molecular simulations.'®>
However, densities of most liquids of interest are always in the
range 700-1150 kg m ™~ (e.g., for paraffinic hydrocarbons, they are
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always in the range 750-850 kg m™>) so “a few percent” may
actually represent a more significant error than that suggested
by the statistics. For example, one would like to think that a
better accuracy is achievable, which is not generally the case.
Differences larger than a few percent usually trigger further
investigations, including assessment of the experimental data
and reported uncertainty, checking the software/computation
for errors (such as incorrect atom type assignments, bugs, etc.),
comparing optimized isolated molecule structures obtained
using the force field and QM calculations etc.'®® For pure
substances, given the rather modest system sizes, density
calculations can be performed almost “on-the-fly”, hence it is
a good, but not ultimate, test of the overall capability of the
force field.

To clarify, consider an apparently simple task, such as deter-
mining the density of an unknown compound, 1-(2-hydroxyethyl)-
2-imidazolidinone (HEIA), a compound of interest for capturing
carbon dioxide from flue gas. No experimental data are (yet)
available in the open literature. Correlations are not applicable
and common equations of state and models fail as the molecule
has unknown critical point and has peculiar non-idealities
(a consequence of a significant dipole moment and the distortion
of the electronic clouds due to the presence of the nitrogen
centres). Fig. 3 shows the results of the density predictions of a
well-developed force field (PCFF+)'** as tested against unknown
and undisclosed data, along with the results of a similar molecule,
1,3-dimethyl-2-imidazolidinone, (DMIA) sharing the same atoms
and functionalities, but for which there are published data. There
is a clear discrepancy between the accuracy of the results for the
two molecules, while for DMIA the simulation data fall within the
spread of the experimental data, the results for the unknown
HEIA show a systematic underestimation of the density by 2%.
A more meaningful measure, however, is the proportion of the
difference between the densities of the two species (i.e., more
than 10%).

In general, the accuracy of molecular simulations to predict
on liquid densities will be close to 2% for mono-functional
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Fig. 3 MD simulations with the PCFF+ force field are able to represent the
properties of a known compound (DMIA - blue symbols) to which the
force fields parameters are tuned, however it fails to accurately predict the
properties of an “unknown” compound with similar morphology (HEIA).

Open symbols are simulation data, closed symbols are experimental
data,105-109
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Fig. 4 The TraPPE-UA potential, modified for ternary and quaternary
carbons in naphthenes and aromatics, provides excellent liquid density
predictions for a wide range of molecular conformations. Symbols repre-
sent predictions of the TraPPE-UA force fields compared to experimental
liquid densities (straight line). There was no significant drift in observed
deviation with regard to chemical family. Adapted with permission from
ref. 110. Copyright 2019 Elsevier.

molecules and 4% for multi-functional molecules. Exception is
the region very close to the critical point, where in most cases,
even the shape of the phase envelope is poorly captured. This is
caused, amongst other factors, by the fact that the finite size of the
simulations precludes the capturing of the large fluctuations and
long correlations lengths (which rapidly exceed the dimensions of
the simulation boxes). Notwithstanding, the main limitation here
is most likely the adequacy of the force fields used.*® Fig. 4 shows
a further example where one can appreciate the extent to which
the liquid density predictions for some cyclic and polycyclic
compounds can be made with united atom models, with typical
errors less than 1%.

4.2 Vapour pressure

Along with density, pure component vapour pressure is one of
the most widely available experimental properties. For mixtures,
the saturation (bubble point or dew point) pressure measurement
presents some challenges. While it is relatively easy to synthesise a
mixture and measure its saturation pressure, this procedure only
provides the liquid composition and the corresponding pressure.
For design of separations such as distillation, it is desirable also to
measure the composition of the vapour, which is more difficult,
costly, and potentially inaccurate as direct sampling perturbs the
equilibrium.""*

From a simulation point of view, vapour pressure calculation
requires a two-phase system, where the saturated phases coexist
(in sufficient quantity). This can be particularly challenging for
low vapour pressure compounds (e.g. molecules with a My, >
200 Da) where the statistics will be poor due to the constraints
on system sizes (as the density of the vapour phase will be very
low). Pressures are usually calculated in simulations relying on
the evaluation of largely fluctuating quantities."'® The direct
consequence of this is that an average error of 2-4% is generally
expected for the normal boiling point for most small molecules,
although the error in the vapour pressure (at other temperatures)
is generally much larger. Fig. 5 shows a typical example which
also highlights the effect of using different force fields.
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Fig. 5 Comparison of the average absolute deviations of the AUA and
TraPPE-UA force fields for the prediction of boiling point data for ethers
and glycols. Boiling point calculations differed against DIPPR data by no
more than 5% for TraPPE-UA and no more than 4% for AUA. Adapted with
permission from ref. 113. Copyright 2013 Taylor & Francis.

A closely-related property is the heat of vaporization, AH,,p,
which can be obtained from the slope of the vapour pressures
curves on the P-T representation. The heat of vaporization can
be obtained directly from GEMC, as it is obtained by assessing
the configurational energy difference between the equilibrium
vapour and liquid simulation boxes (plus the corresponding PAv
term). Furthermore, the calculation of a single value of AH,,, and
a point on the saturation line is enough to, in principle, calculate
the whole saturation line via thermodynamic integration."* In
addition, the cohesive energy difference, and the related Hildeb-
rand solubility parameter, can also be obtained directly from
equilibrium simulations, (particulary GEMC), recording the
energy difference amongst phases. It is obvious that the fidelity
in describing the vapor pressure impinges on the accuracy of the
prediction of the heats of vaporization (and the solubility para-
meter). Even for simple fluids (such as alkanes), they typical error
is in the order of 10%."" The agreements (or disagreements)
show evidence of the quality of fit of the energy scales (or in
essence the non-bonded interactions) of the force fields."*®

4.3 Water and electrolyte solutions

Although water is a ubiquitous fluid, even after more than a
century of research, it has been particularly challenging to
obtain a force field that represents in an overall sense most
(or even a few) of its fluid properties."*”*'® This is an excellent
example of a system for which there is a lack of representability,
where there is no guarantee that a force field optimized for a given
property will be expected to perform with the same level of
accuracy for other properties. This lack of representability is
evidence of fundamental flaws in the molecular models (although
it is sometimes attributed to sub-optimal parametrizations) and is
particularly aggravated in this case. Water potentials for
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simulations are typically fitted to liquid phase properties."*® The
small size of the water molecule along with its very asymmetric
charge distribution contribute to the molecule having an exceed-
ingly large dipole moment, but more importantly, a large polariz-
ability. In practice this means that the charge distribution
calculated for the molecule in vacuum (as is commonly done
when considering QM calculations) does not reflect the effects of
the multi-body interactions seen in the liquid phase. For example,
although the dipole moment in vacuo is of the order of 1.85 D, in
the liquid it is estimated"*°** to be in the range of 2.5-3.1 D and
somehow larger than the target values used in non-polarizable
force fields (SPC/E employs a value of 2.35 D; TIP4AP a value of
2.18 D). The simplifications of using a rigid non-polarizable
model carry the consequence of a rather narrow region in which
the fluid properties of water are well represented (see Table 1 for
an abridged table of comparison for two popular models).
Furthermore, the exclusion of polarizable effects neglects the
dependence of the interactions on the local environment, making
essentially impossible to correctly consider interfacial regions,
such as the vapour-liquid interface. Not surprising then, the
vapour pressures (and consequently interfacial tensions) are
poorly represented with these models. For that reason, the
original papers describing the development of the SPC/E and
TIP4P/2005 models invoke a polarization correction term that
changes the value of the enthalpy of vaporization. Furthermore,
the melting point (not shown) is typically also off by a large
margin, thus the low-temperature viscosity is also poorly repre-
sented. One can improve the results by further refining the
models (e.g. focusing on the description of interfacial and solid
regions) but usually at the expense of other properties. As an
example, the success of the TIP4P/2005 model can be traced back
to the consideration of solid phases in the parameterization.
Water is a substance for which a significant body of research
has been garnered to extract intermolecular potentials from ab
initio methods'>*'** with some success, however, the more “accu-
rate” quantum models tend to be difficult to deploy for evaluating
fluid phase properties. The reader is directed to the available

Table 1 Computed thermophysical properties for two popular water
models. Adapted from ref. 130 with permission from the PCCP owner
societies

SPC/E TIP4P

Property Experimental value  Error (%) Error (%)

Heat of vaporization

AH qp/keal mol ! 10.52 11.79 12 10.65 1.2
Vapour pressure

P, (350 K)/bar 0.417 0.14 —-66 0.57 37

P, (450 K)/bar 9.32 58 —38 133 43
Liquid density

p (298 K)/kg m > 997 994 —0.3 988 —0.9

p (450 K)/kg m* 890.3 860 —3.4 823 -7.6
Shear viscosity

n (298 K)/mPa s 0.896 0.729 —-19 0.494 —45

1 (373 K)/mPa s 0.284 0.269 —53 0.196 —31
Interfacial tension

7 (300 K)/mN m™* 71.73 63.2 —12 59 —18

7 (450 K)/mN m ™" 42.88 36.7 —14 275 —36
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reviews on the development of force fields for water with emphasis
on quantum-level descriptions;*® classical atomistic models;"*®
polarisable models**”*?® and coarse-grained representations."*
While water itself is a fascinating fluid, it rarely exists in
pure form. Many areas of interest exist for the study of electro-
Iyte solutions, including biological, geological and industrial
applications. The scope of properties of interest includes
solubility, osmotic pressure, chemical potentials, activity and
osmotic coefficients. To its merit, simulation has the potential
to explore a diverse range of concentrations from the infinitely
dilute up to the solubil