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Abstract

We use first-principles density functional theory (DFT) to quantify the role of iodide in the 

solution-phase growth of Cu microplates.  Our calculations show that a Cu adatom binds more 

strongly to hcp hollow sites than fcc hollow sites on iodine-covered Cu(111) – the basal facet of 

two-dimensional (2D) Cu plates.  This feature promotes the formation of stacking faults during 

seed and plate which, in turn, promotes 2D growth. We also found that iodine adsorption leads to 

strong Cu atom binding and prohibitively slow diffusion of Cu atoms on Cu(100) – a feature that 

promotes Cu atom accumulation on the {100} site facets of a growing 2D plate.   Incorporating 

these insights into analog experiments, in which we initiated the growth of Cu plates from small 

seeds consisting of magnetic spheres, we confirmed that two or more stacking faults are required 

for lateral plate growth, consistent with prior studies.  Moreover, plates can take on a variety of 

shapes during growth:  from triangular and truncated triangular to round and hexagonal – 

consistent with experiment.  Using absorbing Markov chain calculations, we assessed the 

propensity for 2D vs. 3D kinetic growth of the plates.  At experimental temperatures, we predict 

plates can grow to achieve lateral dimensions in the 1-5micron range, as observed in 

experiments.

Page 2 of 29Faraday Discussions



3

Introduction

Understanding the growth of two-dimensional (2D) fcc metallic nanomaterials is both 

fundamentally and technologically important.    From a technological perspective, the unique 

structure and properties (mechanical, plasmonic, electrical, and catalytic) of 2D metal nanoplates 

and microplates makes them promising for a range of applications,1–5 including catalysis and 

electrocatalysis,6–11 sensing,12–15 conductive inks,16 theranostics,17–20 and multi-functional 

property enhancement of polymer nanocomposites.21 Many of the beneficial properties of 2D 

nanoplates, microplates, and nanoprisms stem from their surface plasmon resonance (SPR) and 

surface enhanced Raman scattering (SERS) properties, which depend on the plate dimensions. 22–

24  Thus, it is of interest to obtain precise control of plate dimensions and shapes when they are 

synthesized.

One way to synthesize 2D metallic nanostructures is through solution-phase methods.25–30 In 

these syntheses, a metal salt is reduced by solvent and/or solution-phase additives.  Metal atoms 

and ions aggregate to form nuclei, which evolve to seeds. It has been suggested that 2D 

nanocrystals originate from plate-like seeds.29,31 Capping agents, or additives present in the 

synthesis, can facilitate the formation of 2D structures from seeds. 

 As shown in Figure 1, fcc metal nanoplates and their putative seeds possess relatively large, 

basal {111} facets on the top and bottom, while the sides contain a mix of {111}, {100}, and 

possibly higher-index facets.  Many studies have emphasized the need for plates to have stacking 

faults and/or twin boundaries to maintain their 2D geometry.32–36  Recently, Tan et al.35 showed 

that the number of the twins affects the symmetry of the seed, which determines the final 

structure of the plate – or whether a plate will form at all.  
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Figure 1.  Schematic of two popular models for fcc metal nanoplate geometries.  (a) The 

alternating facet model; and (b) The mirror symmetry model.

 In this study, we use multi-scale theoretical methods to examine the role of iodide (I-) in 

producing Cu microplates in an experimental solution-phase synthesis.37  In a previous study, we 

used first-principles, density-functional theory (DFT) to show that iodide stabilizes Cu(111) 

facets (lowers their surface energy) to a greater degree than it stabilizes Cu(100) facets, 

providing a thermodynamic driving force for plate growth from a seed.37 While this 

thermodynamic driving force can be helpful in creating large basal {111} facets, it does not 

explain plate shapes or why, for example, plate seeds do not transform to other {111}-faceted 

shapes, such as octahedra, to maximize the bulk energy and minimize the surface energy.  To 

address these questions, we use DFT calculations to quantify energies and kinetics relevant for 

the growth of plate-like Cu seeds to 2D crystals. We construct plate-like seeds containing 

different numbers of stacking faults from magnetic spheres and guided by DFT energies, we 

grow the plates by adding spheres to the most energetically preferred sites on the sides of the 

plates.    Incorporating the DFT rates into absorbing Markov chain calculations, we quantify net 

rates for inter-facet transport, which allows us to predict the size of the basal {111} facets. Our 
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studies agree with experiment and confirm the important role of iodide in facilitating plate 

growth.

Results and discussion

Cu Atom Binding on I-Covered Cu Surfaces

In previous work, we used DFT to study likely surface environments for Cu microplates to 

form and grow from CuCl2 salt in aqueous solution containing hexadecylamine (HDA) and 

NaI.37  These studies showed that solution-phase I- displaces Cl- (from the CuCl2 salt) and HDA 

from both Cu(111) and Cu(100) under the synthetic conditions that were the most conducive to 

plate formation and growth.37  The predicted structures of Cu(100) and Cu(111) under these 

conditions are shown in Figure 2.

For Cu(111), iodine has the ( x )R30° lattice structure at 1/3 monolayer (ML) 3 3

coverage,37 where a ML is defined as the ratio of adsorbed I atoms to the number of Cu atoms in 

the topmost surface layer. Iodine atoms can be placed on either fcc or hcp hollow sites of 

Cu(111), as shown in Figure 2(a) and 2(b), respectively.  Interestingly, both structures show 

similar binding energies for iodine [-1.90/1.91 eV for Figure 2(a)/(b)].  For Cu(100), a c(2x2) 

lattice structure with 1/2 ML coverage was found to be the most favorable structure, 37 as shown 

in Figure 2(c). 

Figure 2 also shows possible binding positions for a Cu adatom on the iodinated Cu surfaces, 

with corresponding binding energies listed in Table 1. As we see in Figures 2(a) and 2(b), a Cu 

adatom has two possible binding sites on the Cu(111) surfaces. Cu adatoms exhibit the strongest 

binding in three-fold fcc or hcp hollow sites ①  and they coordinate with three neighboring 
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iodine atoms.  The binding in site ② is relatively weaker and the Cu adatom establishes two-fold 

coordination with its neighboring I atoms. Interestingly, a Cu adatom binds more strongly to the 

hcp hollow site of Cu(111) in the presence of iodine [Figure 2(b)], unlike bare Cu(111). This 

binding preference promotes the formation of stacking faults which have been linked to 

microplate growth. 32–36  

Though we tried several possible initial sites on Cu(100), we found only one favorable 

binding site for a Cu adatom ① , in which the atom resides below an adsorbed I on a fourfold 

hollow site.  As we see in Table 1, the Cu binding energy is strong in this site compared to the 

sites on Cu(111). 
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Figure 2. Binding sites for Cu adatom on Cu surfaces with adsorbed I for: (a) 1/3 ML-I on fcc 

hollow sites of Cu(111); (b) 1/3 ML-I on hcp hollow sites of Cu(111); and (c) 1/2 ML-I on 

hollow sites of Cu(100).  A Cu atom has two different binding sites on the {111} facets – fcc and 

hcp three-fold hollow sites – and one binding site on {100} – in a four-fold hollow site beneath 

an adsorbed I atom.  First- (1N) and second neighbor (2N) sites are indicated on the {100} 

surface.  Cu is shown in orange, and I is purple.

Table 1. Binding energies and surface diffusion energy barriers for a Cu adatom on 

iodinated Cu surfaces. 

Surface Binding Position
Binding

Energy (eV)

Forward (Reverse) Diffusion

Barrier (eV)

fcc ① -3.51
Figure 1(a)

hcp ② -3.39
① → ②: 0.12 (<0.01)

hcp ① -3.53
Figure 1(b)

fcc ② -3.39
① → ②: 0.13 (<0.01)

Figure 1(c) subsurface-hollow ① -5.03
①→① (1N) Exchange: 2.01

①→① (2N) Hop: 1.33

We investigated the surface diffusion of a Cu adatom on each of the surfaces in Figure 2 

using the climbing-image nudged elastic band (CI-NEB) method.38 The diffusion energy barriers 

between neighboring binding sites are listed in Table 1. Here, we see that diffusion on 1/3 ML I-

Cu(111) proceeds relatively rapidly.  On 1/2 ML I-Cu(100), we investigated diffusion to two 
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neighboring binding sites – the first (1N) and second (2N) neighbor subsurface hollow sites.  We 

found diffusion to the first-neighbor binding site occurs via an exchange process, in which the 

Cu adatom takes the place of a Cu surface atom, which then becomes the adatom. We find 

hopping is preferred for diffusion to the second-neighbor site.  As we see in Table 1, both 

diffusion pathways require prohibitively high energy barriers so that the diffusion of a Cu 

adatom is virtually impossible on 1/2 ML I-Cu(100) under experimental conditions. Thus, the 

adsorption of iodine leads to a stronger binding and slower diffusion of a Cu adatom on Cu(100) 

than Cu(111), which indicates a preferred accumulation of Cu on Cu(100). As we will elaborate 

below, this binding preference contributes to the lateral growth of Cu plates by promoting the 

accumulation of Cu on the side {100} facets of the plates. 

Preferred Microplate Shapes

As shown in Figure 1, two types of plate structures have been identified in previous studies: 

the alternating facet model [Figure 1(a)] and the mirror-symmetry facet model [Figure 1(b)]. As 

has been discussed previously,35,37 a plate with alternating facets occurs when the number of 

stacking faults is even, while a plate with mirror symmetry is formed with an odd number of 

stacking faults. Here, we investigate these plate-shape models in the context of plate growth with 

the DFT binding energies in Table 1. 

We first consider a seed plate with no stacking faults – the single crystal shown in Figure S1 

in the Electronic Supporting Information (ESI). When a plate seed has no stacking faults, it has 

alternating side facets, as shown in Figure 1(a), and an octahedron was obtained with addition to 

{100} sites only (Figure S1). When a plate has one stacking fault, it has the mirror-symmetry 

facet model shown in Figure 1(b) and preferential Cu atom accumulation on {100} resulted in a 
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triangular plate with all {111} surfaces (Figure S2).  With further growth of the {111} facets, 

the final shape would be a 3D trigonal bipyramid and not a 2D plate. 

Figure 3.  Growth of an hcp plate seed, as a model of a larger plate containing two stacking 

faults.  A top-down view of a basal facet is shown in the left panel and two different side views 

are shown in the center and right panels.  In (a) we show three views of the initial seed, which 

the alternating facet structure in Figure 1(a).  The center panel indicates the hcp layer stacking.  
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In (b) we show the structure after adding an atom to each of the four-fold {100} sites.  After 

filling in all the {100} and {110} sites, we generate three rows of {221} sites and {100} sites in 

the middle, as shown in (c).  Subsequent to filling in the {221} and {100} sites, we achieve the 

hexagonal structure in (d), which regenerates the structure in (a).

We find lateral growth of the plate seeds is possible when there are two or more stacking 

faults. First, we grow an hcp plate as a model for a plate containing two stacking faults in the 

center.  The growth progression is shown in Figure 3.  After adding an atom to each {100} site 

of the initial seed in Figure 3(a), we achieve the structure in Figure 3(b).  We see in the side 

views to Figure 3(b) that this creates {110} sites. We regard {110} (and sites on facets with 

higher indices) to be the most energetically preferred binding sites because of the relatively 

higher surface energies of such facets. After filling in all the {110} and {100} binding sites in 

Figure 3(b), we attain the structure in Figure 3(c), where we generated three rows of {221} and 

{100} sites in the middle.  After filling in all the {221} and {100} sites, we achieve the 

hexagonal structure in Figure 3(d), which creates a larger version of the structure in Figure 3(a).  

This process can be repeated to achieve continuous lateral growth of the plate.  We observed a 

similar growth progression when we varied the positions of the two stacking faults, as can be 

seen in Figure S3, and when we used a plate containing three stacking faults, as we see in 

Figure S4.  In all cases with two or more tacking faults, we could create a larger version of our 

initial seed by adding Cu atoms to the sites with the highest binding energies.

Truncated triangular and hexagonal plate shapes have been observed in many 

experiments.25,34–37,39 In an attempt to understand if or how these shapes depend on the number 

of stacking faults or the filling sequence of the side facets, we grew plates beginning with 
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various seed configurations.  The observation that perhaps best summarizes our attempts in this 

regard is shown in Figure 4.

In Figure 4, we show a sequence of snapshots as we grew a plate from a triangular seed 

containing two stacking faults.  We see that the plate evolves through a progression of shapes as 

we fill in the energetically preferred binding sites on the sides of the plates – from a triangle in 

Figure 4(b) to a round shape in Figure 4(c) to a truncated triangle in Figure 4(f) to a near 

hexagon in Figure 4(h).  Thus, we see that shape evolution to equilateral and truncated triangles, 

hexagons, and round shapes are all possible during lateral growth if there are two or more 

stacking faults, which is also observed in experiment.35 Nevertheless, we found that most of the 

plate shapes during the lateral growth are hexagonal and truncated triangular structures, 

consistent with experiment.37
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Figure 4. Sequence of shapes that evolve as we grow a plate by adding spheres to sites with the 

highest binding energies on the sides of the plate.  A top-down view of a basal facet is shown in 

the left panel and two different side views are shown in the center and right panels.    The initial 

shape in (a) is a truncated triangular seed containing two stacking faults.  A triangle is formed in 

(b), which transforms to a round shape in (c). After transforming between various truncated 

triangular and hexagonal shapes in (d)-(g) a near hexagon emerges in (h).  

Cu Atom Inter-Facet Transport on I-Covered Cu Surfaces

It is clear from Table 1 that there is a strong thermodynamic driving force for Cu atoms to 

stick to the {100} sides of a growing Cu plate.  By following an evolution sequence in which Cu 

atoms always bind to the sites with the highest binding energies, we showed that lateral plate 

growth could be maintained.  However, plate growth is a kinetic process.  If the Cu atom 

deposition rate (or reduction rate) is large compared to diffusion rates, atoms deposited on the 

large, basal facets of the plates will not reach the sides of the plates on the time scale of 

deposition.  In this case, Cu atoms will accumulate on the basal facets and grow the plates 

vertically instead of laterally.

To assess the propensity of the plates to exhibit lateral growth, we examined the elementary 

steps underlying inter-facet transport on an iodine-covered Cu plate.  We investigated two facet 

boundaries suggested by the two typical models for the sides of fcc plates, shown in Figure 1. 

33,35,36,39–41 Both models contain {111}-{100} and {111}-{111} facet boundaries, and we 

employed two different Cu slabs to characterize inter-facet diffusion.  These two slabs are shown 

in Figure S5. 
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We first consider diffusion between the {100} and {111} facets.  Iodine can be adsorbed to 

either fcc or hcp hollow sites on Cu(111) and we consider both of these scenarios.  Figure 5 

shows Cu binding sites and diffusion pathways for the case that iodine is adsorbed on fcc hollow 

sites on Cu(111).  As shown in Figure 5(a), we identified four different hollow sites on {100} 

and six fcc and hcp hollow sites on {111} near the {100}-{111} edge. The corresponding 

binding energies are listed in Table S1.
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Figure 5. (a) Binding sites for Cu adatom near the {111}-{100} edge when iodine is placed on 

fcc hollow sites on {111} – viewed from the perpendicular direction to {111} (Cu atoms are 

orange and I atoms are purple); and (b) the inter-facet diffusion pathways. Numbers at the end of 

each arrow denote the diffusion energy barrier (in eV) for that pathway. The red arrows denote 

lower barrier pathways in the forward-reverse pair.  Arrows with solid lines represent hopping, 

while arrows with dashed lines represent exchange diffusion.  Hcp{111} binding sites are shown 

in white, fcc{111} binding sites are shown in turquoise, and four-fold hollow sites on {100} are 

shown in yellow. 

In Table S1, we see the binding energies on sites ① and ② on the inter-facet slab are similar 

to those on sites on the flat 1/3 ML I-Cu(111) surface (compare Tables 1 and S1). This result 

implies the inter-facet slab captures binding on a flat Cu surface away from the edge. On the 

other hand, Cu adatom binding on sites near the {100} edge is much weaker than on flat Cu(100), 

even though it is stronger than binding on {111} (see Table S1). In addition, subsurface binding 

is not preferred near the {100}-{111} edge.

In Figure 5(b), we show our calculated diffusion pathways and energy barriers among the 

various sites in Figure 5(a).  Here, we see that most of the diffusion pathways from {111} to 

{100} have lower energy barriers than those for the reverse direction, such that {111}→{100} 

transport is preferred to {100}→{111} transport.  This aspect, combined with the strong binding 

we observe on the flat Cu(100) surface (cf., Table 1), leads to our expectation that it would be 

difficult for Cu atoms to escape from {100} once they reach that facet.  
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We also investigated a {100}-{111} inter-facet slab in which iodine is adsorbed on hcp 

hollow sites on {111} (see Figure S6 and Table S2).  Although there are differences between 

this system and the system in Figure 5, we still find that most of the inter-facet diffusion 

pathways from {111} to {100} possess lower energy barriers than the reverse direction, as seen 

in Figure S6(b). Therefore, we can say that whether iodine is placed on fcc or hcp hollow sites 

on {111}, transport of Cu atoms from {111} to {100} is preferred over the opposite direction.

Figure 6. (a) Binding sites for a Cu adatom on the {111}-{111} facet edge when iodine is placed 

on fcc hollow sites (Cu atoms are orange and I atoms are purple) and (b) inter-facet diffusion 

pathways. Numbers at the end of each arrow denote the diffusion energy barrier (in eV) for that 

pathway. The red arrows denote lower barrier pathways in the forward-reverse pair.  Arrows 

with solid lines represent hopping, while arrows with dashed lines represent exchange diffusion.  

Hcp{111} binding sites are shown in white and fcc{111} binding sites are shown in turquoise.

There are three different configurations for I at the {111}-{111} edge: 1) I adsorbed on fcc 

hollow sites on both facets; 2) I adsorbed on fcc hollow sites on one facet and hcp hollow sites 

on the other facet; and 3) I adsorbed on hcp hollow sites on both facets. Figure 6(a) shows the 
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first case, with possible Cu binding sites. In this case, we confirmed that a Cu adatom has similar 

binding energies for the same binding site on both {111} facets, as listed in Table S3. In 

addition, we found that a fcc site far from the edge has a comparable binding energy (-3.48 eV) 

to that on flat 1/3 ML I-Cu(111), which shows the reliability of this inter-facet slab.  Less states 

are involved in {111}-{111} diffusion than in {111}-{100} diffusion.  We also noted that 

different symmetries of I are possible when it is placed on fcc sites of both facets. Figure S7 and 

Table S4 summarize this case. Figures S8 and S9 summarize the cases for which we have I on 

fcc sites on one facet and hcp on the other and when we have I in hcp sites on both facets.  These 

calculations showed there is no significant difference in the binding energies and inter-facet 

diffusion energy barriers compared to those in Figure 6. Thus, we expect that whether iodine is 

absorbed on fcc or hcp hollow sites on {111} we would see similar inter-facet diffusion. 

Lateral vs. Vertical Growth of Cu Microplates

Using our calculated diffusion-energy barriers, we assessed the propensity for lateral vs. 

vertical growth of the Cu microplates. We expect that if the plate dimensions are sufficiently 

small, atoms can rapidly access the plate sides and accumulate on the energetically favored 

{100} (or higher index) sites to grow the plates laterally. However, as the plates grow, the mean-

first passage time (MFPT) for a deposited atom to reach the sides of a plate will increase, the 

inter-facet transit rate will decrease, and we will eventually reach a critical plate size at which 

accumulation begins to occur on the basal facets.  Below, we estimate that critical plate size.

To estimate the MFPT for an deposited atom on a basal plate facet to reach the sides of the 

plate,  we use the theory of the absorbing Markov chains.42,43 We used (and explained) this 
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method in prior work.44–46 Briefly, we solve for the average time, considering all possible 

deposition sites, for a Cu atom deposited on a basal {111} facet to diffuse to a side facet.  This 

involves constructing a Markov matrix to characterize the network of diffusion rates for site-to-

site hops/exchanges.   There are two kinds of states in the kinetic network:  transient states, 

which can be accessed and vacated an indefinite number of times as the Cu atoms diffuses 

around on the basal facet, and absorbing states at the sides of the plate.  Absorbing states are 

occupied permanently once they are accessed.   Two relevant sub-matrices of the Markov matrix 

are the transient matrix T and the recurrent matrix R.42–44  The MFPT is obtained from the 𝑡𝑀 

transient matrix as

      ,                                                        (1)𝑡𝑀 =  𝑝𝑇
0 ∙ (𝐓 ― 𝐈) ―1 ∙ 𝜏

where  is the transpose of the probability vector for each transient state to be initially occupied.  𝑝𝑇
0

For N sites (transient states) on the basal facet, each element of  is 1/N, assuming each site is 𝑝0

equally likely to be occupied initially.  I is the identity matrix and   is a vector containing the 𝜏

average time to exit each of the transient states.  It is also important to determine where exits 

from the basal facets occur.  This information is contained in

        ,                                                   (2)𝜋𝐴 =  𝑝𝑇
0 ∙ (𝐓 ― 𝐈) ―1 ∙ 𝐑

where  contains the probability that each absorbing state will be occupied at the end of the 𝜋𝐴

process.

To construct T and R, we used  to calculate the transition rate 𝑟𝑖𝑗 =  𝑣0 exp( - 𝐸𝐵,𝑖𝑗/𝑘𝑇)

between each pair of transient states or transient and absorbing states i and j. We calculated the 

rates at the experimental temperature of 363 K.37  The values of  are taken from the DFT 𝐸𝐵,𝑖𝑗

calculations summarized in Table 1 and Figures 5 and 6.

Page 18 of 29Faraday Discussions



19

 The basal plane of a plate,

Figure 7.  Lay-out for a unit cell in MFPT calculations.

Figure 7 shows an example lay-out for a small unit cell in our MFPT calculations and 

indicates the transient states on the basal {111} facet, as well as the absorbing states on the {111} 

and {100} facets.  We consider the situation in which iodine atoms are placed on fcc sites on the 

basal plane and the {111} side facet.  Our unit cell represents one third of a hexagonal basal facet, 

as can be seen more clearly in Figure S10, and we apply reflecting boundary conditions for 

diffusion to transient states on sites that would cross a boundary indicated in Figure 7.  Table 2 

shows average transit rates ( ) as a function of the plate dimension.   Figure S11 shows the 𝑡 ―1
𝑀

rate  as a function of the number of transient states (plate dimension).   Since we consider 𝑡 ―1
𝑀

every possible Cu binding site on (one-third of) the basal plane of a Cu plate, calculations for 

plate sizes beyond 200 nm become computationally expensive.  We extrapolated our results to 

obtain MFPTs for large plates. Figure S11 shows that the extrapolation model fits well to our 

calculated rates.
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Table 2. Calculated inter-facet diffusion rates from basal {111} to side {111} and {100} 
facets in a hexagonal plate.

Plate Width (nm) Inter-Facet Diffusion Rate (1/s)

40 1.07x106

200 3.72x105

500 8.54x104

1000 2.26x104

1500 1.02x104

4800 1.00x103

To assess the lateral dimensions of the plates, we need to compare the MFPT to the Cu 

deposition rate in the syntheses.  In similar experiments to those for plate synthesis,37,47,48 the 

initial deposition rate in a synthesis solution of Cu nanowires including Cl- and HDA was 

estimated to be around  and we expect the addition of I- to the solution for growing 104 ― 105/𝑠

Cu plates to decrease the reduction (deposition) rate.37  Thus, we approximate the initial 

deposition rate to be /s in the synthesis of Cu plates.  This rate decreases over time as Cu salt 104

is depleted to grow the plates, so we expect a reasonable range of deposition rates to be 103 – 104 

s-1.   Using our model, the inter-facet diffusion rate becomes equal to a deposition rate of 104 s-1 

when the plate dimension is 1.5 m and the plates can achieve a lateral dimension of 4.8 m 

when the deposition rate is 103 s-1.  Plates with dimensions in the 1-10 micron range were 

observed experimentally,37 in agreement with our results.
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In addition to calculating the MFPT and inter-facet transit rates, we assessed the probability 

for a Cu atom on a basal {111} late facet to access either a {100} or {111} facet using Equation 

(2).  These calculations indicate that for a hexagonal plate, the probability of a Cu atom to go 

from the basal plane to a {111} side is 0.05 and the probability of the atom to go to a {100} side 

is 0.95.  In addition to their strong binding preference, this diffusion preference also contributes 

to the preferred accumulation of Cu atoms on the {100} side facets.  However, even with such a 

strong binding and transport preference to Cu(100), we still expect the plates will undergo a 

series of different shapes as they grow laterally, as we see in Figure 4.

Conclusion

In summary, we quantified several aspects that facilitate the I-mediated growth of Cu 

microplates.  First, we showed that a Cu adatom binds more strongly to hcp hollow sites than fcc 

hollow sites on iodine-covered Cu(111).  This feature promotes the formation of stacking faults 

during seed and plate growth which, in turn, promotes 2D growth. We also found that iodine 

adsorption leads to strong Cu atom binding and prohibitively slow diffusion of Cu atoms on 

Cu(100).   Incorporating these insights into analog experiments, in which we initiated the growth 

of Cu plates from small seeds consisting of magnetic spheres, we found that two or more 

stacking faults are required for lateral plate growth.  Moreover, plates can take on a variety of 

shapes during growth:  from triangular and truncated triangular to round and hexagonal.  Though 

the diffusion of Cu atoms is slower on I-covered Cu(111) than on the bare surface,46 it is still 

relatively rapid and, as we showed in our absorbing Markov chain calculations, it is rapid enough 

to promote lateral growth of microplates with dimensions in the 1-5 micron range.  Therefore, 

we conclude the adsorption of iodine on Cu surfaces favors the anisotropic growth of thin Cu 

plates by influencing on both seed formation and growth stages. 
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Computational methods

All DFT calculations were carried out using the Vienna Ab initio Simulation Package 

(VASP) with the projector augmented-wave (PAW) method.49–53 The generalized gradient 

approximation (GGA) by Perdew, Burke, and Ernzerhof (PBE) was used for the exchange-

correlation functional.54 400 eV was used as an optimal value for the energy cut-off for the 

plane-wave basis set. We also used Monkhorst-Pack grids for integration over the first Brillouin 

zone.55 A (12 x 12 x 12) k-point mesh was used for calculations for bulk Cu. A cubic unit cell 

with a side length of 20 Å and a single k point was used to calculate the energy of an isolated Cu 

atom and a single I2 molecule in the gas phase.

We used a periodic Cu slab with six Cu layers to describe the flat Cu surfaces. The bottom 

three layers of the slab were fixed to describe the bulk positions and the top three layers and 

adsorbed species were allowed to fully relax during structural optimization. Structural 

optimization was performed within a value of 10-6 eV for the energy convergence criterion and  

0.01 eV/Å was used for the force convergence criterion. The Cu lattice constant was calculated 

to be 3.64 Å, which is well matched with other theoretical values using the GGA functional56–58 

and has less than 0.6 % difference from the observed experimental values of 3.615 Å.59 A (4 x 6) 

surface unit cell size was used for both Cu(100) and Cu(111). The optimal k-point mesh was 

determined to be (6 x 4 x 1) for Cu(100) and (7 x 5 x 1) for Cu(111). A vacuum space of 15 Å 

was included to separate periodic slabs and a dipole correction along the surface normal was also 

employed to avoid interactions between periodic slabs.

To calculate the binding energy for I and Cu atoms on the Cu surfaces, we used,
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                               (13)Ebind,X =
1

NX
[Eslab + X ― (Eslab + NXEX)]      , 

where  can be either Cu or I absorbed on the Cu surface,  is the energy of an isolated  in X EX X

vacuum (here,  for  = I),  is the number of  on the Cu surface,  is the energy of EX =
1
2EX2 X  NX X Eslab

the Cu slab – either a bare or I-covered Cu slab, and  is the energy of an optimized Cu Eslab + X

slab with . Table S5 in the ESI lists the convergence test for the binding of a Cu adatom on Cu X

surfaces, with regarding to the energy cut-off, k-point mesh, and vacuum spacing.

To include long-range van der Waals (vdW) interactions in our DFT calculations, we used 

the DFT-D2 method of Grimme.60 Especially for the screening effect of Cu, we employed the 

dispersion coefficient and the vdW radius suggested by Ruiz et al.,61 while the default values of 

these parameters are those suggested by Grimme for? the other elements. The cutoff radius for 

the vdW interactions was 40.0 Å.

To identify a transition state and energy barrier for the surface diffusion of a Cu adatom on 

the Cu surfaces, we employed the climbing nudged elastic band (CI-NEB) method with using 3 – 

6 images for an individual diffusion pathway.38 Vibrational frequencies were calculated to 

confirm a single imaginary frequency for each identified transition state. The spring constant was 

set to 5.0 eV/Å2 and all CI-NEB calculations are converged when the force on each atom was 

less than 0.05 eV/Å. 

To quantify diffusion between facets on plate-like Cu crystals, we created two Cu inter-facet 

slabs. One has {111} on the top and {111} and {100} on each side – Figure S5(a), while the 

other has {100} on the top and {111} on both sides – Figure S5(b). The former was used for 

calculations of the {111}-{111} edge, and the later was used for the {111}-{100} edge.  The 

inter-facet slabs consisted of six Cu layers. To optimize the slab configurations, we allowed the 
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outer two Cu layers and all absorbed I atoms to fully relax, while fixing the bottom two Cu 

layers, their associated I atoms, and Cu atoms in the middle of the slab. Slabs were continuous in 

one dimension only – parallel to the inter-facet edges.  We included a vacuum spacing in the z 

direction normal to the top facet and in the direction perpendicular to the inter-facet edge. We 

used a (4 x 1 x 1) and (1 x 4 x 1) k-point mesh for the slabs in Figure S5(a) and Figure S5(b), 

respectively. Convergence tests with respect to k-points and vacuum space for the inter-facet 

slabs are summarized in Tables S5 and S6.
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