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Mg,Si-MgaSn compositions within the Mg-Si-Sn materials system have potential as inexpensive, efficient thermoelectrics.
DOI: 10.1039/x0xx00000x These compositions lie specifically along the pseudobinary line with compositions of Mg:Si1..Snx. The alloying and possible
nanostructuring within the miscibility gap could further increase the thermoelectric figure of merit (zT) for these materials.
However, the solubility limits of the miscibility gap differ greatly in the literature. Such a discrepancy could be a result of
differing Mg-compositions due to excess magnesium added during sample annealing. To define these limits better and
explain the change in proposed solubility limits based on magnesium content, the three-phase regions on either side of the
pseudobinary phase region are phase boundary mapped and defect energy calculations are performed. This study presents
a new understanding of the Mg-Si-Sn ternary phase diagram around the pseudobinary phase region. The solubility limits on
either side of the pseudobinary should be essentially identical between the Mg-rich and Mg-poor three-phase regions unless
the system temperature is brought above about 565 °C, at which eutectic liquid Mgo.sSno.1 forms. This creates a second Mg-
rich three-phase region which intersects the pseudobinary with a lower Sn solubility. Thus, samples prepared along the
pseudobinary line are not well-defined thermodynamically when excess magnesium is added. Excess Mg can push the
system into a new three phase region with Mg:Si1xSnx composition different from that of the true miscibility gap. This
understanding presents new guidelines for evaluating the miscibility gap and assists strategies for microstructure

engineering and thermoelectric material processing.

allow for thermal conductivity reduction by alloy scattering, and
composition-dependent band engineering.”*%12 Further, a

Introduction

Thermoelectric (TE) materials create electric voltage from a
temperature difference (and vice versa). Thus, devices based on
TE materials can be used for generating power and cooling.>?
Good TE materials have a high thermoelectric figure of merit,
zT, which is directly dependent on the Seebeck coefficient and
electrical conductivity and inversely dependent on the thermal
conductivity from phonons and electrons. The
interconnectedness of these properties makes increasing the
figure of merit for many materials exceedingly difficult.>3 Solid
solution alloying and nanostructuring are successful strategies
for lowering the phonon thermal conductivity*® as long as they
do not similarly reduce the electrical conductivity.® Band
engineering to achieve band convergence is another strategy to
improve the Seebeck coefficient and electronic transport.” Such
methods are frequently employed to improve thermoelectric
materials like the Mg-Si-Sn ternary system, which is competitive
with n-type PbTe-based thermoelectric materials, but without
expensive, toxic elements.®' The best compositions for
thermoelectrics in this system lie along the pseudobinary phase
line of Mg,Si-Mg,Sn (i.e. Mg,Si1.xSny). High solubility of Sn and Si

o Materials Science and Engineering, Northwestern University, Evanston, IL, USA

miscibility gap emerges in the pseudobinary below 800 °C,
opening opportunities for further improvement by careful
cultivation of nano-sized phases within the matrix phase.®1?

Alloying and controlling nanostructure formation requires an
accurate description of the miscibility gap between Mg,Si and
Mg,Sn. However, the current picture of the pseudobinary phase
diagram reveals drastic disagreements in the boundaries of the
miscibility gap (Figure 1).2> These discrepancies hint at a
significant experimental factor causing widely varied results
between researchers. Repeatable, precise synthesis of the
highest zT Mg-Si-Sn materials is impractical unless the phase
diagram is understood, and its issues are resolved.
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Figure 1: Pseudobinary phase diagram summarizing previous work published on
the boundaries of the miscibility gap of the Mg,Si-Mg,Sn system, from ref. 13
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Figure 2: Ternary phase diagram sketch (based on ref 14) showing the location of
the ideal miscibility gap for the Mg,Si-Mg,Sn pseudobinary phase line assuming
that Mg-rich and Mg-poor regions have equivalent solubility and all relevant
phases are considered.

In an attempt to achieve thermodynamic equilibrium and
homogeneity for phase diagram analysis, previous researchers
analyzing Mg.,Si-Mg,Sn have annealed samples for several days
in quartz glass ampules.'> Magnesium reacts strongly with
quartz, so magnesium loss occurs during anneals. Most
researchers counteract this loss by adding excess elemental
magnesium to the composition of the sample and/or to the
sample environment during annealing.!®>%> Because of the
variations in these practices, samples could end up with
different degrees of magnesium-excess.

Further, a eutectic liquid with composition of approximately
Mgo.9Sno.1 forms near 565 °C.%¢ Experiments involving elemental
magnesium additions must carefully consider how the
emergence of this eutectic Mg-rich liquid alters the shape of the
phase boundaries near the pseudobinary compositions,
especially given that many experiments bring the system
temperature above 565 °C. Indeed, some authors have reported
differences in phase formation after high temperature anneals

2| J. Name., 2012, 00, 1-3

depending on the use of excess magnesium.® This implies that
the “known” ternary phase diagram (Figure 2) is not complete.
Therefore, close attention should be paid to the effect of excess
magnesium on the miscibility gap, which requires a better
understanding of the phases and solubility limits on either side
of the pseudobinary.

Phase boundary mapping is an experimental method for finding
and defining the boundaries of one or more phase regions in a
phase diagram using thermodynamic principles.t” Under
constant temperature and pressure, the Gibbs phase rule states
that the degrees of freedom in a phase diagram region is equal
to the number of components in the phase diagram minus the
number of phases in the region. Thus, a three-phase region in a
ternary phase diagram has zero degrees of freedom. This means
that the three equilibrium phases with a fixed composition will
appear as secondary phases in a sample made within the target
three-phase region.'” Preparing samples within the three-phase
regions on either side of the Mg,Si-Mg,Sn pseudobinary line
(yellow in Figure 2), can give the equilibrium-dependent
compositional limits of the miscibility gap and define which
compositions are candidates for achieving better zT through
nanostructuring.!®

In this work we investigated the limits of the miscibility gap for
Mg,Si1xSnyx by phase boundary mapping in the three-phase
regions bordering the Mg,Si-Mg,Sn pseudobinary line. As a
result, we found a previously undervalued three-phase region
which terminates at the pseudobinary line when the eutectic
liquid MgooSno.1 is present. The presence of this phase region
provides a possible explanation for the disagreement in
miscibility gap solubility limits found in previous studies.

Results and Discussion

Thermodynamic Expectations for Phase Equilibrium

In the following section, we use simple thermodynamic
arguments to suggest that the limits of the miscibility gap
should be unaltered by changing phase equilibrium in this
system. This general approach can be a useful tool for
estimating the effects of phase boundary mapping on defect
formation in other compounds where the dominant defect type
is known or can be inferred with some confidence.

Alloying between Mg,Sn and Mg,Si is governed by exchanging
Sn and Si atoms on the anion site (Mg,Si1«Sny). Thus,
composition changes along the corresponding pseudobinary
line arise from the formation of uncharged tin-on-silicon (Sns;)
or silicon-on-tin (Sisn) antisite defects, and any composition
changes due to other defects, such as interstitials, are
negligible.’® The limits of Sn and Si solubility, or the boundaries
of the miscibility gap, can then be understood by considering
the formation energy of these antisite defects. If, for example,
the Sns; defect formation energy is lower in one phase
equilibrium than another, the lower energy region will have a
larger concentration of Sns; defects and correspondingly higher
Sn solubility.

This journal is © The Royal Society of Chemistry 20xx
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Following the logic above, an initial estimate of the phase
boundaries in the Mg-Si-Sn ternary phase diagram is made using
simple thermodynamic arguments. For low temperatures, the
relevant phase equilibria for Mg-rich conditions is
(Mg+Mg,Sn+Mg,Si), or Region ‘1’ in Figure 3. On the Mg-poor
(Si-rich) side this is (Si+Mg,Si+Mg,Sn) or Region ‘2’ in Figure 3.
Regions ‘1a’ and ‘1b’, which are separated by a eutectic liquid
phase that emerges at higher temperatures, are considered
later in the text.

T T T T T T T T

20 20 60 80 "Sn

Figure 3: Sketch showing phase regions in the Mg-Si-Sn system. Region 1 is the Mg-
rich region around the Mg,Sn-Mg,Si pseudobinary (Mg+Mg,Sn+Mg,Si); Region 2
is the Mg-poor region (Si+Mg,Sn+Mg,Si); Region 1 is split into 1la
(Mg+Mg,Si+Mgy.9Sno1) and 1b (MggsSne1+Mg,Si+Mg,Sn) near 565 °C when
eutectic liquid Mgy ¢Sno ; forms.

When adding Sn to Mg,Si, the dominant defect for both
Regions 1 and 2 is Sns;.1° The formation enthalpy of a defect can
be represented by the following equation?°:

AHDefect = EDefects — Epristine + AH(D) (1)

Where Eperects is the energy of the defective structure,
Epristine 1S the energy of the perfect structure, and AH(D) is
the molar enthalpy of the elements added or removed in the
formation of the defect, in this case Si and Sn. The molar
enthalpy can be represented as the difference between the
chemical potentials, y;, of each element, i, written as ,u? + Ap;.

AHSnSi = EDefects — Epristine — (hsn — Msi)
AHSnsi = EDefects — Epristine — (H.(S)n - ﬂgi) — (Atisn — Dus;)

The first three terms of the equation above are all constant (say
C) for the defect, giving:

AHgy . = C — (Dpsn — Aptsy) (2)

Whereby we can directly compare defect formation energy, and
thus Sn solubility, in Regions 1 and 2 by simply knowing the
dominant defect type and estimating Ausg,, and Aug;.

This journal is © The Royal Society of Chemistry 20xx
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Figure 4: Defect formation energies from Sn additions to Mg,Si calculated for Regions 1
and 2 as a function of Fermi level (E¢) relative to the valence band maximum (Eyg).
Lower formation energy corresponds to higher defect concentrations; therefore, Sng;
dominates in each phase and is the same in both Region 1 and Region 2.

Using Equation 2, it is found below that the formation enthalpy
for the Sns; defect must be similar between Regions 1 and 2, and
therefore the solubility limits of the three-phase regions on
either side of the pseudobinary line should not be very
different. This assumes that slight changes in chemical
potentials for elemental magnesium and silicon, such as from
off-stoichiometry, are negligible and that the formation

energies at 0 K are representative of the real system.2°
Mg-rich region (1):

3AHug,si = 28pmg + Ausg;

3AHyg,sn = 28uyg + Alisy

= (Aptsn — Aus;) = 3AHy g, 5n — 3AHy g, i

Mg-poor region (2):

3AHug,si = 28pmg + Ausg;

3AHyg,sn = 28uyg + Alisy

AHg; = Apg; = 0
= (Ausn — Dus;) = Ay = 3AHyg,sn — 3AHyg,si

Thus, the chemical potential difference is the same for both
regions resulting in identical defect energies AHg, , in Equation
2. This means that the equilibrium x in Mg,Si1.xSny for both Mg-
rich and Mg-poor phase equilibria are the same. This will also
be true for the Sn-rich side of the pseudobinary, Mg;Sn.,Six.

The above analysis does not require detailed calculations or
experiments, except that the dominant defect must be
resolved. The defects associated with adding Sn to Mg,Si are
calculated from DFT shown in Figure 4 using a hybrid exchange-
correlation functional, and their formation energies are plotted
versus Fermi level (Eg). Sns; is the lowest energy defect at all

J. Name., 2012, 00, 1-3 | 3
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calculated E¢’s within the 0.76 eV bandgap. The defect is
uncharged across most of the band gap but goes through a
charge transition near the valence band maximum (VBM).
Undoped Mg,Si materials tend to be n-type (Ef far from the
VBM), so the charge transition can be ignored for this analysis.?*
The Sngi formation energy is equivalent in Mg-rich (Region 1)
and Mg-poor (Region 2) conditions, signifying identical
solubilities in complete agreement with our prior conclusions
from thermodynamics and algebra.

A eutectic liquid phase which we shall call “Mgo9Sno.1” forms
near 565 °C. This splits Region 1 into Region 1a
(Mg+Mgo.9SNno.1+Mg>Si) and Region 1b
(Mgo.9Sno.1+Mg,Si+Mg,Sn), as shown in Figure 3. While there
are various experimental compositions??>23 of this eutectic
phase, the analyses that follow are independent of the exact
composition. Though the eutectic Mgo sSno.1 liquid is not stable
at 0 K, we can administer the same treatment as above to
determine whether the change in atomic chemical potentials
from the introduction of a new Mg-rich phase influences AHg,,
in MgSi. In Region 1b:

34Hyg,si = 20upg + Apts;
34Hyg,sn = 24upg + Aptsn
104Huy g, o540, = 9DUMg + Dlisy
= (Dpsn — Ausi) = 34Hyg,sn — 34Hy g, si

And a similar estimate can be made for Region la. Because
elemental magnesium is one of the equilibrium phases, the
change in chemical potential for magnesium, and therefore the
formation energy, equals zero.

AHyg = Auyg
3AHyg,si = 20ppg + Apg;
10AHy g, ,5ny, = 9Dbarg + Abtsy
= (Apsp — Aug) = 10AHy g, sn,, — 3AHMg,si

This results in the following equation for the Sng defect
formation enthalpy for Region 1a:

AHYE = C — (10AHy g, ,5n,, — 30Hug,s:)

This expression can be compared to the expression for the
defect formation energy of Region 1b, giving the following
relationship.

AH;gSi - AH;TI;SL' = 3AHM92571 - 10AHM90.95"0.1 (3)

For the solubility of Sns; in Region 1a to be lower than that of
Region 1b, (AHg — AH3p ) must be greater than zero, giving
the inequality in equation 4.
=20
3 AHmgg g5n0.1
By definition, for Mgo.oSno1 to “break” the convex hull between
Mg and Mg,Sn (become low enough in energy that it becomes
stable), Equation 4 must be true. Assuming the relative
difference in formation energy between Mg,Sn and MgpoSno 1
stays similar at higher temperatures, and the inequality remains

AHMgZSn (4)

4| J. Name., 2012, 00, 1-3

true, the solubility of Region 1a is expected to be lower than
Region 1b above 565 °C, as in Figure 9.

The basic algebra carried out in this section estimates that the
shape of the miscibility gap should be independent of
magnesium concentration when two of the three phases in
equilibrium are Mg,Si and Mg,Sn. Above 565 °C, Sn solubility in
Mg,Si can be relatively lower in the three-phase region in
equilibrium with the MgpoSno.1 eutectic liquid and elemental
magnesium. Computationally determined energies of
formation for Sns; are consistent with this result.

Experimental Results of Phase Boundary Mapping

Experimental phase boundary mapping was carried out by
synthesizing samples with nominal compositions in Regions 1
and 2 (Figure 3), annealing at high temperature, then examining
the composition of the secondary phases in the samples. We
ensured the correct three phase equilibrium by first performing
X-ray diffraction (XRD) on each sample, then using energy
dispersive spectroscopy (EDS) to determine the specific
compositions of each secondary phase.

* Mg Mg-rich: 450°C anneal, 11dy
+ 5 Mg-poor; 450°C anneal, 11dy
- Mg-poor: 500°C anneal, Gdy
- |
2 * ok ok * ok
= L A
=
=
]
c
u
o
1=
D + +
o
©
E
=
o
=
+ / +
N S i A A -
20 30 40 50 60 70 a0 90
26 (deg.)

Figure 5: Pellet X-ray diffraction (XRD) peaks for Mg-rich and Mg-poor samples after
annealing at 450 °C or 500 °C (Copper Ko source). The main pattern is Mg,Si and Mg,Sn
while impurities of magnesium (stars) and silicon (diamonds) are marked.

The X-ray diffraction pattern for each region matches the main
peaks of Mg,Si and Mg,Sn diffraction patterns (Figure 5). This,
along with the presence of elemental impurity peaks
(magnesium peaks for Mg-rich and silicon peaks for Mg-poor) in
the diffraction patterns, indicates that the compositions are
within the target ranges and that the expected secondary
phases are present.

This journal is © The Royal Society of Chemistry 20xx
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Figure 7: a. Ternary plot of measured phase compositions for Mg-rich sample after
annealing at 450 °C for 11 days (blue indicates average of surrounding points). b. Example

electron images showing microstructure with annotations indicating the locations of the
compositions taken in a.
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Figure 6: a. Ternary plot of measured phase compositions for Mg-poor sample after
annealing at 500 °C for 6 days (orange indicates average of surrounding points). b-c.
Example electron images showing microstructure for samples annealed at b. 450 °C and
¢. 500 °C. Annotations indicate the locations of the compositions taken in a. Y
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Figure 8: Differential thermal analysis (DTA) cycle data, DTA current (uV) vs. Temperature
(°C) for two cycles (peaks labeled “1” and “2”) from 30 °C — 800 °C, showing the melting
and refreezing of eutectic Mgy ¢Sny ; liquid near 560 °C.

This journal is © The Royal Society of Chemistry 20xx J. Name., 2012, 00, 1-3 | 5
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Figure 9: Sketch of proposed 600 °C ternary phase diagram surrounding the Mg,Si-Mg,Sn pseudobinary phase line which shows the similar maximum x in Mg,Si;Sn, & Mg,Si,Sn;
for both Mg-rich samples (blue dots) and Sn-rich compositions (orange dots) that are in equilibrium with Mg,Si and Mg,Sn. At this temperature, equilibrium with elemental Mg will
require entering a new 3-phase region defined by Mg + Mgy ¢Sis.1 + Mg,Si where the Mg,SiySn, composition (value of x) will be different than that found in the pseudobinary.
Similarly, entering the Mg,Sn+Si+Sn(L) region will result in a lower Si solubility than the three-phase region directly bordering the pseudobinary.

The XRD patterns suggest that all samples are equilibrated,
although intermediate compositions still show up in the EDS
spectra (Figures 6 and 7). The continued presence of seemingly
“non-equilibrium” compositions indicates that the diffusion in
these samples is slower than expected. Fine nanostructures of
secondary phases within other larger precipitates has been
noted before, even after long anneals.’® In our study, these
nanostructures within the precipitates did not grow enough to
be resolved at the imaged magnification. At the magnification
used, the EDS detector would register these mixtures of
nanostructures as an intermediate composition between the
constituents. Additionally, the accuracy of EDS is insufficient to
show exact compositions. However, averaging multiple EDS
measurements of the phases expected in both three-phase
equilibrium regions paints a clear picture of the phase regions
in question (Figures 6 and 7), and distinct phase boundaries
emerge (Figure 9).

The appearance of the Mgp9Sng; composition measured at 450 °C
rather than elemental Mg is a surprising result. This composition
represents a mixture of Mg,Sn and Mg after solidification and phase
separation of a eutectic Mgy sSno 1 liquid. This study was designed to
keep all synthesis temperatures below the expected 565 °C eutectic
melting point; however, EDS measurements indicate that a eutectic
liquid was formed after pressing the powders into pellets. To check
whether the eutectic melting temperature was lower than expected,
differential thermal analysis (DTA) of a Mg-rich powder sample was
performed. The DTA signal shows peaks corresponding to melting
and freezing above 550 °C (Figure 7). This is counterintuitive to the
appearance of the eutectic liquid in these samples, however even an
error of 10% in the pressing temperature would reasonably allow for
the appearance of the eutectic liquid phase in these samples.

6 | J. Name., 2012, 00, 1-3
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Figure 10: Average of measured phase compositions from samples made within the
Mg-rich and Mg-poor 3-phase regions bordering the pseudobinary between Mg,Si and
Mg,Sn. Results are shown for samples annealed at 450 °C or 500 °C.

Figure 10 shows the experimental phase regions determined
from phase boundary mapping, representing the Mg-rich and
Mg-poor regions. As predicted by the thermodynamic analysis
discussed above, the solubility limits of each phase match very
well along the Mg,Si-Mg,Sn pseudobinary. The presence of the
Mgo.sSno.1 phase as one of the three coexisting phases in the
Mg-rich region suggests that another three-phase region
(Region 1a) likely exists in the Mg-rich space, which can also
intersect with the pseudobinary (Figure 9) at a different tin
solubility. This difference in tin solubility between the two Mg-rich
phases (Figure 9) could explain the reported variations in the
miscibility gap. If a sample with composition along the pseudobinary

This journal is © The Royal Society of Chemistry 20xx
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line becomes Mg-rich due to added excess magnesium during
annealing such that the global system composition (sample plus
excess magnesium) lies within Region 1la (Mg+MggeSno.1+Mg,Si), it
would result in a lower value for the solubility limit on the Mg,Si side
of the pseudobinary, therefore changing the apparent boundaries of
the miscibility gap. Any effects on thermoelectric properties resulting
from the eutectic Mgo 9Sno.1 phase are beyond the scope of this work
but may be a useful topic in future studies. Further, the same
occurrence may be present on the Mg,Sn side of the pseudobinary,
where a eutectic liquid also forms, and might explain why
discrepancies occur on both sides of the pseudobinary. In this case,
significant magnesium loss could shift the phase equilibrium to
Mg,Sn+Si+Sn(L) than the
equilibrium, leading to an underestimation of Si solubility (see right
hand side of Figure 9). The exact value of the solubility limit of the

rather expected Si+Mg,Si+Mg,Sn

Mg-rich (Mg+Mgo.oSno.1+Mg>Si) phase at the pseudobinary line can
be determined through further phase boundary mapping of this
unexplored phase region.

Conclusions

The miscibility gap seen on the pseudobinary phase line
between Mg,Si and Mg,Sn is highly contested in literature. In
principle, because Sn on a Si site is the dominant defect in Mg,Si
and it is in equilibrium with Mg,Sn, the solubility of Sn in Mg,Si
should be the same in both Mg-rich and Mg-poor equilibria.
Thus, true equilibrium experiments should show little
discrepancy.

However, experiments often include additions of excess
elemental magnesium to prevent magnesium loss, which brings
the system out of equilibrium. In these instances, a different
composition of Mg,Si;.,Sn, forms above approximately 565 °C
when elemental magnesium is in equilibrium with Mg,Si (Figure
9) because of the appearance of the eutectic liquid Mgo.oSno.1,

as evidenced by differential thermal analysis results (Figure 8).

The experimental phase regions determined in Figure 10 match
two important results stemming from basic thermoelectric
considerations: 1) the composition of the Mg-rich and Mg-poor
Mg,Sn and Mg,Si phases match nearly exactly as predicted by
thermodynamic arguments, and 2) the Mg-rich phase can be in
equilibrium with the eutectic liquid MgooSng1 phase, which
allows for a second Mg-rich three-phase region
(Mg+Mg,Si+Mgo.sSno1) (Figure 3). This phase is neglected in
several experimental studies of the ternary system but can
affect the apparent shape of the miscibility gap when annealing
samples on the pseudobinary near Mg,Si with elemental
magnesium.

This difference in tin content between the two Mg-rich phases
could explain the reported variations in the miscibility gap. If a
sample along the pseudobinary line becomes Mg-rich due to
added excess magnesium during annealing such that it lies
within the Mg-rich (Mg+Mgo.sSno.1+Mg,Si) three-phase region
(Figure 9), it would result in a lower value for the solubility limit
on the Mg5,Si side of the pseudobinary, therefore changing the

This journal is © The Royal Society of Chemistry 20xx
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boundaries of the miscibility gap. The exact value of the
solubility limit of the Mg-rich (Mg + Mgo.oSho.1+Mg,Si) phase at
the pseudobinary line can be determined through further phase
boundary mapping of this unexplored phase region.
Additionally, the presence of a liquid is known for Mg-poor
compositions on the Mg,Sn side of the pseudobinary line.
Applying the same approach to the other side of the
pseudobinary will likely reveal that similar discrepancies can
arise due to magnesium loss, explaining discrepancies on both
sides of the current Mg,Si-Mg,Sn pseudobinary picture.

Understanding the limits of the miscibility gap is important for
future development of Mg,Si,Sn1.x thermoelectric materials. By
exploring the phase regions surrounding the pseudobinary
Mg,Si-Mg,Sn  system from an isothermal ternary plot
perspective, we demonstrate the importance of phase
boundary mapping and phase equilibrium in phase diagram
experiments and synthesis.

Methods

Experimental Methods

To properly examine the difference in solubility limit on either
side of the Mg,Si-Mg,Sn pseudobinary phase line, compositions
were synthesized within the three phase regions on either side
of the pseudobinary line. The chosen compositions of
Mge0Si1sSn2, (Mg-poor region) and Mg74SisSnao (Mg-rich region)
fall inside these regions in Figure 2 at 500 °C. X-ray diffraction
and microscopy show evidence that the compositions of the
samples are within the desired three-phase regions after
equilibrating.

Each sample was synthesized by ball milling and hot pressing.
Pure magnesium (Alfa Aesar 99.99%, flakes), tin (Alfa Aesar
99.99%, shot), and silicon (Sigma-Aldrich 99.95%, chunks) were
first measured out into stainless steel ball mill jars in an argon-
filled glovebox. The jars were then placed into a Spex 8000D
high energy ball mill for a total of 210 minutes in increments of
90 min. — 90 min. — 30 min. During ball milling, which works by
mechanically alloying the elements?4, some material collects in
chunks on all surfaces of the jar which can prevent full reactions
and homogeneity. This material was chipped off the jar’s
surfaces and remixed between ball milling intervals to assist
reactions. The fine powder was then measured out into
graphite molds (12.7 mm) and pressed in an induction heated
rapid hot press under vacuum. During pressing, the sample was
heated to 500 °C and held under 60 MPa for 60 minutes under
Argon flow.

X-ray diffraction analysis was performed on pressed pellets in
reflection mode using Cu-a radiation with a 26 range between
10° and 90°. Selected samples were also annealed in a furnace
to ensure equilibrium. All samples were coated in Boron Nitride
spray and then sealed in three-times carbon-coated quartz
tubes under vacuum along with 0.5 grams of powder of the
nominal starting composition to reduce composition changes
from diffusion of magnesium into the quartz ampule. One set of
samples (Mg-rich and Mg-poor) was annealed at 450 °C for 11

J. Name., 2012, 00, 1-3 | 7
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days and a second set at 500 °C for 6 days. Samples were imaged
& EDS spectra were taken both before and after annealing using
a Hitachi S-3400N-11 Scanning Electron Microscope (SEM) and an
Oxford INCA SiLi EDS system. The SEM used an accelerating
voltage of 20kV, and probe currents of 50 on a scale of 0 to 100
(secondary electron detection) and 70 or 80 (backscatter
electron detection). Differential Thermal Analysis (DTA) was
performed using the Netzsch Jupiter Simultaneous Thermal
Analysis system on a sample of the powder for the Mg-rich
region to identify the eutectic liquid phase formation. The
powder sample was sealed under vacuum in a carbon-coated
quartz capillary tube. Two heating and cooling cycles were
performed over a temperature range of 30—-800 °C.

Computational Methods

First-principles Density Functional Theory-based defect
calculations were performed using the Vienna ab-initio
simulation package (VASP)>>=?7 with the projector-augmented
wave method?®2?°, The plane-wave energy cutoff was set to 500
eV for all calculations. A 96-atom supercell of Mg2Si was used
for all defect calculations, where the formation energy AH q for
a defect DY with charge state g was calculated using the
formula

AHpa = Epa — Eyose — Z nip; + qEp + Ecorr

where Epq and Ey, 5, are the total energies of the supercell with
and without the defect respectively, Y, n;y; accounts for the
atomic chemical potentials, E is the Fermi level, and E¢,, is
the energy correction determined using the method of
Freysoldt3°. We use the hybrid functional due to Heyd, Scuseria,
and Ernzerhof3733, where we set the fraction of exact Hartree-
Fock exchange to 0.37. This yields a band gap and lattice
constant of 0.76 eV and 6.32 A respectively, in close agreement
with the experimental values of 0.78 eV and 6.35 A.34
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