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Nucleation of salicylic acid in different solvents becomes gradually more difficult in the 

order: chloroform, ethyl acetate, acetonitrile, acetone, methanol and acetic acid. By 

comparing the results of metastable zone width and induction time experiments new insights 

are obtained. 
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ABSTRACT 

The crystal nucleation of salicyclic acid was explored in a range of solvents using induction time 

and metastable zone width measurements. In total 3100 experiments were performed to collect 

statistically valid nucleation results. The lognormal cumulative probability function provided a 

representative fit for both induction time and metastable zone width distributions. At equal 

driving force the induction time is found to increase in the order chloroform, ethyl acetate, 

acetonitrile, acetone, methanol and acetic acid, and this order agrees with the order of increasing 

interfacial energy The metastable zone width (MSZW) value (expressed as supersaturation 

driving force) was highest in acetic acid followed by a lower value in methanol, consistent with 

the induction time results. In ethyl acetate, acetonitrile and acetone the corresponding MSZW 

values were lower but the order among these three solvents varied depending on the cooling rate 

and saturation temperature. A novel format for comparing the induction time and MSZW 

experiments is presented. The analysis reveals that the time of nucleation in the metastable zone 

width experiments is also dependent on the time of transforming clusters into nuclei, and not 

only governed by the rate of supersaturation generation. The relative influence of this 

transformation time depends on the solvent and the cooling rate. 
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INTRODUCTION 

Crystallization from solution is a unit operation of significant importance in the industrial 

manufacturing of inorganic and organic chemicals, with crystallization processes widely 

employed in the purification of pharmaceutical compounds. Mechanistically, crystallization 

processes are primarily governed by crystal nucleation and crystal growth. Both mechanisms are 

insufficiently understood, and process development is largely based on applied experiments on 

the particular compound of interest. Crystal nucleation is the first step in the formation of a solid 

phase in solution and does significantly influence product properties like crystal structure, 

particle size, purity, and yield. In order to form a nucleus of crystalline material that is 

thermodynamically stable at the prevailing conditions, the free energy barrier, arising as a result 

of the competition between the favorable crystal bulk free energy and the unfavorable solid-

liquid interfacial energy, needs to be surpassed. However, the kinetic mechanisms involved are 

not well understood. In the classical theory of nucleation,1-6 individual molecules continually 

attach to and detach from crystalline subcritical clusters. In the recently proposed two-step 

theory7, 8, nucleation proceeds first by the emergence of droplet-like clusters of higher solute 

concentration, followed by an ordering within this cluster into a crystalline structure. Both 

theories are critiqued in a recent review article by Davey et al.9  

The mechanisms of crystal nucleation of small molecules are difficult to investigate because the 

nucleation (i) occurs in the nanometer size range and within fractions of a second, (ii) has a very 

strong non-linear dependence on the driving force, and (iii) occurs in a solution that is 

thermodynamically unstable. A further complicating factor is that nucleation has a strong 

stochastic component, generally resulting in a large spread in nucleation data carried out under 

identical conditions.10-17. This stochastic behavior can be regarded as an inherent feature of 

primary nucleation, or originating from e.g. a stochastic distribution of impurities18, and tends to 

disappear at larger scales due to the impact of secondary nucleation 19. Assuming that the 

nucleation is a perfectly random process the cumulative induction time distribution should be an 

exponential function.15, 18, 20, 21.  

Experimentally, two techniques are used to characterize nucleation behavior, both relying on the 

observation of the macroscopic outcome of the nucleation process. Induction time experiments 

(IDT) measure the time lapse between the initiation of supersaturation and the occurrence of 

nucleation at constant conditions. The experimentally observable induction time includes the 

time for pre-nucleation cluster formation in solution, the nucleation time, and the time to grow to 

detectable size, but normally the nucleation time is assumed to be governing38. Metastable zone 

width (MSZW) experiments determine the range of supersaturation where primary nucleation is 
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unlikely to occur within a practical time frame, and is determined in dynamic conditions usually 

involving a constant cooling rate. The metastable zone width is experimentally more easily 

determined than the induction time. The metastable zone width is often reported as the difference 

between the saturation and nucleation temperatures (∆T = Tsat – Tnuc) even though the 

corresponding supersaturation driving force would be a scientifically more useful parameter. 

Investigations reveal that the width of the metastable zone is influenced by agitation39, 

additives40, and rate of supersaturation generation27, 41. Both techniques were used concurrently 

by Kulkari et al. to investigate nucleation kinetics of isonicotinamide in ethanol, with the authors 

deducing that although MSZW measurements are easier to conduct, IDT measurements may be 

more accurate 44. Sullivan et al. employed IDT measurements in a study to investigate molecular 

self-assembly and solution in the nucleation process 45.  

In the present study, salicylic acid, first reported by Cochran in 195323, is used as a model 

compound, due to its single polymorphic form and availability of solubility data in a number of 

solvents of varying type24-26. The dominating feature of the crystal structure is the 

centrosymmetric carboxylic acid dimer (Figure 1). This dimer serves to provide great rigidity to 

the salicylic acid molecule which has been suggested to partly explain the lack of polymorphism 

and solid phase solvation.  Nucleation data for salicylic acid in different solvents is presented, 

acquired from repeated induction time and metastable zone width type experiments. A 

comparison of induction time data and metastable zone width data is conducted and a format for 

this comparison is proposed which can help to further advance the understanding of crystal 

nucleation. In the analysis of the results, reference is made to the classical nucleation theory 

andthe two-step model, for the purpose of discussing kinetic and thermodynamic aspects of the 

nucleation process, however without the aim of establishing if either of these theories is 

governing this particular case. 

                             

Figure 1: a) chemical structure of salicylcic acid and b) the carboxylic acid:acid dimer favoured 

in the crystal structure  
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EXPERIMENTAL 

The model compound, salicylic acid, was purchased from Sigma-Aldrich (99.0%) and used 

without further purification. The solvents: Acetone (AC) (99.8%), Acetic acid (AA) (Glacial) 

(99.7%), Methanol (MeOH) (99.8%), Acetonitrile (MeCN) (99.8%), Chloroform (CL) (99.8%), 

and Ethyl acetate (EA) (99.8%) were all purchased from VWR International and used as 

received. 

A saturated stock solution of salicylic acid in the pure solvent was prepared from published 

solubility data24, at 250 mL scale in a sealed conical flask. Agitation was provided with a PTFE 

coated magnetic stirrer and solutions were allowed to equilibrate overnight, 5 °C above the 

saturation temperature. Twenty glass vials (70 x 25 mm, VWR International) were filled with 20 

mL of the stock solution via preheated syringes and 0.2 µm filters (Millipore). For some 

experiments all vials contained the same solution; for other experiments ten vials were used for 

one solution and ten for another. A magnetic stir bar (13 x 3 mm, Type A, or 12 x 3 mm with 4 

mm pivot ring, Type B; Figure 2) was added to each vial prior to sealing with a plastic screw cap 

and PTFE seal. The sealed vials were then left 5 °C above the saturation temperature overnight 

with agitation.  

Induction time experiments 

The induction time of salicylic acid was determined in six different solvents using a saturation 

temperature of 50 °C (with the exception of chloroform where the saturation temperature was 40 
oC). Over 1100 induction time measurements were made across all six solvents at different 

nucleation temperatures. The experimental set-up used could operate and observe up to 20 

individual nucleation experiments simultaneously. Two isothermal water baths (Grant S26 with 

GR150 control units and C2G cooling units) equipped with submersible multipole magnetic 

stirrer plates were employed, and the complete set of vials was moved from one bath to the other 

to achieve the step change in temperature required for the induction time experiments. In all 

experiments an agitation rate of 200 rpm was used. One bath (bath A) was maintained 5 °C 

above the saturation temperature (Tsat) of the solution being examined, and the second (bath B) 

was maintained at a set temperature (Tnuc) in the supersaturated region for the solution. 

Crystallization was detected using a high definition camcorder (Sony HDRXR520VE/Sony 

HDRXR350VE). Once nucleation occurred, the solution became completely milky within 1-2 

seconds, except for in chloroform where it was within ~5 seconds. For each vial, the induction 

time is reported as the total time from introducing the tubes into the nucleation temperature water 

bath, to the time of the first detection of a change in the solution properties as recorded by the 

video camera and later examined by the naked eye. A reference vial (solvent only) with an in-
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situ temperature probe (P600 Dostmann) was used to monitor the attainment of Tnuc in the vials 

after immersion into water bath B. The temperature decay follows an exponential curve and 

reaches Tnuc + 1 oC within 240 seconds, +0.5 oC within 275 seconds, and + 0.1 °C within 400 

seconds. 

For acetonitrile and ethyl acetate five different nucleation temperatures were investigated, for 

acetone and methanol four, for acetic acid three and for chloroform two. From previously 

published solubility data22, the RTlnS value (S = C/C*; C = concentration in solution (g/g 

solvent), C* = solubility at Tnuc (g/g solvent) of each experiment was calculated as is given in 

Table 1. Approximately 50 induction time measurements at each nucleation temperature were 

made in each of ethyl acetate, acetonitrile, acetone and methanol. In acetic acid, 30 experiments 

and in chloroform 10 were made at each condition. The volatility of chloroform caused problems 

in sample preparation and due to the low solubility the nucleation detection limit is reduced. In 

acetic acid solutions the difficulty in triggering the nucleation of salicylic acid, even at high 

driving force, was evident with small sample numbers.  

Metastable zone width determination 

Metastable zone width measurements were performed in methanol, ethyl acetate, acetonitrile, 

and acetone to provide data for comparison with the induction time experiments. Solutions were 

saturated at 50 °C and cooled at 5, 10 or 15°C/hr until nucleation was observed, with agitation 

provided by a Type A stir bar. Additional experiments on the influence of the saturation 

temperature were conducted by cooling solutions saturated at  50, 40, and 30 °C at 10 °C/hr with 

agitation provided Type B stir bar. 

The metastable zone width experiments were carried out in the same vials and using the same 

camcorders as in the induction time determinations. An external temperature probe (PT100) in 

the GR150 bath was used in conjunction with the control unit to set a linear cooling profile and 

to log temperature values versus time for analysis. The temperature at which each nucleation 

event occurred was measured and used to calculate the corresponding thermodynamic driving 

force. When the cooling cycle was completed and nucleation events detected, the sample tubes 

were heated up to the dissolving temperature again. Once all the salicylic acid had re-entered the 

solution phase, as observed visually, the tubes were allowed to equilibrate for a minimum of 4 

hours before the cooling cycle was repeated. The cycle was repeated until at least 50 nucleation 

events had been recorded for a given set of conditions. 
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RESULTS AND EVALUATION 

Induction times 

Figure 2 presents a representative sample of the experimentally recorded induction time 

distributions obtained for salicylic acid in acetonitrile as a function of driving force. The use of 

the arithmetic mean and standard deviation to represent these distributions would be 

inappropriate due to the deviation from the normal distribution. Furthermore, depending on the 

thermodynamic driving force and solvent, in some instances some vials didn’t nucleate within 

the total experimental time.  

 

Figure 2. Induction time distributions of salicylic acid in acetonitrile (mole fraction = 0.059, 

saturated at 50°C) at various thermodynamic driving forces for nucleation (RTlnS). Also shown 

are fits of the lognormal distribution function to the data sets. 

To account for vials not nucleated, to determine an adequate average value representing the 

distribution and to examine the shape of the induction time distributions, a variety of different 

distribution functions (Eq 1- 5) were fitted to the data by a least squares method. The fitting was 

performed such that those tubes which had not nucleated at all were accounted for in determining 

the proportion of tubes nucleated. The lognormal cumulative distribution function (LCDF) (Eq. 

1) was found to provide the overall best fit, producing a coefficient of determination (CD) 

greater than 0.97 in all cases. Previous induction time nucleation studies55,16, have used 

exponential based functions: Eq. 2 and 3, respectively. Eq 3 was found to produce fits giving a 

CD of 0.76, while the equation used by Diao et al.22, 52, generated CD of 0.94. Other standard 

distribution functions were also examined such as the Weibull (Eq. 4) and the log-logistic 

functions (Eq. 5). Even though all these functions did provide reasonably adequate 

representations of the data, they were inferior to the lognormal function.  
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 ���� = 1
2 �	
� �−

ln��� − �
�√2 � [1] 

 ���� = ���/��  [2] 

 ���� = 1 − ����	�	�� [3] 

 ���� = 1 − ���	������ [4] 

 ���� = 1
1 + � /��! 

[5] 

In fitting the LCDF, a location (η) and a scale parameter (σ) is determined that can be easily 

back-transformed to the geometric mean (η*) and geometric standard deviation (σ*) of the 

induction time distribution42. The geometric mean formally equals the median value (τ50) of the 

induction time distribution, and in previous work has been found to provide an average 

representation of the induction time distribution that is less sensitive to experimental 

uncertainties54. The use of the geometric standard deviation as opposed to the traditional standard 

deviation allows for the interpretation of the asymmetry in the distribution of the data. All 

induction time distributions are summarized in Figure 3 and in Table 1. As is expected, in each 

case the geometric mean induction time decreases with increasing driving force, and for each 

solvent the distribution standard deviation decreases as the driving force increases, as shown in 

Figure 3.  
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Figure 3. The effect of thermodynamic driving force (RTlnS) on the induction time distributions 

in; Chloroform (x), Ethyl Acetate (■), Acetonitrile (♦), Acetone (▲), Methanol (●), and Acetic 

acid (▬).  Symbols represent the geometric mean (η*) position. The bars represent the 95% 

confidence interval for the geometric mean. The shaded regions represent 68% of the data (η* ×⁄ 

σ*). The ratio of the size of the upper shaded region to the lower is representative of the skew to 

the data. Where present, numbers above a data set indicate the uppermost value for that data set, 

included for necessity of scale.   
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Table 1. Induction time experiment results: The geometric mean (η*), geometric standard 

deviation (σ*), calculated nucleation rate (J), and size of the critical nucleus are shown. Also 

included for comparison is the calculated nucleation rate (Ja) obtained by the method of Jiang 

and ter Horst16. 

Solvent S T 
(°C) 

RTlnS 
(J/mol) 

η* (s) ×⁄ σ* J  
(m-3 s-1) 

Critical 
nucleus 
Radius 

(Å) 

Number of 
Molecules 
in Critical 
Nucleus 

Ja  
(m-3s-1) 

Chloroform 1.06 39 144 1587b 32 9.2 21 21c 

1.14 37 330 985b 51 4.0 2 43c 

Ethyl 
Acetate 

1.09 43.8 234 3844 ×⁄ 3.37 13 14.5 82 9 

1.14 40.9 340 1784 ×⁄ 2.94 28 9.9 27 19 

1.16 39.8 380 1438 ×⁄ 2.70 35 8.9 19 23 

1.22 35.9 519 768 ×⁄ 3.04 65 6.5 8 43 

1.43 25 887 416 ×⁄ 2.39 120 3.8 2 81 

Acetonitrile 1.07 47.6 185 5284 ×⁄ 2.81 10 19.3 196 6 

1.13 45.8 316 2399 ×⁄ 3.36 21 11.3 40 14 

1.20 43.5 486 1081 ×⁄ 3.58 46 7.4 11 31 

1.30 40.9 675 640 ×⁄ 3.65 78 5.3 4 52 

1.60 32.5 1263 199 ×⁄ 1.82 251 2.8 1 165 

Acetone 1.21 35 479 4947 ×⁄ 7.09 10 14.8 88 7 

1.24 32.5 554 2883 ×⁄ 3.80 17 12.8 57 11 

1.28 30 628 653 ×⁄ 3.47 77 11.3 39 49 

1.32 28 687 368 ×⁄ 4.82 136 10.3 30 77 

Methanol 1.28 35 632 4937 ×⁄ 7.47 10 12.3 49 6 

1.39 30 829 2994 ×⁄ 5.08 17 9.3 22 10 

1.44 28 906 1730 ×⁄ 5.31 29 8.5 17 19 

1.51 25 1019 933 ×⁄ 5.90 54 7.6 12 33 

Acetic acid 1.66 30 1280 10594 ×⁄ 
8.35 

5 8.0 14 2 

1.89 25 1574 2363 ×⁄ 3.86 21 6.5 8 14 

2.14 20 1857 1901 ×⁄ 4.44 26 5.5 5 17 

bmedian induction times cfitting function to small sample numbers n≈10 
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The shortest nucleation induction time was observed in chloroform. A driving force of 144 J/mol 

resulted in a median induction time of about 1,600 seconds and increasing the driving force to 

about 330 J/mol reduced the induction time to 985 seconds. For calculation of approximate 

nucleation parameters the median induction times obtained from the experiments have been 

used. The longest induction times were observed in acetic acid. At a driving force of 1,280 J/mol, 

only 68% of the samples had nucleated after 88,000 seconds. Besides chloroform, the mean 

induction times are reasonably short in ethyl acetate and acetonitrile. Nucleation occurred in a 

large proportion of the experiments at about RTlnS = 200 J/mol in less than 15000 seconds, 

while in acetone and methanol it took at least 3 to 4 times the driving force to reach similar 

induction times. To reach the same induction time in the different solvents the required driving 

force increases in the order: chloroform, ethyl acetate, acetonitrile, acetone, methanol and acetic 

acid. 

Due to the non-parametric nature of the distributions the coefficient of variation needs to be 

examined while in the logarithmic scale where the distribution is normally distributed: 

 &' = �
� [6] 

As seen in Figure 4, there is a general trend towards higher coefficients of variation in moving 

from ethyl acetate (shortest induction time) to acetic acid (longest induction time) as a function 

of supersaturation driving force. However, in methanol the CV appears to be overall the highest. 

The spread in non-parametric data can also be examined by the coefficient of quartile variation43, 

which shows roughly the same behavior, Figure 4. 
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Figure 4. Coefficient of variation (CV) (solid symbols) and coefficient of quartile variation 

(CQV) (open symbols) for distributions of induction time experiments. Ethyl acetate (■), 

acetonitrile (♦), acetone (▲), methanol (●), and acetic acid (X (CV), ▬ (CQV)). 

 

Figure 5 presents the standard evaluation plot according to the classical nucleation theory16, 29, 40. 

By relating the induction time (tind) to the nucleation rate (J) it is possible to estimate the pre-

exponential factor (A) and the interfacial energy (φ ) using equations 7 and 8: 

(
)*+,� = - = . exp ��2345*67	8 �                       [7] 

9:;<=) =	 (>?@ABCDE
F�78GHI�E        [8]  

where NA is the Avogadro number, R is the gas constant, T is temperature, ∆Gcrit is the 

nucleation work assuming a spherical nucleus, V is the volume of the solution, υ is the molar 

volume of salicylic acid in the cluster, and RTlnS is the supersaturation driving force. All data 

points for a particular solvent do not fall on a straight line, but there is a tendency for some 

curvature at increasing x-coordinate value, possibly indicating a mechanism transition46. 

Accordingly, the straight line fitting is based on the shorter induction time points as shown in the 

figure. 
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Figure 5. Evaluation of the induction time experiments according to the classical nucleation 

theory. Bars represent the 95% confidence interval for the geometric mean induction time from 

the lognormal distribution fit. 

As shown in Table 2, the highest interfacial energy is found in acetic acid, followed in 

decreasing order by: methanol, acetone, acetonitrile, and ethyl acetate, with by far the lowest 

interfacial energy in chloroform. The pre-exponential factors are calculated from the intercept of 

the linear fits in Figure 6 by using equation 7 and are given in Table 2. The determination of the 

preexponential factors tends to be more uncertain than the determination of the interfacial 

energies, and especially when the graphs in figure 5 are very steep, e.g. for acetone. Nordström 

et al51 proposed that the preexponential factor should be proportional to the solute concentration, 

C, times the square root of the solvent molecular weight, M, and divided by the solution dynamic 

viscosity, λ, here approximated by the solvent viscosity: 

λ

MC
FA A =∝        [9] 
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In chloroform, FA, receives a low value because of the quite low solubility, and in methanol and 

acetone the FA-value is high because of the high solubility. The correlation between the 

experimentally determined preexponential factors and the group FA as estimated at relevant 

nucleation temperatures from equation 9 is shown in Figure 6. In acetone FA=104*103 receives 

the highest value and the preexponential factor is clearly the highest: over 8000, however the 

point is not shown since it is clearly out of scale.  As shown, FA actually captures the order 

between the solvents in terms of preexponential factor with ethyl acetate being the only 

exception.  

 

Figure 6. Correlation between the experimentally determined preexponential factors and FA as 

per +-Equation 9. Acetone is omitted for necessity of scale (A = 8645 m-3s-1) 

 The critical nucleus size, cr , is calculated from the interfacial energy: 

 	; =	 2JK
LMNOP [10] 

and from that the corresponding number of molecules in the nuclei using the molecular volume 

of 9.572E-05 m3/mol, Table 1. In a few cases the critical nucleus contains just one or two 

molecules. Even though a very low number of molecules in the critical nucleus has been reported 

before47-49, this does not appear to be realistic since in our experiments we always on average 

have an induction time much larger than zero. The nucleation rate in Table 1 is calculated as the 
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inverse of the geometric mean induction time and the solution volume, eq 7. If the nucleation 

rate is calculated by the method of Jiang and ter Horst16, the trends in the results appear to be the 

same but the absolute values are on average 30-50 % lower.  

The nucleation work is plotted in Figure 7as calculated by Eq. 8, illustrating how the magnitude 

(J/mol) of the nucleation free energy barrier varies over the experimental range in each solvent. 

In acetic acid the interfacial energy is the highest, but the experiments are performed at much 

higher driving force leading to moderate nucleation work. However, the induction time tends to 

be longer in acetic acid as the pre-exponential factor is fairly low. In acetone and methanol, the 

interfacial energies are lower but the experiments are performed at lower driving forces leading 

to higher nucleation work. However this is balanced by higher pre-exponential factors leading to 

shorter induction times. The induction time ranges of methanol and acetone are fairly similar; in 

spite of that, the nucleation work tends to be higher in acetone. This reflects the much higher pre-

exponential factor for acetone. In acetonitrile and ethyl acetate the interfacial energies are further 

lower but so are also the driving force ranges. In comparing the acetic acid data at RTlnS=1280 

J/mol with the data for acetonitrile at RTlnS = 1263 J/mol the induction time is clearly longer in 

acetic acid because there is a substantial difference in the nucleation work. If we compare the 

acetic acid data at RTlnS=1857 with the data for acetonitrile at RTlnS=486 the nucleation work 

is fairly similar (Figure 7), but the induction time is shorter in acetonitrile because of the higher 

preexponential factor. Finally in chloroform the nucleation work is low (comparable to the 

lowest nucleation work calculated in ethyl acetate and acetonitrile), but achieved at a clearly 

lower driving force. The preexponential factor is clearly the lowest by which the induction times 

are still appreciable.  
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Table 2. Calculated interfacial energies and kinetic factors for salicylic acid nucleation in the 

different solvents. 

Ease of 
nucleation  

(1-5) 
Solvent 

Interfacial 
energya 
(mJ/m2) 

Pre-exponential 
factora,  A�m-3	s-1� 

Solubility at 25 °C 38 

(M.F.) (Mol/l) 
 

1 Chloroform 0.71 57 0.010b 0.131b 

2 Ethyl Acetate 1.82 148 0.136 1.599 

3 Acetonitrile 2.40 289 0.029 0.581 

4 Acetone 3.81 8645 0.179 2.974 

5 Methanol 4.13 586 0.128 3.628 

6 Acetic acid 5.50 175 0.055 1.015 
a Eq. 1, using lognormal distribution fits. b This work. 

 

Figure 7. The nucleation work for salicylic acid in the different solvents over each respective 

experimental range as calculated from the interfacial energies of Table 2 by eq. 8 and 

experimental RTlnS values. 
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From the direct assessment of the experimental results (Figure 3), as well as from the interfacial 

energies determined in accordance with the classical nucleation theory, it is concluded that the 

nucleation gradually becomes more difficult, (i.e. the induction time at equal driving force 

gradually increases) in the order: chloroform, ethyl acetate, acetonitrile, acetone, methanol and 

acetic acid. The influence of the solvent on the nucleation rate does not clearly correlate with the 

solubility 53,29, the Hansen solubility parameter54, or the solvent boiling point or enthalpy of 

vaporization55. As is shown in Table 3, it is noteworthy that even though eq 2 – 5 do not provide 

the optimum fit to experimental induction time distribution data, the interfacial energies do not 

change much with the function used, and the order between the solvents doesn’t change at all. 

Table 3. Calculated interfacial energies from using different statistical functions to represent 

induction time distributions. 

 Interfacial energy (mJ/m2) 

Solvent Lognormal Median Weibull Log-log Jiang 15 Diao 20 

Chloroform - 0.71 - - - - 

Ethyl acetate 1.82 1.79 1.81 1.82 1.72 1.83 

Acetonitrile 2.40 2.34 2.42 2.40 2.24 2.52 

Acetone 3.81 3.77 3.79 3.81 3.73 3.75 

Methanol 4.13 3.81 4.11 4.13 4.03 4.05 

Acetic acid 5.50 5.45 5.53 5.52 5.49 5.70 
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Metastable zone widths 

The metastable zone width distributions contain the randomness of the nucleation process as well 

as the effect of the constantly changing driving force, and are more “S-shaped” than the 

induction time distributions. Representative examples of distributions are shown in Figure 8. In 

general the highest supersaturation driving forces at nucleation are recorded in methanol, 

followed by acetonitrile, acetone and ethyl acetate, at this cooling rate. The lognormal 

cumulative distribution function (LCDF) was found to also accurately represent the metastable 

zone width driving force (RTlnS) distributions at all cooling rates and concentrations, creating 

coefficients of determination greater than 0.97. The results are given in Table 4 and 5 below as 

the geometric mean RTlnS values (η*) with geometric standard deviations (σ*) and the 

undercooling (∆T) corresponding to the geometric mean RTlnS.  

 

 

Figure 8. Metastable zone width distributions in different solvents. Saturation temperature: 

50°C. Cooling rate: 15 °C/hr. Agitation provided by stirring bar type A at 200 rpm. Also shown 

are fits of the LCDF to the data. 
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Table 4. Metastable zone width determinations at different cooling rates in solutions saturated at 

50 °C Geometric mean driving forces (η*), geometric standard deviations (σ*), and 

corresponding undercooling (∆T). Stir bar: type A. 

Cooling rate: 5°C/hr 10°C/hr 15°C/hr 

Solvent ∆T η* σ* ∆T η* σ* ∆T η* σ* 

Ethyl acetate 11.12 400 1.443 13.43 482 1.385 13.72 493 1.389 

Acetonitrile 5.62 394 1.531 7.15 506 1.464 9.68 689 1.363 

Acetone 13.22 403 1.391 16.13 491 1.357 17.52 533 1.359 

Methanol 12.34 514 1.366 17.48 720 1.301 19.73 812 1.358 

 

Table 5. Metastable zone width determinations at different saturation temperatures at cooling 

rate of 10 °C/hr. Geometric mean driving forces (η*), geometric standard deviations (σ*), and 

corresponding undercooling (∆T). Stir bar with pivot ring: type B. 

Saturation temperature: 30°C 40°C 50°C 

Solvent ∆T η* σ* ∆T η* σ* ∆T η* σ* 

Ethyl acetate 10.53 369 1.511 14.17 507 1.550 19.92 707 1.435 

Acetonitrile 5.08 389 1.612 5.02 374 2.097 8.74 622 1.768 

Acetone 21.77 662 1.358 15.18 471 1.371 19.43 590 1.329 

Methanol 22.54 879 1.145 21.26 853 1.384 21.36 871 1.257 

Acetic acid - - - 30.97 1841 1.370 29.32 1824 1.331 

 

Figure 9a reveals the influence of the cooling rate in the four different solvents. It is expected 56 

that the metastable zone width will increase with increasing cooling rate. This is apparent in 

acetonitrile and methanol but less clear in acetone, and in ethyl acetate the metastable limit 

appears to have reached its maximum at 10 °C/hr. The appearance of a plateau in metastable 

zone width with increasing cooling rate agrees with previous results on salicylamide55.  
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Figure 9. Influence of (a) solvent (b) saturation temperature and (c) stir bar type on the 

metastable zone width. Geometric mean (η*) metastable zone widths with the error bars 

representing 95% confidence intervals for the geometric mean. The upper and lower shaded 
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regions bound one geometric standard deviation from the geometric mean (η* ×/ σ*) 

representing 68 % of the data. Saturation temperature: 50℃	 for	 �a�	 and	 �c�. Stir bar type as 

indicated on the diagram, 200 rpm. 

The influence of the saturation temperature at constant cooling rate is presented in Figure 9b. 

Overall, there was no consistent correlation between the saturation temperature and the 

metastable zone width. The metastable zone width increases with increasing saturation 

temperature in ethyl acetate, the trend is somewhat the same in acetonitrile, while in methanol 

and acetic acid there is no impact at all. Due to the high freezing temperature of acetic acid (M.P 

= 16 oC) the cooling range was limited in this solvent. At saturation temperature 50°C, less than 

70% of the acetic acid vials nucleated within the viable range, and at saturation temperature 40°C 

less than 25%. Accordingly no experiments at 30°C saturation temperature were performed, and 

for the same reason acetic acid was not included in the investigation of the influence of the 

cooling rate. 

Figure 9c compares the results at 50 °C saturation temperature and 10 °C/hr cooling rate for the 

two different stir bars. The metastable zone width on average is consistently wider for 

experiments using the type B stir bar, which although shorter than the type A stir bar does 

contain a pivot ring. It is proposed that during rotation, the presence of the pivot ring holds the 

bulk of the stir bar above the bottom of the vial, resulting in lower shear rates, resulting in a 

lower rate of nucleation57. 

The experimental data clearly reveals that the widest metastable zone width for nucleation of 

salicylic acid is found in acetic acid (Figure 8). In acetic acid solutions saturated at 50 or 40 °C a 

large proportion of the vials didn’t nucleate. Among the rest of the solvents, the methanol system 

reached higher RTlnS values and greater undercooling before nucleation occurred at all cooling 

rates for solutions saturated at 50 °C (Table 4), and at all saturation concentrations at 10 C/hr 

cooling rate (Table 5), Among the remaining three solvents there is no clear order.  

DISCUSSION 

Figure 10 compares the principles of the induction time and metastable zone width methods with 

respect to their temperature vs time profiles. Induction time experiments (IDT) establish a 

sudden step change in temperature and measure the time taken for nucleation to occur. 

Metastable zone width (MSZW) experiments employ a constant cooling rate to bring about 

nucleation and measure the temperature at which nucleation occurs.  
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Figure 10. Measurement principals of induction time (tind = tnuc – t0) and metastable zone width 

(∆T = Tsat – Tnuc) techniques. Nucleation points are represented by green (induction time) and 

red (metastable zone width) stars.  

It is not surprising that the order between the solvents in the MSZW experiments is not in full 

agreement with the order in the IDT experiments. In the MSZW experiments the average rate of 

nucleation will increase with time because of the increasing supersaturation. However, 

associated with each level of supersaturation is an induction time of nucleation as determined in 

the induction time experiments. In interpreting the MSZW experiments, it is necessary to 

consider the impact of induction time in these results. 

At equal cooling rate, the rate of supersaturation generation in the solvents differs as a result of 

differences in the slope of the solubility curves. In Figure 11, the MSZW experiments are plotted 

as driving force versus temperature of each nucleation event for solutions saturated at 50 °C. At 

constant and equal cooling rate in the different solvents the temperature at which nucleation is 

observed corresponds directly to the time of nucleation. In terms of decreasing 

temperature/increasing time, on average (the black points) the nucleation appears first in 

acetonitrile followed by ethyl acetate, acetone and finally in methanol. However, in terms of 

increasing supersaturation driving force as reported above, the nucleation on average appears 

first in ethyl acetate followed by acetone, acetonitrile and methanol. On average, nucleation in 

acetonitrile occurs at a high RTlnS after the shortest period of time. A clearly lower median 

driving force is required in acetone but the time is also much longer. Obviously, to interpret 

MSZW experiments in relation to IDT experiments, account must be given to the supersaturation 

driving force at nucleation as well as the time for which the solution has been supersaturated. 
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Figure 11. Nucleation in MSZW experiments. Data points represent nucleation events of 

salicylic acid from solutions saturated at 50 °C, cooled at 15 °C/hr. The geometric mean of each 

data set is also shown as a black dot. 

In Figure 12, induction time results are compared with the metastable zone width data for 

acetonitrile. The x-axis represents the driving force at nucleation and the y-axis the nucleation 

time. For the IDT experiments the driving force is given by the temperature to which the solution 

is cooled as quickly as possible, and the nucleation time equals the induction time. All individual 

experiments fall on a vertical line for each set-up of experimental conditions. The orange points 

represent the geometric mean induction times, and the solid orange curve represents the 

correlation between mean induction time vs RTlnS. In the MSZW experiments, the nucleation 

events appear on an almost straight line (dashed) of increasing driving force for each cooling 

rate. The nucleation time is the time to form a nucleus in the solution of gradually increasing 

supersaturation and decreasing temperature. The black points represent the geometric mean (η*) 

driving force and the corresponding time of nucleation for the three different cooling rates. In 

Figure 13, the corresponding presentation is made for the other three solvents but only including 

geometric mean induction time and geometric mean metastable zone width values, and the 

accompanying 95% confidence intervals. The length of the dashed line cooling curves represents 

the range of experimental metastable zone width determinations. 

Figure 11 very clearly illustrates the randomness of the nucleation at each condition. At the same 

conditions, respectively, IDT experiments can nucleate very early as well as very late, and 

MSZW experiments can nucleate at very low driving force as well as at high. At the point where 

the MSZW experiment line (dashed) intersects with the solid orange IDT curve, the time of 

nucleation is equal in the two types of experiment. If nucleation occurs at this point in the 

MSZW experiments, the induction time required to form nuclei is fully incorporated into the 
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time of cooling. Since at each level of supersaturation there is an induction time required for 

nuclei to form, it is not expected that the median time of nucleation in the MSZW experiments 

would be lower than this intersection point. Hence, the time of this intersection represents a 

minimum time for nucleation in the MSZW experiments. As shown in Figure 12, in acetonitrile, 

the average MSZW nucleation at all cooling rates occurs after this intersection, suggesting that 

the kinetic events behind the induction time (responsible for transforming clusters into stable 

nuclei) are not fast enough to be negligible compared to the rate of cooling. Thus the MSZW 

nucleation will lag behind the corresponding IDT nucleation. It is noteworthy though that the 

individual MSZW nucleation data points spread very widely on both sides of these intersection 

points. Similarly, in ethyl acetate (Figure 13a) the geometric mean MSZW nucleation occurs 

clearly after the intersection with the solid orange IDT curve. In acetone (Figure 13b) and 

methanol (Figure 13c), the overall behavior is the same but the lag is clearly less. In acetone and 

methanol the time lag initially increase with increasing cooling rate but then tends to decrease 

somewhat after a maximum. For acetonitrile and ethyl acetate the time lag, at least initially, 

decreases at increasing cooling rate. At 15℃/hr there is still a distinct time lag but the difference 

between the solvents is within about 800 s. This behavior does not correlate with the slope of the 

respective solubility curve.  
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Figure 12. Comparison of induction time and metastable zone width experiments in acetonitrile. 

Induction time data (◊), geometric mean induction times (■), metastable zone width data; 5 °C/hr 

(X), 10 °C/hr (X) 15 °C/hr (X), and geometric mean metastable zone widths (■) of salicylic acid 

in acetonitrile. Solid orange line correlates the median induction time data. Solid blue, green and 

red lines represents the sum of the solid orange line (median induction time) and the dashed line 

(cooling time: blue 5 °C/hr, green 10 °C/hr, and red 15 °C/hr) at each driving force.  
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Figure 13. Comparison of induction time and metastable zone width experiments Geometric 

mean induction times (■), and metastable zone widths (■). Error bars represent 95% confidence 

intervals for the mean. Solid orange line correlates the median induction time data. Solid blue, 

green and red lines represents the sum of the solid orange line (median induction time) and the 

dashed line (cooling rate: blue 5 °C/hr, green 10 °C/hr, and red 15 °C/hr) at each driving force. 
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In Figures 12 and 13, each concave solid line matching a dashed cooling line of the same colour 

represents the sum of the IDT curve and the dashed MSZW cooling time curve at each driving 

force. These concave lines accordingly represent the situation where the solution is first cooled 

down at a constant rate to a certain driving force, and then is allowed to nucleate as if the 

supersaturation had been reached by a temperature change equal to that in the induction time 

experiments. This curve represents a maximum time of nucleation in the metastable zone width 

experiments. Experimentally we find that the nucleation in the MSZW experiments always 

occurs below this concave curve, revealing that the molecular reorganization behind forming a 

nucleus can proceed at least partly in parallel to the gradual increase in supersaturation. In 

acetonitrile and ethyl acetate, the mean MSZW nucleation time is in the order of 103 s below the 

corresponding maximum time. In methanol and acetone this value is much larger especially at 

low cooling rate. In all solvents, this time difference as expected decreases with increasing 

cooling rate, however much more so in acetone and methanol.  

A relative MSZW nucleation time can be defined using the definitions of the minimum and 

maximum nucleation times stated above as the (MSZW Geometric Mean – Minimum Nucleation 

Time) / (Maximum Nucleation Time – Minimum Nucleation Time). In Figure 14a, the relative 

MSZW nucleation time, as defined above, is plotted as a function of cooling rate for each 

solvent. The graph clearly shows that in ethyl acetate and acetonitrile the metastable zone width 

nucleation occurs closer to the “maximum nucleation time”, while in acetone and methanol the 

nucleation occurs closer to the “minimum nucleation time” especially at low cooling rate. Of 

course, the lag in the MSZW nucleation can be resolved into a time lag (difference in time 

between the geometric mean MSZW nucleation and the orange IDT curve) and a corresponding 

“driving force rise”. Figure 14b shows that in ethyl acetate and acetonitrile, the driving force rise 

is larger than in acetone and methanol, and especially so at the lowest cooling rate. It is also 

shown that the driving force rise in acetonitrile, methanol and acetone systematically increases 

with increasing cooling rate as is expected, while in ethyl acetate there is no clear change.  

Accordingly, in acetone and methanol, the driving force rise at low cooling rate is much lower 

and the time lag is clearly lower than in acetonitrile and ethyl acetate. This behavior does not 

correlate with the slope of the respective solubility curves.  
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Figure 14. (a) Relative MSZW nucleation time, (b) “Driving force rate” and (c) Time of the 

intersection between the MSZW experimental line and the geometric mean of the induction time 

(a) 

(b) 

(c) 
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data (solid orange line in previous graphs) in the same solvent, as a function of cooling rate in all 

solvents.  

It is at first surprising that the MSZW nucleation lags behind the IDT nucleation more in 

acetonitrile and ethyl acetate, where according to the induction time experiments the nucleation 

at equal driving force is faster. However, for ethyl acetate and acetonitrile the induction times at 

comparable driving force are lower than in acetone and methanol. Thus the time of intersection 

between the MSZW experiment line and the solid orange IDT curve is shorter. As is shown in 

Figure 14c, for acetonitrile the intersection times are the lowest followed by those of ethyl 

acetate, and for acetone and methanol these values are approximately 1.5 - 3 times higher. 

Accordingly at the point of intersection in the MSZW experiments in the acetone and methanol 

solutions, more time has been allowed for the molecular level rearrangements that are required 

for nuclei to appear. This clearly points to the importance of the induction time component of the 

nucleation in the MSZW experiments. 

The governing equation of the classical nucleation theory, Eq 7, contains a pre-exponential factor 

describing the rate by which molecules are attaching to a nucleus of critical size, which depends 

on the rate of molecular transport in the solution and the size of the nuclei. The equation further 

contains an exponential term, in which the nucleation work, Eq 8, describes the free energy 

barrier that needs to be surpassed for a cluster to turn into a nucleus.  The nucleation work 

increases with increasing interfacial energy and decreasing supersaturation driving force. Even 

though the pathway of formation of a nucleus is different, the recently developed two-step 

model, also contains kinetic and thermodynamic components of the nucleation process. 

Molecular clustering can occur in the solution regardless of supersaturation, and the clusters may 

be distributed in size as well as in structure. Clusters are molecular assemblies that are 

thermodynamically unstable at the prevailing conditions, either because of insufficient size 

(classical nucleation theory) and/or, insufficient ordering/crystallinity (two-step nucleation 

theory). The steady-state cluster distribution is governed essentially by solute concentration and 

temperature, besides of course being dependent on the molecular properties of the solute and the 

solvent. Within the classical nucleation theory the increasing supersaturation in the metastable 

zone width experiments, reduces the nucleation work, 9:;<=) (Eq. 8) required to form a nucleus, 

thus leading to a reduction of the critical nucleous size (Eq. 10). However, nuclei don’t form 

immediately in a supersaturated solution, and time is required to allow for the transformations to 

take place necessary to form thermodynamically stable crystalline nuclei. As revealed by the 

induction time curve, this time to nucleate decreases with increasing supersaturation. However, 

the analysis suggests that the required molecular level transformations are slow enough 

compared to the cooling rate, to influence the results of the MSZW experiments. Obviously, the 

interpretation of metastable zone width experiments is more complex than that of the induction 
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time experiments, but the combination of these data provides new valuable insights into 

nucleation phenomena. 

CONCLUSIONS 

The nucleation of salicylic acid in all six solvents revealed wide induction time distributions 

within the approximately 50 experiments performed at each condition. Metastable zone width 

distributions displayed the same degree of randomness at all cooling rates and solution 

concentrations examined. The log-normal distribution function is found to provide the best 

representation of these distributions, but the effect of using different cumulative distribution 

functions to reduce the nucleation data for determination of interfacial energies within the 

framework of the classical nucleation theory was found to be minimal. The results reveal that 

nucleation is influenced by the detailed shape of the magnetic stir bar. The solvent is found to 

have a strong influence on the nucleation of salicylic acid. Overall, the experimental results 

suggest that the induction time at equal driving force increases in the order: chloroform, ethyl 

acetate, acetonitrile, acetone, methanol, and acetic acid. The very same order is found for 

increasing interfacial energies as determined within the framework of the classical nucleation 

theory. In the metastable zone width experiments, it is found that acetic acid solutions have the 

widest metastable zone width followed by methanol solutions, after which there is no clear order 

between the remaining solvents. In examining the experimental outcome of the metastable zone 

width experiments against the corresponding induction time results, it is concluded that the 

outcome of the former is influenced by the rate by which supersaturation is generated as well as 

the rate of the moleculartransformations turning clusters into nuclei. Besides the time of cooling 

there is an additional time component by which metastable zone width nucleation lags behind 

induction time nucleation.  
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SYMBOLS 

A  Kinetic factor of nucleation 

C  Concentration 

τ50  Median 

ΔG  Free energy of nucleation 

J  Nucleation rate 

k  Boltzmann’s constant 

M  Molecular mass 

Na  Avogadro’s number 

R  Gas constant 

S  Supersaturation 

tind  Induction time 

T  Temperature 

∆T  Metastable zone in terms of temperature 

υ  Molecular volume in critical cluster 

V  Volume 

x  solubility (mole fraction) 

 

Page 31 of 38 CrystEngComm

C
ry

st
E

ng
C

om
m

A
cc

ep
te

d
M

an
us

cr
ip

t



31 

 

η  Mean of the lognormal distribution 

η*  Geometric mean 

μ  Chemical potential 

ρ  Crystal density 

σ  Standard deviation of the lognormal distribution 

σ*  Geometric standard deviation 

φ  Interfacial energy 

 

Subscripts: 

crit  Critical 

eq  Equilibrium 

nuc  Nucleation 

sat  Saturation 
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