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D. F. Parsons, j C. Persson, kl M. Presselt, m T. Reisinger, n S. Scheel, o

F. Stienkemeier, p M. Tømterud, a M. Walter, p R. T. Weitz c and
J. Zalieckasa

Nanocomposite materials consist of nanometer-sized quantum objects such as atoms, molecules, voids

or nanoparticles embedded in a host material. These quantum objects can be exploited as a super-

structure, which can be designed to create material properties targeted for specific applications. For

electromagnetism, such targeted properties include field enhancements around the bandgap of a

semiconductor used for solar cells, directional decay in topological insulators, high kinetic inductance in

superconducting circuits, and many more. Despite very different application areas, all of these properties

are united by the common aim of exploiting collective interaction effects between quantum objects.

The literature on the topic spreads over very many different disciplines and scientific communities.

In this review, we present a cross-disciplinary overview of different approaches for the creation, analysis

and theoretical description of nanocomposites with applications related to electromagnetic properties.

1 Introduction

Recent investigations on novel materials such as solar cells,1

especially on the photoexcitation-driven processes in such
systems,2,3 aim to increase the efficiency of organic solar
cells,4,5 for instance, by exploiting concepts such as singlet
fission, the decay from a singlet excitation into two triplet
excitations of lower energy. Further applications in organic
photovoltaics,6 optoelectronic devices,7,8 quantum circuits,9,10

and quantum computers11 are related to the study of inter-
actions that are weaker than covalent bonding, ranging from
non-covalent bonding in supermolecular complexes12–14 to
long-range electrostatic and Casimir forces governing the for-
mation of colloids.15 While such ‘‘weak’’ interactions (not to be
confused with the weak fundamental force governing lepton
decay) are often studied in separate fields of science. These
investigations often demand an interdisciplinary approach
where methods and approaches of different fields must be
combined. However, in using a method beyond the domain it
was developed for, one needs to be acutely aware of the various
often implicit approximations involved. Moreover, bridging
methods developed for different length scales without double
counting require an understanding of which physical mechan-
isms are captured at different length scales. Thus to make
progress, a birds-eye view of the different methods employed to
describe long-range interactions in a complex matter is acutely
needed. The task of these investigations can be summarised by
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finding the relationship between the microscopic properties of
systems and the resulting macroscopic effect. In other words,
the microscopic properties are propagated to larger macro-
scopic scales. Different theoretical techniques, given in Fig. 1,
have been developed to address this issue. While methods that
are fully quantum (such as quantum chemistry or density
functional theory) are restricted to small systems with a limited
number of electrons, classical force field-based molecular
dynamics (MD) simulations can treat systems consisting of a
large number of molecules. An alternative to MD simulations
is the quantum optical methods, in particular macroscopic
quantum electrodynamics (mQED). This method considers
the coupling of quantised objects via quantised fields. For this
reason, it provides a higher accuracy but it does not predict
single-particle responses. These properties are input para-
meters of this theory which provides their propagation to larger
systems. Described as propagating electromagnetic waves, the
relevant length scales provide different regimes: the non-
retarded regime at small separations, where the finite speed
of light does not matter; the retarded regime at larger lengths
scales, where retardation effects of the propagating electro-
magnetic waves play the major role, and the thermal limit,
where the interaction is driven by the thermal radiation at the
specific system’s temperature.

The wide range of applications also reflects the broad range
of researchers investigating these systems, from physicists to
physicians and chemists to biochemists. This variety causes
several issues in the communication between the different
researchers due to the differently used nomenclatures and
notations. One problematic phrase is ‘‘weak interactions’’,

which cannot be defined by giving a particular energy threshold
under which the interactions are weak and above which they
are strong. In Fig. 2, a systematic scheme is presented covering
the range of weak interactions based on the type of the
interacting constituents in line with the traditional chemical
view16 apart from the further distinction of induced forces
concerning macroscopic (bulk) responses, such as the dielectric
function e. Traditionally, one restricts the dispersion forces to
be induced by microscopic polarisable objects leading to the
van der Waals (vdW) force. For this reason, one often denomi-
nates this class by vdW forces and includes the interactions
with dielectric bodies. Nowadays, several researchers denote
the entire field of weak interactions by vdW interaction,
especially in chemistry and colloidal science. From the quantum-
optical point of view, this makes sense by applying the electrostatic
limit to the dispersive interactions.17 In contrast, in soft-matter
physics, the traditional distinction is strictly considered, and the
asymptotic transitions from induced to static interactions are
neglected. An overview of the denominations within the different
communities is presented in Table 2. In quantum chemistry, the
binding between two particles is typically considered, which leads
to the phrase ‘‘non-covalent’’ for weak interactions. Concerning
non-covalent bonding, ionic and hydrogen bonds belong to the
weak interactions, see Fig. 2, as well, but will not be considered
explicitly within this review.

The phrase ‘‘dispersion forces’’ traces back to the applica-

tion of the dispersion relation kðoÞ ¼
ffiffiffiffiffiffiffiffiffi
eðoÞ

p
o=c to take into

account the finite speed of light c within a macroscopic
medium. In contrast to the traditionally applied chemical
distinction with the restriction to polarisable objects, the con-
sideration of dispersion forces in the quantum-optical frame-
work yields the distinction between the size of the considered
objects which can be microscopic polarisable objects or macro-
scopic dielectric bodies. The resulting distinction between the
different interactions is summarised in Table 1, which denotes
the Casimir force interacting between two dielectric objects; the
Casimir–Polder force between a dielectric body and a polarisable

Fig. 1 Length scale overview due to the different theoretical methods
(top) (fading out to white indicates the border of the method): classical
force field molecular dynamics (MD), quantum chemistry (QC) and density
functional theory (DFT), and macroscopic quantum electrodynamics
(mQED); and experimental methods (bottom) (bounds are not fixed and
overlap): electromagnetic (em) spectroscopy with g-ray, X-ray, ultraviolet-
visible, infrared, and Terahertz (THz) spectroscopy, microscopy methods:
optical and X-ray microscopy, transmission electron microscopy (TEM),
and scanning probe microscopy (SPM); matter-wave (mw) spectroscopy
beyond electrons: with the helium and helium ion microscopes (the solid
line denotes the current resolution limit and the dashed line denotes the
theoretical limit).

Fig. 2 Systematic overview of weak interactions (restricted to electric
interactions) according to the type of interacting objects due to perma-
nent (static) charges q, dipole moments d, and higher-order of static
multipoles, and due to induced (dynamical) dipole-polarisabilties a,
quadrupole-polarisabilties and higher-orders. By combining two single-
particle properties and analysing the resulting interaction, one can find
different forces depending on the combination of permanent–permanent,
permanent–induced and induced–induced.

Review PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
no

ve
m

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 2

6.
 1

0.
 2

02
5 

01
:3

6:
48

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2cp03349f


This journal is © the Owner Societies 2023 Phys. Chem. Chem. Phys., 2023, 25, 2671–2705 |  2673

object; and the vdW force between two polarisable objects. These
three forces built a hierarchical system: by considering two solid
objects the Casimir force between both can be obtained; by
applying the dilute limit to one of them, one reaches the
Casimir–Polder force; by applying the dilute limit to both objects,
the vdW force will remain. This transition is not reversible, in
general. By increasing the density of particles, further interactions
will play a role which can not be mapped by a simple up-scaling.
For weak responding materials, the Clausius–Mossotti relation

aðoÞ ¼ 3Ve0
eðoÞ � 1

eðoÞ þ 2
; (1)

with the molecular volume V and the vacuum permittivity e0,
provides an approximation. However, this relation fails even for
water in the low energy spectrum due to the missing many-
particle effects caused by the hydrogen bond network.18 A further
distinction of the induced interactions is rooted in statistical
physics and is restricted to the interactions between two dielectric
objects and is in line with the historical development of the
description of the Casimir effect. Here, one restricts the Casimir
force, according to the original publication,19 to the force between
two perfect conducting plates, the Casimir–Polder force to retar-
dation effects,20 and the general case for dielectric bodies to the
Lifshitz force.21 Further details on the history of the Casimir
theory can be found in ref. 22. Another consequence of the dipole
approximation is that vdW forces are restricted to point-like

particles, which means either atoms or molecules and clusters
in the long-range limit such that their separation is much larger
than their molecular size. Finite-sized objects experience forces
scaling differently than with the inverse sixth power law, see
Sections 3.1, 4.2.2, and 4.4.1.

As discussed in the beginning, weak interactions are covered
by a wide range of research and give rise to several devices and
functional materials. In the following, we want to introduce
recent investigations related to weak interaction studies, cover-
ing the application side with the topics of materials and
devices; an introduction to relevant characterisation techni-
ques; and an introduction to the most-important theoretical
methods describing these materials and effects. We concen-
trate on ground-state interactions and illustrate partly the
treatment of excitations. This review does not provide a com-
prehensive overview which would quickly fill several books.
Instead, we concentrate on the most-relevant effects, experi-
ments and current theoretical methods.

2 Devices and materials

As introduced above, materials and devices in the context of
weak interactions can generally be described as a many-particle
effect due to weak interactions, such as atomic clouds, an
ensemble of molecules or small clusters, either in a vacuum
or in the presence of dielectric solid or liquid surfaces, or the
presence of external electromagnetic fields. The most-relevant
effects in such systems are the self-organisation near surfaces,
leading to vdW heterostructures (Section 2.2), the excitation
dynamics, such as superradiance and singlet fission (Section 2.1)
and the Rabi oscillations in the strong coupling regime (Section
2.6). The latter occurs by confining the optical mode density for
the weak interactions leading to substantial field enhancements.
Furthermore, several practical devices result from these inter-
actions, namely solar cells (Section 2.4), especially organic photo-
voltaics and top and bottom layers, enhancing the efficiency,
electrochemical transistors (Section 2.3), nano- and micro-
electro-mechanical systems (Section 2.5). Further related topics
are due to quantum dots, especially in the context of quantum
sensing23 and quantum computing.24

Table 1 Summary of the dispersion interactions applied in the quantum-
optics community: the Casimir force as the ground-state expectation
value of the quantum Lorentz force with the quantised electric and
magnetic fields Ê and B̂, respectively, and the quantised charge density r̂
and current ĵ; the Casimir–Polder interaction as second-order perturba-
tion (index 2 on the expectation value: h. . .i2) of the dipole interaction with
the particle’s dipole operator d̂ and the dressed electromagnetic field Ê at
the position of the particle; and the van der Waals interaction as fourth-
order perturbation (index 4 on the expectation value: h. . .i4) of the dipole
interaction. Details are described in Section 4.4.1

Dispersion interaction Origin

Casimir force hr̂Ê + ĵ � B̂i
Casimir–Polder force hd̂�Êi2
van der Waals force hd̂1�Ê(r1) + d̂2�Ê(r2)i4

Table 2 Overview of weak (ground state) interactions used in different communities

Particle 1 Particle 2 Quantum optics Traditional chemistry Soft-matter Statistics Modern chemistry

Charge q1 Charge q2 Coulomb interaction
Dipole d1 Dipole d2 Keesom interaction
Dipole d Polarisability a Debye interaction van der Waals interaction
Neutral Neutral Dispersion interaction van der Waals interaction
Polarisability a1 Polarisability a2

Non-retarded van der Waals interaction van der Waals interaction
Retarded Casimir–Polder–van-der-Waals

Polarisability a Permittivity e
Non-retarded Casimir–Polder Molecular Lifshitz

Retarded Casimir–Polder–Lifshitz
Permittivity e1 Permittivity e2

Non-retarded
Casimir

Casimir–Lifshitz
Retarded Casimir–Polder–Lifshitz

Perfect conductors Casimir
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2.1 Interactions and organisation on surfaces

In order to isolate weak interactions, ideally one would like to
establish experimental conditions without perturbations from
a strongly-interacting environment. Furthermore, having weak
interactions and corresponding shallow binding potentials,
the competition with thermal energies often requires low-
temperature conditions in order to reach state specificity and
selective probing. Rare-gas clusters, travelling as isolated clus-
ter beams in a vacuum, have been demonstrated to serve
as versatile laboratories for the study of weakly-interacting
molecular systems.3,25,26 Technically such clusters having
nanometre-sized dimension are condensed in a supersonic
expansion from high pressure and mostly cold (down to 3 K)
reservoirs. Evaporative cooling of the weakly bound rare gases
leads to cluster temperatures ranging from several tens of
Kelvin for e.g. argon or neon,27 down to 400 mK/150 mK in
the case of helium-4/helium-3 isotopes.28,29

The clusters can be doped with atoms or molecules of
interest by the so-called pickup technique, whereupon sticky
collision dopants are attached to the clusters. The number of
dopants can be controlled by the pressure in designated vapour
cells. Putting such doping units in series along the cluster
beam path allows in a well-controlled order an assembly of
dopants on the clusters. Whereas helium clusters are liquid,
allowing an agglomeration of dopants inside the clusters, all
other larger rare-gas clusters are in a solid state. Aromatic
molecules, as discussed in the following, are pinned to the
surface of these clusters and do even on electronic excitation
not migrate to interact with other dopants.26 By varying the
dopant density at statistical low coverage, one can probe weak
interactions as a function of the mean intermolecular distance.
Here, we want to discuss a prime example of interacting acene
molecules. Acenes are of applied interest as absorbers in
organic photovoltaics and, in particular, exploiting collective
effects by means of singlet fission (SF) has been identified as an
alternative route for an increased efficiency converting
absorbed photons into separated charges,30,31 applied in solar
cells, see Section 2.4.

The process of SF is illustrated in Fig. 3: an absorbed photon
leading to an electronically-excited singlet state, which would
undergo fluorescence emission in an isolated molecule, can,
communicated by the interaction with a neighbouring mole-
cule, transfer the excitation energy into two triplet states,
localised on two molecules. Having now two excited molecules
can in turn with an appropriate charge separation mechanism
lead to the generation of two charges, having only one photon
absorbed in the first place. In this way, one is in principle even
able to overcome the Shockley–Queisser efficiency limit,32 act-
ing as the ultimate upper bound for efficient energy conversion.

Tetracene and pentacene molecules are typical examples of
having a suitable energy structure of singlet and triplet states
enabling SF. By attaching these molecules to the surface of rare-
gas clusters, it was demonstrated that SF is even active at dilute
conditions with very weak intermolecular interaction.2,33

In Fig. 4(a), the measured lifetime of tetracene molecules
attached to neon clusters is plotted as a function of the mean

intermolecular distance. Whereas at larger distances there
is only a slight reduction due to Dicke superradiance, below

Fig. 3 (a) Illustration of singlet fission at an example of two pentacene
molecules: one molecule is photo-excited into the first electronically excited
singlet state. The weak interaction with a second ground-state molecule
leads to the population of triplet states on both molecules, which can in a
photovoltaic application lead to two separate charge carriers. (b) Corres-
ponding level diagram including only the main contributing states.

Fig. 4 (a) Lifetime of excited tetracene molecules attached to the
surface of neon clusters as a function of the mean internuclear distance
given by the surface coverage. At low coverage, only superradiance leads
to a reduction of a lifetime; the prominent reduction at increased coverage
is due to singlet fission. (b) Laser-induced fluorescence excitation spectra
of the 00

0 excitation, and the first prominent vibrational mode at low and
high coverage, respectively. nTc denotes the mean number of tetracene
molecules attached to the cluster. Within the cluster-induced broadening,
no perturbation from the interaction of the molecules can be identified,
based on data from ref. 33.
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approximately 30 Å one observes a steep decrease due to SF,
reducing the lifetime down to only a few nanoseconds. The
assignment to SF and superradiance, respectively, as evidenced
by pump–probe schemes and power dependencies and accom-
panying theoretical simulations.2 Intriguingly the interaction is
so weak that it can not be identified in the spectroscopy of the
excited system [perturbation of the spectra, cf. Fig. 4(b)].

Furthermore, the interaction with the surface can be studied
in these experiments. In comparison with DFT, described in
Section 4.3, calculations for pentacene molecules attached to
neon clusters, vibrationally resolved spectra clearly identify
active low-frequency butterfly vibrations from the interactions
with the rare-gas surface.34 Moreover, the weak interaction can
even induce perturbations in the organic structure of the
molecules leading to suppressed or completely altered decay
mechanisms. Such effects are, for instances, capable via mQED
(Section 4.4) or modelling aggregate structures (Section 4.6).
As an example in Fig. 5 anthracene molecules are probed as a
function of the mean inter-molecular distance on neon and
argon clusters, respectively. Since in the case of neon a signifi-
cantly decreased lifetime at smaller inter-molecular distances
has been observed, for argon, the lifetime of the excited state is
increasing.35

Besides rare gas clusters also other dielectric surfaces only
weakly perturb the optical properties of molecules deposited
on the surface,36,37 see Section 4.4.1. Such molecule surface
structures can for example be produced by epitaxial growth in
an ultra-high vacuum. Typically one can vary the surface
density of the molecules over orders of magnitude from very
low coverage to full monolayers. It is often possible to use the
surface as a template to induce a specific regular arrangement
of the molecules,36,38,39 which can be probed by atomic force

microscopy (AFM) or scanning tunnelling microscopy (STM),
see Section 3.1. Similar to the situation of rage gas clusters one
can perform optical far-field spectroscopy. In addition, one can
also use various near-field techniques to gain information on
these samples.40–44 It is also possible to change the temperature
of the sample from a few Kelvin up to room temperature and
above. This allows one, for example, to study the temperature
dependence of superradiance.45

Another example, where dispersion forces play a major role,
is the interaction between nanodiamonds (NDs). Typically,
4–5 nm NDs tend to self-assemble into larger aggregates either
in the liquid phase or during drying. In the latter case,
agglomeration during drying makes ND functionalisation diffi-
cult since it often requires a dry starting ND material.46 In the
liquid phase, DFT computations in conjunction with Monte
Carlo molecular simulations show that assembly interactions
between ND particles are dominated by vdW forces rather than
electrostatic forces.47 Therefore, dispersion forces between ND
particles or ND and surfaces should be considered carefully in
experimental or theoretical investigations. For example, it has
been demonstrated that fluorescent NDs tethered by double-
stranded DNA to a surface can be used as an ultrasensitive label
for in vitro diagnostics.48 Consideration of weak interactions for
such systems is expected to improve experiment settings and
yield better sensitivities.

2.2 van der Waals heterostructures

It has been long known that the weak short-range vdW inter-
action holds together layered materials like graphite and MoS2.
The vdW force is weak enough to allow easy sliding of the
individual layers against each other such that graphite and
MoS2 have been long established as dry lubricants. The weak
interaction between graphene layers has also been the reason
why graphite (in the form of highly oriented pyrolytic graphite,
HOPG) has been used as a substrate for scanning probe
microscopy: simply by mechanical cleavage by scotch tape, a
HOPG crystal fresh surface could be prepared.49 More recently,
it has been realised, that this mechanical cleavage can be used
to prepare monolayers of such vdW materials, with graphene
being the first one subsequently jump-starting the field of novel
2D materials.50,51

While initially mainly monolayers of graphene and other 2D
materials had been isolated, it soon was realised that also
disjunct materials can be stacked on top of one another.
A breakthrough study in this regard had been the work by
Dean et al.52 where for the first time, graphene was placed onto
h-BN (which is a large-bandgap insulator synthesised in highest
quality, e.g., by the group of T. Taniguchi and K. Watanabe53) to
form a vdW heterostructure. The cleanliness of graphene was
significantly improved in this heterostructure (as can be for
example quantified by a threefold increase of the charge carrier
mobility) due to the atomic flatness and absence of defects of
h-BN (see Fig. 6).54 Recently, h-BN has been also used as an
inert substrate for other materials, e.g., organic semiconductors.55

This first h-BN-graphene heterostructure already makes the
distinction to multilayers of materials grown by conventional

Fig. 5 Comparison of the coverage-dependent lifetime reduction of the
first excited singlet state of anthracene molecules attached to Ne and Ar
clusters, respectively. The weak perturbation from the interaction with the
rare gas leads for Ne to a reduction at high coverage, whereas for Ar the
lifetime is increased. Based on data from ref. 35.
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vapour deposition methods (e.g. molecular beam epitaxy, MBE)
clear, in which layers of disjunct materials are connected by
covalent bonds and where interfacial lattice matching and
defects have to be carefully managed. Consequently, the growth
of such materials is done in an ultrahigh vacuum.56 The weak
vdW interaction, however, has a consequence of the resulting
layer arrangements not being as stable as e.g. MBE grown
heterostructures. For example, it was shown that strain can
lead to a transformation of the rhombohedral to Bernal stack-
ing in graphene multilayers.57,58 Nevertheless, the assembly of
the wide range of 2D materials (more than 1000 unique 2D
materials have been predicted to exist59) can be in principle
performed under ambient conditions using stamping methods,
by which the to-be-assembled materials are picked up sequen-
tially using piezo-controlled stamps and placed on top of
one another.60 Like these heterostructures of arbitrary (that is
independent of lattice matching conditions required e.g.
required for epitaxy) vdW materials can be realised. The result-
ing interfaces turn out to be very clean due to the so-called
‘‘self-cleaning’’ properties of the materials since often the vdW
forces between the to-be-assembled materials turn out to be
larger than between that of individual vdW materials and
contaminants (typically hydrocarbons).60,61 This cleaning pro-
cess can also artificially be initiated with an AFM tip and the
self-cleaning imaged in real-time (termed hydrophobic collapse
here).62

The vdW assembly method offers the exciting possibility
to design complex materials on demand by coupling disjunct
materials that interact via a Moiré potential creating a super-
lattice,63 tunnelling,64 spin–orbit interaction65 just to name a
few. The coupling can have an impact on the spin degree of
freedom, resulting in bandstructure, weakened exchange66,67

and magnetic properties. One exciting advancement recently
known is that if materials of the same type (e.g. two layers of
graphene) are twisted by an angle of 1.11 with respect to one
another, due to interlayer coupling the bandstructure of the

individual graphene layers is modified due to the Moirè
potential formed. This leads to a flattening of the band struc-
ture and the formation of minibands at the Dirac point with the
subsequent observation of correlated phases and unconven-
tional superconductivity.68,69

When assembling individual quantum objects into mono-
layers or their stacks, the material properties are determined by
the interactions of the quantum objects with each other70 (see
Section 4.6 for predicting such interactions) within the indivi-
dual layers as well as with the surface, possibly the matrix,71,72

and possibly the cavity73,74 surrounding the quantum objects.
In order to tailor the material properties, various experimental
techniques have been developed that allow the arrangement
of quantum objects, for example, DNA origami75–77 or the
Langmuir–Blodgett (LB) and related techniques.78–81

Using DNA origami, quantum objects can be arranged with
sub-nanometre precision, for which they are covalently bonded
to the DNA scaffold.75–77 Since the resulting arrangements do
not interact via vdW forces alone, but initial work has been
initiated to develop current small arrangements towards (vdW)
heterostructure materials, they are briefly mentioned in this
chapter.82 Both DNA origami objects, but especially quantum
dots and dyes, have been processed by Langmuir–Blodgett and
related techniques into thin films or layered structures that
interact within and between layers via vdW forces. To do this,
for example, typically water-insoluble dyes in solution are
applied in small concentrations to a water surface, and the
surface concentration is increased by decreasing the available
water surface area until a close-packed monolayer is formed,
which is tracked via interfacial pressure. Recently, it was
demonstrated how the LB technique can also be used to
process water-soluble dyes.

In the case of dyes, their arrangement in the monolayer
determines the interactions between the transition dipole
moments (TDMs, see Section 3.4) of the dyes and thus the
optical and electronic properties of the resulting films.70 The
arrangement is determined by the position of the dyes at the
water–air interface and the intermolecular interactions, which
are studied by molecular dynamics, and force-field-based, and
density functional theory methods (see Section 4.3). In addi-
tion, the intermolecular interactions can be affected by embed-
ding the dyes in Langmuir matrices.71,72 Variation in optical
properties with differences in supramolecular structure ranges
from spectral shifts due to interactions between TDMs,83–91 to
optical anisotropy,92 variation in oscillator strengths due to
symmetry breaking,71,93–96 and the expression of vibronic fine
structures84,88,97–99 in the optical spectra. At intermediate dis-
tances 2D materials also offer interesting phenomena related to
Casimir interactions,100 as discussed in Section 4.1.

2.3 Electrochemical transistors

While the role of the Casimir–Polder force in the interaction
between ions has been described (see Section 4.2.2), a field in
which weak interactions have not been considered widely in the
field of electrolyte gating in (organic) field-effect transistors.
While focusing here on organic polymer semiconductors, the

Fig. 6 Supporting graphene on hexagonal boron nitride (BN) substrates.
(a) Schematic showing how the graphene is transferred onto multilayer
BN, which is supported on a SiO2 substrate, with a stamping technique.
(b) A single piece of graphene (red) is supported by a SiO2 substrate (left)
and a flat BN multilayer (right). The corrugations, dangling bonds (inside a
dashed circle) and charge inhomogeneities that are inherent to SiO2

surfaces shift and broaden the resistivity peak of graphene (black line in
plot) relative to that of graphene on BN (blue line). Figure taken from
ref. 54.
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difference between electrostatic and electrolyte gating is, that
while in electrostatic gating a purely electrostatic field leads to
the accumulation of charges in the semiconductor, in the case
of electrolyte gating a liquid electrolyte is placed on the
semiconductor and upon application of a voltage difference
between the electrolyte and the semiconductor, ions move
toward the semiconductor.101 Then, depending on the materi-
als used the ions can either form a double layer at the liquid/
semiconductor interface (called electrostatic gating then as
well), or penetrate into the semiconductor (called electroche-
mical doping).102 With this method, thin organic semiconduct-
ing films but also semiconducting polymers between contacts
separated only a few nm can be gated and thus operated as
transistors with ultrahigh performance ratios103 or be used as
neuromorphic devices.104,105 The current flow in such organic
electrochemical transistors has also been recently modelled by
introducing the movement of the ions in the polymer by the
steady-state Nernst–Planck equation and solved numerically.106

However, the role of the Casimir–Polder interaction has not
been included and might be an interesting extension of
further work.

2.4 Solar cells

An important field for possible applications is photovoltaic
energy generation. A multitude of recent solar cell concepts
compete with each other: the prevalent crystalline silicon cells,
single-junction GaAs or multi-junction cells, thin-film technol-
ogies such as CdTe and CIGS, and other emerging photovoltaic
concepts such as organic solar cells or ones based on perovskite
structured materials.5 Their common denominator is the use of
irradiance from the solar spectrum to generate electric current.
To this end, most solar cells rely on an active layer which has
the function of photon absorption and subsequent generation
of excitons (usually bound electron–hole pairs). The main
challenge is to maximise efficiency, utilising the largest possi-
ble part of the solar spectrum, while keeping the fabrication
costs as low as possible, which remains the ultimate challenge
despite significant advances in the last decade. Multi-junction
solar cells have the absolute highest efficiencies with the
current record of 39.2% under one sun conditions.107 However,
to achieve this, a six-junction cell was designed and fabricated –
exemplifying the complexity and consequently the cost of such
cells. Therefore, there is a prevailing interest in single-junction
cells and methods for enhancing their efficiency. Commonly,
the maximum efficiency of any single junction cell is estimated
using the infamous Schockley–Queisser limit, which as a first
approach is an adequate description. For an ideal band-gap
(1.3 eV) cell the upper limit efficiency is around 32%.108 The
limit is met by three loss mechanisms: (1) non-absorbed
photons (limitation in photon absorption (intrinsic), reflection
losses (extrinsic), (2) thermalisation of excited charge carriers
(photon/band-gap miss match), and (3) electronic losses
through recombination and ohmic losses.109 The main energy
losses are found in the first two categories above. For the first
point, traditional and effective methods, use randomised textur-
ing of the sample surface and simple single-layer anti-reflective

coatings for maximising the light entering the cell. Using a
Lambertian scatterer model for light trapping schemes, the upper
light absorption enhancement limit is 4n2 compared to single
pass absorption, where n is the refractive index of the material.110

Using an electromagnetic approach, however, which is
necessary to describe sub-wavelength, nano-photonic systems,
it has been shown by several research groups that it is possible
to increase the light trapping significantly beyond the 4n2

limit,111–113 and also demonstrated experimentally.114

With the goal of pushing the efficiency further, light trap-
ping using sub-wavelength structures has been pursued by
many research groups, and a wide range of promising nano-
structured elements have been investigated such as nano-wires,
nano-pillars, upright and inverted nano-pyramids, photonic-
crystal-based structures,110,115–117 and organic molecules, as
described in Section 2.1 Common for all these nano-structure
examples is that typically several nano-lithography steps are
needed for the fabrication, a process which significantly com-
plicates the fabrication and consequently limits widespread
application. Therefore, another promising nano-structure for
solar cell applications is metal nanoparticles (MNPs).118 The
main interest for using MNP in solar applications lies in the
strong and tunable light scattering and absorption properties
through the localised surface plasmon resonance (LSPR),
describable for instance via mQED, see Section 4.4. However,
the fabrication of MNP is also widely established for a
large selection of materials including methods for direct
deposition without complex lithography steps, which speaks
for scalability.119

For solar applications MNPs are typically proposed: (1) placed
on the front surface for increased light scattering and conse-
quently light in-coupling into the active layer; (2) embedded in the
active layer for increased optical density through light scattering
and near-field effects; (3) on the back surface of the active layer for
coupling light not absorbed in the single pass of the active layer to
surface plasmon polaritons.120,121

The addition of MNPs to the front of solar cells is perhaps
the simplest configuration and has been investigated by several
research groups.122–124 In particular, metals such as Au and Ag
have been investigated due to their strong plasmonic activity in
the visible spectrum. Larger nanoparticles (430 nm) are typi-
cally employed as these have a strong light-scattering compo-
nent. Promising results for improvements in light incoupling
and consequently photocurrent have been demonstrated, but
improvements have typically been limited to the longer wave-
length ranges. At shorter wavelengths, negative contributions
have been reported due to parasitic light absorption of the
MNPs. Parasitic light absorption has been a challenge for
obtaining excellent broad-band results. It is caused by MNPs
used in general exhibiting an increased light absorption at
shorter wavelengths, but also electron inter-band transitions
in the metals.125–127 These parasitic losses can potentially be
omitted by exploring other materials, and recently Al nano-
particles have gained attention. With the plasmon resonance in
the UV range, the light absorption losses are minimised, and
mainly scattering effects are found in the visible range making
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them a promising candidate for wide range and efficient light
incoupling.128–130

For MNPs with a diameter below 30 nm, far-field scattering
will be reduced, and the plasmon interaction will be dominated
by near-field effects.130 Small particles embedded in the active
layer have been investigated for enhancing light absorption for
both organic solar cells and inorganic solar cells (a-Si).131,132

Increased light absorption can allow for decreased active layer
thicknesses, which in turn would raise the theoretical efficiency
limit and yield higher solar cell efficiencies as the charge carrier
recombination would be lowered.133 Theoretical predictions
have shown that by using small Ag nanoparticles, a conversion
efficiency of 18% with only a 15 nm active layer (a-Si) is
possible.131

The final approach is to increase the optical path length of
light not absorbed in a single pass of the active layer, reaching
the back surface plane of the active layer to surface plasmon
polaritons (SPPs). SPPs are charge density waves propagating
parallel to the back metal/semiconductor interface and are
strongly confined once excited and can propagate several
micrometres with a minimal loss.134 Due to the momentum
mismatch between incident light and the in-plane SPPs meth-
ods for efficient coupling need to be employed. Using a periodic
grating structure allows an efficient way for coupling incident
radiation to SPP modes.135 Theoretical studies have demon-
strated significantly enhanced absorption enhancement by
coupling light to SPP.134 Furthermore, several nanograting
structures such as nano-dents, nano-voids, nano-wires and
nano-cones have been realised experimentally and noticeable
improvement has been reported, and the overall trend is that
efficiency on average is improved 1–2%.136–139 The complicated
nano-structuring has so far limited these studies to a-Si
solar cells.

2.5 MEMS and NEMS

MEMS and NEMS (micro and nano electromechanical systems),
sometimes referred to as micromachines or microsystem tech-
nology (MST), are defined as devices which include one or more
micro/nano scale parts enhancing functionality.

They are often silicon based, but can also be made of other
materials such as quartz, silicon carbide, sapphire and alumi-
nium nitride, as well as polymers140 (particularly relevant for
microfluidic-related applications). Recently, there has been a
focus on the application of vdW heterostructure materials for
NEMS applications,141,142 see also Section 2.2. NEMS can also
include components such as nanotubes, nanodots and nano-
wires. MEMS/NEMS are of significant industrial importance,
with an annual market of around 100 million dollars for NEMS
alone according to various market reports.

MEMS/NEMS devices can be divided into sensors, actuators
and what may be termed passive structures. Sensors include
gyroscopes, accelerometers and pressure sensors (extensively
used in the automotive industry) and various medical and
biochemical diagnostic devices. Actuators include data storage,
drug-delivery devices, drug synthesis, fluid regulators, ink-
jet printing devices, micro fuel cells, micro-mirror devices,

microphones, optoelectric devices, radio-frequency devices
and surgical devices and finally passive structures such as
atomisers, fluid spray systems, fuel injection, and medical
inhalers.143

As the dimensions of a system reduce so that the surface-to-
volume ratio increases, dispersion forces start to play a role and
so it is no surprise that they are crucial in determining the
behaviour of in particular a range of NEMS devices. In fact
around a decade ago, Casimir forces were seen as a potential
obstacle to useful NEMS devices. For example, it was pointed
out that at a separation of 10 nm the Casimir force can produce
the equivalent of one-atmosphere pressure,144 see also ref. 145.
It has been shown both experimentally and theoretically that
Casimir and vdW forces have a huge effect on the instability of
nano-cantilevers, leading to the so-called snap-down (pull-in)
behaviour initiated by electrostatic actuation or mechanical
shock.146 The pull-in behaviour occurs when the electrostatic
force exceeds the elastic resistance of the beam, which ‘‘pulls
in’’ and suddenly adheres to the ground.147 In general, stiction
(adhesion) is a big challenge for NEMS devices. The situation is
complicated by the fact that for small distances (in the 100 nm
range) the surface roughness starts to play a role.148 Theoretical
models via mQED, see Section 4.4 quantise the forces and help
in improving such systems.149

It has been reported on numerous occasions that 2D materi-
als tend to roll up and form stable scrolls. This is an undesired
effect in device fabrication, but it can be used also for nano-
wires and/or mechanical structures. The roll-up process is
governed by a competition between vdW forces and elastic
forces.150

With the expansion in the technological possibilities for
device fabrication, the focus in NEMS development is shifting
towards exploiting the dispersion forces actively as an inte-
grated part of the NEMS devices.151 It should be pointed out,
however, that this is not a completely new idea, for example, the
Casimir-induced sensitivity to small changes in distances was
exploited in actuators already two decades ago.152

2.6 Strong coupling

A striking phenomenon occurs when bringing a material in
close proximity to an optical microresonator with electro-
magnetic modes of similar energies to the material’s energetic
(e.g. vibrational, electronic) transitions governed by weak
(e.g. dipole–dipole) interactions. When the system is properly
tuned (depicted schematically in Fig. 7), the resulting inter-
action between weak resonant dipole modes with the electro-
magnetic modes can become strong enough to generate a
population of pairs of more strongly-interacting hybrid light-
matter states within the material, which are then occupied with
quasiparticles called ‘polaritons’. This relatively simple concept
forms the basis of the rapidly-growing body of experimental
work in the field of polaritonics encompassing both funda-
mental and practical studies in chemistry, physics, and materials
science.153–155

A detailed theoretical treatment of the quantum electro-
dynamics of strongly coupled systems is discussed in more
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detail in Section 4.5. In brief, to facilitate discussions of the
experimental work within this section, the polaritonic-state
formation can be described as a first approximation by a
coupled oscillator model, wherein the strength of the light–
matter interaction is indicated by the energy separating the
upper and lower hybrid states (P+ and P�, respectively) with a
characteristic Rabi-splitting frequency

OR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4g2 � ðk� gÞ2

q
; (2)

where g is the coupling strength, k is the photon decay rate, and
g is the non-radiative loss rate for the confined material. When
the losses are sufficiently suppressed (e.g. by using highly
reflective mirrors and ideal thicknesses of the interlayers in a
Fabry–Pérot cavity) then the system can enter the ‘strong
coupling regime’, where 2g o k, g. The Rabi-splitting energy
proportional to the coupling strength is simply determined by
the tuning properties of the coupled material and micro-
resonator

�hOR ¼ 2d

ffiffiffiffiffiffiffiffiffi
�ho
2e0n

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nph þ 1

p
; (3)

where d is the dipole moment of the material transition, h�o is
the resonant energy of the optical structure, e0 is the vacuum
permittivity, n is the electromagnetic mode volume, and nph is
the number of confined photons. Perhaps, the most striking
feature arising in (3) and a primary motivator for much of the
experimental work in this field is that even if there are no
photons contained within the system (nph = 0), there will still be
splitting due to the ‘vacuum’ modes of the resonator (see
Sections 4.4.1 and 4.5), thus allowing for coupling to appear
without the need for additional photoexcitation. In addition to
the ‘bright’ polariton states, a larger population of delocalised
‘dark’ states (DS) that have no photonic character are also
present.

What has started out as a model quantum optics system
where intraatomic transitions have been coupled to cavities156

has been expanded to the diverse fields of solid-state physics,
chemistry and materials science.155 A multitude of various
device physics and potential applications have now been inves-
tigated (Fig. 8a–c), including organic polariton transistors,157

enhanced light-emitting transistors using exciton–polaritons
in carbon nanotubes158 and semiconducting polymers,159

inversion of singlet and triplet excited states in organic
chromophores to enhance quantum efficiency in organic
light-emitting diodes,160 enhancement of ferromagnetism in
high-temperature superconductors,161 modifications of the
integer quantum Hall effect,162 graphene polaritonics,163,164

and increased charge-carrier transport in e.g. organic semi-
conductors165,166 and transition metal dichalchogenides.167

This latter effect, in particular, introduces both an interesting
platform for fundamental studies in charge transport and
potentially opens a route towards transistors based on diverse
materials that are more efficient. Transport enhancement has
been attributed so far to the promotion of greater delocalisa-
tion of charge carriers by virtue of the opening of additional
bands in a coupled two-level system.168 However, development
of a comprehensive understanding of the parameters that
determine whether or not enhanced transport is realised in a
given system is ongoing and will need to account for e.g. the
role of disorder on carrier and polariton delocalisation under
strong coupling conditions169,170 and dark states.171 Another
promising approach may be to bestow charge on the highly
delocalised polaritons by coupling not to charge-neutral excitons,
but rather to polarons172 or trions.173 In general, the realisation of

Fig. 7 Schematic energy diagram of strong coupling between an ener-
getic transition, h�oS12S0

, in a material coupled to a resonant electro-
magnetic mode, h�o10. Coupling leads to the formation of two-hybrid
states, P+ and P�, separated by the Rabi-splitting energy, h�OR, in addition
to uncoupled ‘dark’ states, DS.

Fig. 8 Examples of recent experiments involving strong coupling. (a) An
organic field-effect transistor coupled to the plasmon resonance from a
periodic array in an aluminium layer, taken from ref. 174. (b) A gated device
for manipulating Bloch polaritons generated in graphene encapsulated
in hexagonal boron nitride using a plasmonic array in SiO2, taken from
ref. 164 according to the Creative Commons license.175 (c) An organic
polariton transistor, taken from ref. 157. (d) Suppression of photoisomeri-
zation by coupling to plasmonic modes between metallic nanoparticles,
taken from ref. 176 according to the Creative Commons license.175

(e) Modification of photoisomerization rate of spiropyran-myocyanine by
encapsulation in a Fabry–Pérot cavity, taken from ref. 177.
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strongly-coupled systems relies on the availability of sufficient
knowledge of the optical and electrical properties of the materials
used in the system. Thus characterisation methods to determine
e.g. the transition dipole moment of the encapsulated material
(see Section 3.4) are especially useful.

The interest in strongly-coupled systems also stems from the
potentially powerful capability of polaritonic states to influence
chemical reactions by enhancing the normally weak inter-
actions between the reactants (Fig. 8d and e).178 It has been
reported that the strong coupling to light in a cavity
may influence chemical reaction dynamics, which led to
the development of the field of polaritonic chemistry or
quantum electrodynamics (QED) chemistry.177,179–181 The
strong coupling to the cavity field is envisioned as a control
for chemical reaction rates177 or energy-transfer rates between
molecules,182 and a method for the engineering of novel
quantum materials.183 Some recent studies in practical
implementations include the promotion of site selectivity
in chemical reactions,184 enhancement of intermolecular
vibrational energy transfer in liquid phase donor–acceptor
solutions,185 and suppression of unwanted photoisomerisa-
tion in light-sensitive organic molecules.176 While the volume
of experimental evidence in support of strong-coupling effects
on photochemistry continues to grow, the precise mechan-
isms and limitations with respect to vacuum vibrational
strong coupling (i.e. without pumping in additional photons)
are the subjects of active debate in the theoretical community,
especially in regards to the role of dark states in ground state
reactions.186

Looking ahead, while the above mentioned experimental
studies all involve the use of an optical resonator to achieve
strong coupling, such as a plasmonic array or Fabry–Pérot
cavity, recent studies have shown that the use of a resonator
may not strictly be necessary to achieve and take advantage of
the strong coupling effects in some cases. Polaritonic states
can, in fact, be realised by tuning the intrinsic properties
and nanostructures of the materials of interest and their
dielectric environment in order to promote ‘self’ or ‘cavity-less’
coupling.187,188 Indeed, it has been suggested that exciton–
polaritons can be the primary source of photoexcitation in a
variety of organic molecular nanostructures.189 Harnessing this
aspect may be a key route to the development of simpler
implementations of polaritonic devices.

3 Characterisation techniques

Beyond the applications of weak interactions in devices and
materials, there are several experimental characterisation tech-
niques analysing nano-structured materials or explicitly using
effects occurring from these interactions. In the following, we
introduce small sections illustrating the broad range starting
with the most commonly used technique of surface force
apparatus and atomic force microscopes, Section 3.1, via
matter-wave scattering experiments probing surface phonons,
Section 3.2, and dispersion forces, Section 3.3, and finalising

this section with the characterisation of spatially orientated
aggregates in thin films and on surfaces, Section 3.4.

3.1 Insights into intermolecular interactions by surface forces
apparatus and atomic force microscopy

The surface force apparatus (SFA) is one of the earliest tech-
niques that allows quantifying the interactions between
two surfaces. Introduced in the late 1960s by Tabor and
Winterton,190 it has been used until today to measure forces
in the Piconewton range.191 Prominent results were e.g. gained
for ionic liquids, where long-range electrostatic forces were
recorded192 or for bringing evidence of liquid layering due to
a balance of van der Waals attraction and steric and osmotic
repulsive forces.193

Weak vdW forces also play a significant role in nanoscopic
imaging of surfaces using the so-called atomic force micro-
scopy (AFM)194 which was first introduced in 1986 by Binning,
Quate and Gerber.195,196 Here, a tip (ideally atomically sharp) is
attached to a mechanical resonator (e.g., a cantilever195 or one
arm of a tuning fork197) and is approached to a surface or an
object. This way, force–distance curves like by an SFA can be
recorded. To obtain images, the tip is raster-scanned across the
surface or the object using piezo scanners that allow for sub-nm
control of tip (or sample) movement. Thereby, various modes of
operation can be chosen, ranging from a mechanical (and
tribological) contact between the tip and the substrate over
‘‘intermittent’’ to ‘‘truly non-contact’’ AFM modes, depending
on the chosen feedback parameters.198 As between all objects,
the forces between tip, medium (e.g. air, vacuum or a liquid)
and sample feature long- and short-range contributions.
Long-range contributions include van der Waals, electrostatic
and magnetic interactions, if one uses the ‘‘traditional terms’’
of interactions, see Section 1 and Table 2.

Short-range contributions mostly stem from quantum-
mechanical Born repulsion (also steric repulsion) and, in case
fluids are involved, hydration forces or hydrophobic inter-
actions can also lead to short-range contributions.16 Typically,
AFM is used to study distances between contact (0 nm) and a
few 100 nm, so both short- and long-range forces are important.
Since the tip is usually not atomically sharp, a number of atoms
interact with another number of the (flat or curved) surface,
across a medium, which needs to be taken into account for
modelling the interactions.16 Moreover, even in an ultrahigh
vacuum, water molecules are present, adsorbing in wedges,
especially if the AFM tip contacts the surface. Therefore,
capillary forces also contribute to the sum of interactions and
many experiments are conducted in water or aqueous solution
to avoid uncontrolled capillary forces. Performing AFM
measurements inside a (slightly) conductive fluid can help
avoid static charges that can otherwise affect a sensitive force
measurement in an uncontrolled manner.

By AFM, it is not possible to record the entire interaction
potential between tip and object, since the cantilever imposes
an external force that makes the system ‘‘jump to contact’’ at a
certain distance above the surface.199 However, the AFM can
nevertheless help to identify the different forces, if individual
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parameters (e.g., salt concentration or wettability) can be varied
separately.200 Indirectly, by recording the topography of a thin
polymer film, AFM helped to reveal the effective interface
potential of the system air/thin polymer film/silicon wafer,
which can be described by a Lennard–Jones-type potential in
the appropriate geometry (two flat semi-infinite interfaces
interact):201,202 at temperatures above the glass transition tem-
perature (here T 4 480 K), the thin polystyrene film can dewet
spinodally under certain conditions off a Si wafer. The spinodal
wavelength lS depends on the prepared film thickness h and
relates to the second derivative of the effective interface
potential f00(h) via

lS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� 8p2s
f00ðhÞ

s
; (4)

where s is the known surface tension of the liquid polymer
film.203 By AFM, the spinodal wavelength lS can be determined
as a function of polymer film thickness, see Fig. 9 left.

Here, the interaction between the film and the surface can
be described by

fðhÞ ¼ c

h8
þ fvdWðhÞ; (5)

with the vdW potential

fvdWðhÞ ¼ �
ASiO

12ph2
þ ASiO � ASi

12pðhþ dÞ2: (6)

The Hamaker coefficients ASiO and ASi as well as the coefficient c
characterising the short-range part were gained by fitting the
Lennard–Jones-type potential to the experimental data points,
see Fig. 9 left. The experimental Hamaker coefficients match
the ones that can be calculated using the dielectric properties
of the materials involved,16 see Section 4.4.1. Fig. 9 right dis-
plays the gained effective interface potentials for different SiO2

thicknesses on top of the Si wafer.
At very short tip–sample distances, about below 1 nm, the

repulsive term that stems from quantum-mechanical Born
repulsion dominates. Using careful control of the distance,
the force between tip and sample can be measured, and using
a feedback mechanism that operates the tip e.g. at a constant

force high-resolution images can be obtained, even with
sub-molecular resolution, see for instance ref. 204.

The AFM can be operated in various imaging modes (e.g.,
tapping, contact, etc.) and in various positions of the Lennard–
Jones potential (on the attractive or the repulsive part, see
Fig. 9). Furthermore, the long-range part of the vdW force
(along with electrostatic interactions) adds a large background
(typically attractive) force between the tip and the sample that
can be 10 nN larger than the short-range part of the vdW forces
(typically o0.1 nN).194 This long-range part of the vdW force
(also termed Casimir or Casimir–Lifshitz force, see Table 2) can
be made small by imaging in a liquid medium, as mentioned
before205,206 or even turned into negative.207,208 Since the initial
demonstration of atomic force microscopy imaging in 1986,
AFMs have become a standard tool in university and industry
laboratories.

3.2 Helium scattering

Helium atom scattering (HAS) is a surface-sensitive charac-
terisation technique; ideal for use when probing fragile and
insulating materials, surfaces, and 2D materials. This is
due to a combination of low incident energies, usually in the
10–100 meV range, with wavelengths comparable to interparticle
separation. Helium atoms are electrically neutral, chemically
inert, and are scattered by the tail of the electron distribution
that seeps out of the probed surface, see Section 4.3. HAS is
therefore a non-penetrating technique that leaves the sample
undamaged. An overview of the technique is presented in
Fig. 10.

3.2.1 Surface phonons. Inelastic HAS is, for the reasons
described above, ideal for measuring the surface dynamics of
materials. The recent rise of 2D materials and vdW hetero-
structures has proven the need for an experimental technique
that can determine their mechanical properties. In particular
for applications in flexible electronics, the bending rigidity k is
an important metric. The bending rigidity is a measure of
the flexibility of the material. It has been known for several
years that the out-of-plane flexural mode, also known as the
bending mode or the ZA mode, has a dispersion relation for a

Fig. 9 Example of a reconstruction of the effective interface potential
between a thin polystyrene film of the displayed film thickness and a Si
wafer with variable SiO2-thickness d. Left: the second derivative of the
effective interface potential as a function of film thickness. Data points
display the observed spinodal wavelength l of the dewetting polystyrene
film. f00(h) and l are connected via eqn (4), Right: fitted effective interface
potential f(h) for the three Si dioxide thicknesses, taken from ref. 202.

Fig. 10 A helium atom scattering experiment. The helium atom can
scatter elastically to give a diffraction pattern, inelastically to provide
information about surface dynamics or be adsorbed on the surface.
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free-standing membrane given by209–211

oZA
2ðDKÞ ¼ vZA

2DK2 þ k
r2D

DK4; (7)

with the parallel wave vector DK transferred between the helium

atom and the surface, the shear velocity vZA ¼
ffiffiffiffiffiffiffiffi
c44

r2D

r
, the shear

force constant of the material c44, the 2D mass density r2D, and
the bending rigidity k. In an inelastic time-of-flight (TOF)
experiment, the ZA-mode will show up as phonon excitation
peaks in the recorded spectrum. By varying the incident angle,
it is possible to vary the parallel wave vector transfer DK.
Recording the resulting ZA-excitations allows for mapping out
the dispersion relation of the ZA-mode and to extract a value for
k by making a fit of eqn (7).

It is also worth noting that for substrate-supported mem-
branes, the dispersion relation (7) is modified by the inclusion
of the binding energy, o0, between the substrate and the
membrane.212 In this case, the dispersion relation reads

oZA
2ðDKÞ ¼ o0

2 þ k
r2D

DK4: (8)

The quadratic acoustic term in eqn (7) is in principle
presented in eqn (8) as well, but it is at long wavelengths (short
DK) completely dominated by the constant binding energy, and
therefore negligible.

This technique was first applied by Al Taleb et al. to measure
the bending rigidity of graphene grown on copper foil,213 more
recently to measure the bending rigidity of bilayer silica on
ruthenium,214,215 as well as the temperature dependence of the
bending rigidity of AB-stacked bilayer graphene.216

3.2.2 Electron-phonon coupling. Another application of
HAS in the context discussed in the present paper is the
measurements of the electron–phonon coupling (EPC) constant
l. Inelastic HAS’ relation to the EPC has been known for some
time.217,218 More recently, it has also been shown that the EPC
of metallic surfaces can be related to the Debye–Waller
factor.219–221 The Debye–Waller factor is a measure of the
thermal attenuation of the elastic peak in an atom–surface
scattering experiment, and has been shown to be proportional
to the EPC.219 This technique has also been expanded and
shown to hold for semiconductors and semimetals.222,223

Thermal attenuation of the elastic peak in a (helium) atom
surface scattering experiment is given by

I(T) = I0 exp[�2W(ki, kf, T)], (9)

where I is the measured intensity of the elastic peak at
temperature T, and I0 is the hypothetical measured intensity
of a frozen surface. The exponential is the Debye–Waller factor
and its argument is dependent on temperature, as well as the
incident and final momenta of the helium projectile (subscripts
i and f, respectively). In general, the argument is given by the
thermal average of the product of the scattering momentum
vector, Dk = kf � ki, and the effective phonon displacement
field, u*, 2W(kf, ki, T) = hDk�u*iT. For HAS from a thin, metallic
substrate this argument can be greatly simplified and shown

to be219

2W � NðEFÞ
m

m�e

Eiz

f
lkBT ; (10)

where N(EF) is the density of states at Fermi energy EF, m is the
mass of a Helium atom, me* is the effective electron mass,
f is the work-function, kB is the Boltzmann constant and Eiz =
h�2kiz

2/2m is the normal component of the incident energy. That
is to say, from a temperature-resolved measurement of the
elastic peak intensity of the surface, the EPC constant can be
estimated directly in the low energy regime using HAS. This
is advantageous as the experimental technique usually used
to measure l, angle-resolved photoemission spectroscopy
(ARPES), is done at much higher incident energies. This makes
it difficult for ARPES to determine which phonon bands, and
which energy regimes, contribute to the EPC. Using HAS in
combination with ARPES is therefore an approach to determine
which energy ranges and phonon modes make significant
contributions to the EPC in the investigated materials.

3.3 Matter-wave diffraction and Poisson’s spot

The most convenient and direct method for sensing the minute
dispersive interaction between a polarisable, but neutral atom
or molecule and a surface is matter-wave diffraction.224–226

Here, the usually attractive interaction leads to a phase shift
imposed on the de Broglie wavefunction of atoms and mole-
cules that coherently pass by a surface, often in the form of a
diffraction grating. The phase shift modifies the observed
diffraction pattern, and the strength of the interaction can be
extracted by means of careful modelling.

Matter-wave diffraction has been used, among others, to
measure C3 constants for the interaction between silicon
nitride gratings and inert gas atoms227 or sodium atoms.228

In a more recent example, researchers demonstrated the signi-
ficantly reduced van der Waals interaction between various
ultra-thin carbon-based nanostructured gratings and massive
phthalocyanine molecules.229

In these experiments, the probed surfaces are restricted to
materials that are sufficiently tough so that they can be pat-
terned into freely suspended grating structures on the nano-
scale. An alternative near-field diffraction method exists that
makes use of the simpler geometry of a sphere as a diffraction
obstacle.230,231 Due to the availability of simple chemical meth-
ods to grow spherically shaped sub-micron particles in a
bottom-up approach, this has the potential to open matter-
wave diffraction to a wide variety of surface materials.

This alternative method is based on the observation of
Poisson’s spot, which is the bright interference spot in the
wave shadow cast by a circular or spherical object.232–235 Its
intensity relative to the undisturbed wavefront, with wavelength
l, for a spatially incoherent source of width ws, and without
any van der Waals induced phase shifts is given by the
expression236

Irel ¼ J0
2 gl

wsRp

� �
þ J1

2 gl
wsRp

� �
; (11)
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where J0 and J1 are zero- and first-order Bessel functions of the
first kind, g is the source-to-obstacle distance and R is
the radius of the object casting the shadow. The attractive
interaction with the surface results in an increase of Irel as
the distance between the obstacle and the observation screen is
reduced.

Due to the spherical symmetry, the interaction potential can
be expressed in a particularly neat expression.230 Its effect on
the Poisson spot can be well described in the Wentzel–Kra-
mers–Brillouin (WKB) approximation by an additional phase
shift Dj(a) in the Fresnel–Kirchhoff integral228,234,237 as a
function of distance a from the sphere’s surface.

In experiments, the assumption of a large sphere and
neglecting retardation are applicable. In this case, the shift
can be approximated by

DjðaÞ � C3

2�hv

3p
ffiffiffiffi
R
p

2
ffiffiffi
2
p

a5=2
for a� R: (12)

Here, v is the speed of the atom passing by the sphere. In the
special case of indium atoms diffracting from spherical silica
particles the intensity of Poisson’s spot can be well described
using a realistic calculation of the interaction potential.230,231

We expect that sensing dispersion forces using matter-wave
diffraction will contribute to their understanding under realis-
tic conditions such as rough surfaces and finite temperature
among others. While results are directly relevant in for example
NEMS applications, they may help to advance new concepts for
matter-wave interferometry238 or improve diffractive optics
for imaging with neutral atoms.239,240

3.4 Determination of transition dipole orientations

Knowledge of, and in many cases a degree of control over,
the transition dipole moment (TDM) for a given electronic
transition is often of key interest for understanding and
utilising complex materials.92,242 As a prime example, the

organometallic molecules implemented in the emissive layers
of organic light-emitting diodes (OLEDs) emit light perpendi-
cular to their TDM, thus control over the molecular/TMD
orientation has been a critical step for increasing external
quantum efficiencies (EQE).243,244 The TDMs of quantum
nanostructures are also an important aspect for the develop-
ment of quantum photonics applications.241

Besides classical angle- and polarisation-resolved spectro-
scopy92,242,245,246 and sophisticated time-resolved techniques,247

especially back focal plane (BFP) imaging is an elegant and
powerful method to determine TMD orientations,241,248 see
Fig. 11. Here, the sample is observed through an oil immersion
or high-NA objective to maximise the angular resolution.
Emitted light from the photo-excited sample is then collected,
and the angular dispersion is resolved via a Bertrand lens
focusing onto the BFP of the objective and projected onto a
spectrometer CCD. Dipoles p in the sample emit with different
angles y according to the orientation within the sample. This
results in an intensity profile for the different k-vectors which
are mapped onto the BFP.

4 Theoretical methods

After introducing various systems where weak interactions
play an essential role, we will illustrate the typical theoretical
framework describing them. We will focus on the quantum
mechanical description of matter’s states (Section 4.3)
and demonstrate the statistical (Section 4.1), electrodynamical
(Section 4.2), and quantum electrodynamical approaches
(Section 4.4) to characterise mesoscopic or macroscopic many-
particle systems, such as molecular aggregates (Section 4.6).
Finally, we will continue with systems under extreme conditions
leading to strong coupling (Section 4.5) and Rydberg physics
(Section 4.7).

Fig. 11 (a) Example of a setup for back focal plane (BFP) imaging and spectroscopy. (b) Schematic diagram illustrating the mapping of dipoles from a
sample onto the BFP. (c–f) Numerical calculations of the BFP intensity patterns for differently oriented dipoles. Figure unchanged taken from ref. 241
according to the Creative Commons license.175
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4.1 Forces on mesoscopic scales

How can Casimir or dispersion forces be treated on mesoscopic
scales? We start by treating the involved objects classically,
i.e., using their classical scattering operator T = Tij(r,r0),
depending on two spacial arguments r and r0, and being a
3 � 3 matrix in the space of an electric field vector. It is related
to the dielectric and magnetic properties via (G0 is the vacuum
Green’s function)

T ¼ V
1

1�G0V
:

The potential V encodes the dielectric (via e) and magnetic
(via m) responses

V ¼ o2

c2
ðe� IÞ þ =� I� 1

m

� �
=� : (13)

Note that e and m are in general 3 � 3 matrices, thus
potentially encoding anisotropic material properties. They
depend on space, thereby characterising the material distribu-
tions of the objects, and may also depend on two spacial
arguments in case of non-local properties. The Green’s function
in the presence of an object with operator T reads

G = G0 + G0TG0.

The electromagnetic field is then a quantum field, for which
the objects play the role of boundary conditions. The Casimir
free energy F, i.e., the potential corresponding to the Casimir
force for two objects with operators T1 and T2 is then found to
be249–251

F ¼ kBT
X1
n¼0

Tr log 1�G0T1G0T2½ �f g: (14)

Here, the sum runs over Matsubara frequencies, xn = 2pnkBT/h�,
so that G0 and T2 are evaluated at imaginary frequencies.249

Notably, the forces resulting from eqn (14) are indeed
identical to the average of Lorentz forces acting on the fluctu-
ating charges in the objects as described in Table 1,252 see
Section 4.4.1.

The form of eqn (14) allows a number of remarkable general
statements for non-magnetic objects (m = 1) to be provided. For
example, two objects that are each other’s mirror images always
attract.253 More general, for any shape of objects, a statement
equivalent to Earshaw’s theorem for electrostatics is possi-
ble:254 the Laplacian of the free energy with respect to the
positions of the objects is non-positive so that the free energy
does not have minima as a function of particle positions; in
other words, mechanically stable configurations are ruled out.

The above statements hold true for reciprocal objects, i.e., if
T = TT [with transpose TT, i.e., [Tij(r,r0)]T = Tji(r0,r)], a property
following from micro-reversibility.255 In contrast, recent dis-
coveries have highlighted the relevance of the so-called non-
reciprocal materials, for which T a TT. This breakage of micro-
reversibility is, for example, possible in the presence of mag-
netic fields,256 and such non-reciprocal objects find a variety of

new phenomena regarding fluctuating electromagnetic fields,
including near field energy transfer.257

To better understand and prove these properties and to
connect to Section 4.4.1, we expand the log in eqn (14), keeping
only the leading term. This approximation becomes exact when
the separation of the objects is much larger than the sizes of the
objects, e.g., in the Casimir–Polder or vdW limits. It yields the
following simpler expression

F � �kBT
X1
n¼0

Tr G0T1G0T2f g: (15)

For reciprocal objects, the scattering operators are symmetric
non-negative operators, which let us to determine the sign of
the free energy,

Tr{G0T1G0T2} Z 0 - F o 0. (16)

This statement, together with the observation that the free
energy typically goes as an inverse power law, d�n, implies
that forces between two reciprocal objects are typically
attractive.253,254 Here, d is the objects’ separation. Moreover,
using the same type of mathematical manipulations, one can
determine the sign of the Laplacian and prove Earnshaw’s
theorem.

As mentioned, these proofs rely on the symmetry of the
scattering operator, which thus is not given for non-symmetric
operators like those related to non-reciprocal objects.

By splitting the scattering operator into a symmetric and an
antisymmetric contribution, it is possible to show that the
antisymmetric part gives rise to a positive part of the free
energy, which typically produces a repulsive force.258 The latter
could dominate for a large antisymmetric part. As an explicit
example, we regard two non-reciprocal particles located along
the z axis with the following polarisability tensor,

ai ¼ a0

1 0 0

0 1 �bi

0 bi 1

0
BBB@

1
CCCA: (17)

This tensor breaks reciprocity because it is not symmetric. For
simplicity of computation, we assume that eqn (17) is a
frequency-independent response. Evaluating eqn (15) yields,
for d { h�c/kBT,

F ¼ �hca02

64d7p3
�23� 15b1b2½ �: (18)

This result agrees with the literature for the reciprocal case of

bi = 0. For b1b2 o �
23

15
, the free energy is positive, and the

resulting force is repulsive.
Fig. 12 shows a numerical evaluation of the free energy as a

function of the position of the second particle in the xy-plane,
with the first particle at the origin. The mentioned properties
are seen, i.e., the free energy can be positive or negative, and the
force can be attractive or repulsive. Notably, the Laplacian of
the free energy (not shown) can be positive or negative, in
violation of the corresponding findings for reciprocal cases.254
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This would, in principle, allow for mechanically stable config-
urations, which are, however, not present for this simple toy
model. The free energy in this toy model shows saddle points
but not minima.

Despite all these fundamental differences between recipro-
cal and non-reciprocal objects, in both cases, the Casimir forces
are gradients of free energy, and therefore the forces are
conservative. This forbids the creation of propulsion forces
or cyclic work extraction, which requires the objects to be at
different temperatures.259

Besides the differences found for equilibrium situations,
non-reciprocal objects have other features absent in their
reciprocal counterpart such as novel lateral forces,259–261 non-
trivial optical torques,262,263 recoil forces,264 lateral thermal-
fluctuations-induced forces265,266 and repulsive forces.267,268

Future work can investigate the connection of the presented
framework to microscopic approaches as in Section 4.4, or
including charges as in Section 4.2. Also, the connection of
these energies to electronic states in van der Waals Hetero-
structures, Section 2.2, is an exciting topic.

4.2 Regulation of nanoparticle interactions through a balance
of charge and ionic Casimir–Polder interactions

In the study of interactions at surfaces and between micro-
scopic bodies, attention is often drawn first to the charge state
of the surface, giving rise to electrostatic forces. The negative
surface charge typically arises from the dissociation of acidic
oxide sites, hydroxyl groups in the case of mineral oxide
materials, and carboxylate groups in the case of protein mole-
cules. The likewise positive charge typically arises through
chemisorption of H+ ions at previously uncharged oxide sites
or binding to amine groups. Alternatively, in electrochemical
systems, the surface charge can arise due to redox half-

reactions or through coupling to an external electrical circuit.
An adsorption layer of electrolyte ions can form through
physisorption driven by electrostatic interactions with the sur-
face charge.

The conventional theory of surface forces employed to
interpret interactions of bodies in electrolyte (salt) solutions
is known as DLVO theory, after Derjaguin and Landau,269

Verwey and Overbeek.270 The net force in DLVO theory balances
electrostatic forces, the entropy of adsorbed ions, and macro-
scopic dispersion forces. An initial theory of dispersion forces
was developed by Hamaker through summation of the indivi-
dual London dispersion forces between individual molecules
comprising the interacting bodies.271 Dzyaloshinskii later
improved the theory of dispersion interaction, Lifshitz and
Pitaevskii21 using macroscopic quantum electrodynamics. This
description of dispersion energy is in common use today, often
known in short form as Lifshitz theory, see Section 4.1 above.
The strength, but also the limitation, of Lifshitz theory, is that it
presents material properties simply through the permittivity
e(io) over imaginary frequencies io. This makes Lifshitz theory
relatively simple to implement, when the dielectric response
is known on the imaginary frequency axis e = e(io), see
Sections 4.1 and 4.4. But by treating the materials, including
the medium, with a spatially homogeneous dielectric function
e(io), spatially resolved effects are neglected. In particular, the
standard formulation does not account for the dielectric impact
of the ionic adsorption layer itself on macroscopic dispersion
interaction.

As for the formation of the ion adsorption layer, it is
commonly described using a Boltzmann profile ci(x) = ci0

exp(�qic(x)/kBT) determined by the electrostatic potential
c(x), ci0 being the bulk concentration of the ion. The electro-
static potential, in turn, is determined by the Poisson
equation,

r e0eðxÞrc½ � ¼ �e
X
i

ziciðxÞ (19)

such that the electrostatic potential c is determined by the ion
concentration profiles. e(x) is the dielectric function of the
medium, and e0 is the permittivity of the vacuum, e is elemen-
tary charge and zi is the valency of ion i. The two equations
together form the Poisson–Boltzmann model.

There are two core deficiencies in the Poisson–Boltzmann
model that limit its usefulness in applications, particularly
in the development of new applications that aim to achieve
a paradigm shift of what is possible beyond the general trends of
conventional DLVO theory. Both deficiencies arise from the use
of a point-charge model to describe electrolyte ions, which
effectively limits the validity of the model to concentrations
below 0.1 mol L�1 and surface potentials less than 100 mV.

The first deficiency in the point-charge model is that ions
are distinguished solely by valency. There is no means of
distinguishing Cl� from ClO4

�, or Li+ from K+. But specific
ion effects have been observed experimentally since 1886 when
Franz Hofmeister examined the effect of different salts on egg-
white protein precipitation.272 And the differences matter. Na+

Fig. 12 Free energy of particle 2 as a function of its position relative to
particle 1, using the polarisability tensor of eqn (17), b1b2 = 2 and T = 300 K.
The blue areas along the x-axis indicate saddle points (minima along the radial
direction but maxima along both angular directions). The white areas repre-
sent values of the free energy beyond the ones indicated on the vertical bar.
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is the dominant cation in normal physiological saline. Li+ is
used as a treatment for bipolar disorder.273 K+ is used in lethal
injections.274

The second deficiency of the point-charge model is that,
tautologically, it does not account for the finite size of ions. Its
consequence for the Poisson–Boltzmann model is that calcu-
lated ion concentrations reach unbounded physically unrealis-
tic levels of 106 mol L�1 or more with consequent unbounded
surface forces or electrode capacitances.

Some techniques are already known for dealing with these
deficiencies. But the methods currently available leave a set of
questions unanswered with respect to the ramifications for
dispersion forces used in DLVO analysis. Further development
of the underlying Casimir–Lifshitz theory is required to address
these questions.

4.2.1 Beyond the Poisson–Boltzmann model. The Poisson–
Boltzmann model is a mean-field approximation, the leading
term in a more general statistical description of interactions
that would include three-body or higher-order many-body
effects. The advantage of the Poisson–Boltzmann model,
subject to the limitations identified above, is that it enables
relatively simple computation of interactions potentially
over long length scales (microns). Accounting for correlation
effects requires considerably greater computational complexity,
solving integral equations275–277 or molecular dynamics
simulations.278,279

In general, the Boltzmann component of the Poisson–Boltz-
mann model can be constructed in terms of an excess chemical
potential mi(x) of an ion i describing the ion’s interactions at
position x relative to its chemical potential in bulk solution.
The ion concentration at position x is then ci(x) = ci0 exp(�mi(x)/
kBT). In the conventional point-charge model, the excess
chemical potential is simply the electrostatic energy of the
point-like ion with charge qi in an electrostatic potential c(x),
mi(x) = qic(x).

Within the framework of the mean-field Poisson–Boltzmann
model, the point-charge deficiencies can be addressed by
incorporating various additional interactions mex

i (x) to the
chemical potential, resulting in a modified Poisson–Boltzmann
model with ion concentrations given by280

ciðxÞ ¼ ci0e
�½qicðxÞþmexi ðxÞ�=kBT : (20)

4.2.2 Specific ion effects and the Casimir–Polder inter-
action. The specific ion effects reported first by Hofmeister
are generally observed in the same order of strength, e.g.
Cl� o Br� o I� o SCN�. While the order of ions is not
universal—rearrangements of ions may be observed depending
on the specific system and concentration—it is common
enough to be identified as the conventional ‘‘Hofmeister
series’’. The order of the Hofmeister series roughly correlates
with the order of ion polarisabilities. This led Ninham to
argue280 that specific ion effects may be understood by
including an ion dispersion interaction, in other words, a

Casimir–Polder interaction, into the modified Poisson–Boltz-
mann model. That is, set

mexi ðxÞ ¼ mdispi ðxÞ � �
Bi

x3
; (21)

to represent the Casimir–Polder interaction of an ion at a
distance x from an interface.

The Casimir–Polder interaction enables an interpretation of
Hofmeister effects due to the non-electrostatic physisorption of
ions at an interface. The expression as written here is proble-
matic for a model of surface adsorption because of the diver-
gence of the interaction at x = 0. Mahanty and Ninham provided
a methodology281,282 to address the problem by introducing a
finite size to the ion. In their model, the polarisability ai of the
ion is smeared over the volume of the ion, represented as a
Gaussian sphere exp(�r2/ai

2) with Gaussian radius ai, r being
the radial distance from the centre of the ion. Conceptually this
picture represents the finite volume of the electron cloud of the
ion, which is intrinsically ion-specific. However, using a Gaus-
sian sphere is made for mathematical convenience and, strictly
speaking, describes a 3D quantum harmonic oscillator. With
the Gaussian-sphere representation of the Casimir–Polder
interaction, the ion dispersion interaction at an interface
becomes

mexi ðxÞ ¼ mdispi ðxÞ � �
BigiðxÞ

x3
; (22)

where

giðxÞ ¼ 1þ 2xffiffiffi
p
p

ai

2x2

ai2
� 1

� �
exp �x

2

ai2

� �
� 1þ 4x4

ai4

� �
erfc

x

ai

� �
(23)

describes the finite size effect of the ion. In particular as x - 0,
gi(x) approaches the asymptotic form giðxÞ ¼ ð16=3

ffiffiffi
p
p
Þðx=aiÞ3

such that the Casimir–Polder interaction energy becomes finite

at contact, mdispi ðx ¼ 0Þ ¼ �16Bi=3ai
3
ffiffiffi
p
p

.
It should be noted that although the Mahanty–Ninham

model incorporates ions of finite size, it embeds the ion in a
dielectric medium such that the dielectric response of the
medium smears into the volume of the ion. This model
neglects additional effects that arise due to the reflection of
virtual photons of the interface of an ion cavity cut out of the
medium.283 Nevertheless the model has successfully described
the buffer specific effects observed in experimental measure-
ments of protein zeta potentials284 as well as the surface charge
of protein285 and silica particles,286 and charge reversal
effects.284,287 Once ion cavity effects are included,288 theory of
weak interactions is able to reproduce a wide range of bulk
experimental properties, including ion solvation energies,288

partial molar volumes and entropies,289 activity coefficients,290

and surface tensions.291,292 Further work is needed to assess
the impact of the cavity local field effect on the Casimir–Polder
interactions of ions near solid interfaces.
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4.3 Non-covalent interactions between molecules and
surfaces from electronic structure theory

A microscopic approach to describing non-covalent inter-
actions is to solve the many-electron Schrödinger equation,
which accounts for all non-retarded dispersion interactions.
Direct diagonalisation is all but impossible for the simplest
systems, but perturbation theory approaches have been hugely
successful and form the foundations of quantum chemistry.
Expressing the wavefunction in antisymmetric Fock-basis in
terms of single-particle orbitals between two separate electronic
fragments, London-dispersion forces arise naturally to second-
order perturbation theory, i.e. in the Møller–Plesset perturba-
tion theory (MP2). While MP2 found some usage in the 2000s
for studying bonding between molecules293 the accuracy is
low.294 Higher-order perturbation theory coupled-cluster (CC)
methods especially at the CCSD(T) level is generally too expen-
sive for addressing broad systems of interest,295,296 but play an
invaluable role in providing reference data, for more approx-
imate methods.297,298 The same role is also played by diffusion
Monte–Carlo calculations.299 A computationally effective
method to overcome the computational challenges in particu-
lar of CC is symmetry-adapted perturbation theory300 explicitly
defined for accurate exploration of non-covalent interactions.
These highly accurate but computationally costly methods
might find increased usage in combination with machine-
learning approaches301 as they provide highly accurate
training data.

4.3.1 Density functional theory. The workhorse of electro-
nic structure theory is density functional theory (DFT), a
versatile and popular method centred around the mean-field
electronic density n(r).302–304 It finds broad usage across every
scientific disciple involving properties of molecules or materi-
als, from medicine to geology. Within materials science, it is
‘‘bread-and-butter’’ and is used to predict everything from the
complex aggregation of atoms and phase boundaries to elec-
tronic and vibrational properties and heat transfer and optical
properties and other excitation of (nano)materials.305–307 The
topic DFT is covered in many textbooks and reviews; none-
theless, we present it here to emphasise how long-range forces
arise in DFT. This is pertinent as there is still a widely held
misconception that DFT cannot describe van der Waals forces;
however, many standard approximations of DFT lack van der
Waals or describe the shorter-ranged part of it.

While the theory of DFT is more general,308 the acronym
DFT refers generally to the Kohn–Sham (KS) realisation,309 in
which the systems are described as consisting of effectively
independent electrons ci(r), obeying Pauli repulsion so that

nðrÞ ¼
PN
i

jciðrÞj2. Formally, KS-DFT is an exact theory for the

ground state energy of an electronic system, thus the method
has the potential to include non-covalent interactions. In
practice, its performance and ability to describe such interac-
tions hinge on approximations made. Overall, however, DFT is
a highly versatile method due to its ability to predict the energy;
it can also describe forces acting on atoms of a given atomic

configuration and it generally has an excellent trade-off
between accuracy and computational cost.

The KS equation has the form of an independent-particle
Schrödinger equation,

� �h2

2me
r2 þ Veff ½n�ðrÞ

� �
ciðrÞ ¼ eiciðrÞ; (24)

where the potential V[n](r) is a functional of the electronic
density, so that the KS equation must be solved consistently
and where ei are the KS energy eigenvalues. The effective
potential is given by

Veff[n](r) = Vext(r) + VH[n](r) + VXC[n](r). (25)

here, Vext(r) is the external potential, typically the electron–
nuclei interaction. VH[n](r) is the Hartree potential, the electro-
static repulsion in a mean-field approximation of the electronic
density. Finally, the exchange potential VXC[n](r) = dEXC[n]/dn(r)
accounts for all many-particle effects, where EXC[n] is the
exchange–correlation energy functional. Exchange is the ener-
getic effect of anti-symmetry under the exchange of electron
coordinates and correlation, referring to the correlated motion
of electrons. Correlation then includes every many-body effect
that is not exchange, including repulsion of an individual
electron in the same spatial vicinity, but also the long-range
coupling of spontaneously forming electrical dipoles, which
give rise to London dispersion forces.

In addition to dispersion forces, longer-ranged electro-
static interactions can also raise the sum of EH½n�þÐ
drVext½n�nðrÞþ

P
iaj

V
ij
ion�ion, which includes monopole and static

dipole–dipole interactions. Monopole interactions are, of
course, the biggest contribution to ‘‘strong’’ ionic bonding,
such as halides and oxides. Dipole–dipole interactions are the
biggest contribution to hydrogen and halogen bonding. The
term also includes Keesom forces, which arise once the KS
equation is solved self-consistently, where the existence of
dipoles causes a shift in the charge density n(r) that sets up
permanent dipole–dipole interactions.

In sparse materials,307 hydrogen bonding is crucial for the
structure of materials.310 However, at longer ranges, dipoles
tend to cancel out in complex materials, thus the London
dispersion forces tend to be the dominant forces between
electrically neutral objects at larger separations. While text-
books often describe ‘‘hydrogen bonding’’ as a purely electro-
static force, the total binding energy also contributes
significantly from short-range London dispersion forces311

and including dispersion forces is important for an accurate
description of liquid water.312

Proper inclusion of London dispersion forces in DFT, or
more broadly Casimir forces, hinges on the approximations
used to describe the exchange–correlation functional EXC[n].
Many of the most widely used and successful exchange–
correlation functional approximations for describing chemistry
and covalent and ionic-bonded materials completely lack long-
range dispersion forces. The generalised-gradient approxi-
mation (GGA), for instance, is based on information on the
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local density n(r) and the reduced gradient s(r) p |rn(r)|/n(r)4/3

to construct EXC[n]. It is a generalisation of the local density
approximation (LDA), which is a weighting of the numeri-
cally exact exchange and correlation energy density of the

homogeneous electron at different densities n, i.e. ELDA
XC ¼Ð

d3rnðrÞehomxc ðnðrÞÞ. Integrating only over local functions of n(r)
and s(r), GGAs lack information on long-range interactions.
Thus while GGAs can show good accuracy for covalently bound
systems, they are very inaccurate for systems where dispersion
forces are important. In the approach developed by Grimme,313

explicit long-range contribution to the GGA-xc energy are added
to the DFT energy, i.e.

Exc½n� ¼ EGGA
xc ½n� � 1

2

X
AaB

f ðRABÞ
C6;AB

RAB
6
; (26)

where the sum goes over all atoms pairs with their distance RAB.
The C6,AB are coefficients that can be tabulated or evaluated
self-consistently314,315 and f (R) is a cut-off function needed to
avoid the singularity for R - 0, but in practice also must
be tuned to ensure accurate binding energies. Higher order
contributions R�8 and R�10 may be considered as well and non-
pairwise terms might be implicitly included in C6,AB, see also
Section 4.4.1.316

Dispersion forces can also be obtained from the many-body
theory for electron gases. In particular, the adiabatic-connection
fluctuation–dissipation theory (ACFD) provides an exact expres-
sion for the exchange–correlation energy,317,318 as follows:

Exc ¼ �
ð1
0

du

2p

ð1
0

dlTr
~wlv

1� ~wlvl

� �
� Eself ; (27)

where ~wlv is the local field response function for given coupling
constant strength, l. In this expression, the electron self-energy
Eself must be subtracted. In the coupling-constant integration, the
external potential is adjusted to keep density nl(r) = n(r) fixed
during the integration. In the so-called ACFD-RPA method, the
response function of independent Kohn–Sham orbitals wl - lKS

is used. The ACDF-RPA method is a rather expensive but quite
accurate method for some material classes, including layered
materials.319–321

The vdW-DF322–324 framework instead assumes ACDF-mean-
value evaluation325–327 of eqn (27), which results in ref. 326 and
328

Exc ¼
ð1
0

du

2p
Tr lnð1� ~wacfvÞ½ � � Eself : (28)

Classical electrodynamics can be used to justify the reformula-
tion,

Exc ¼
ð1
0

du

2p
Tr lnð�reacfrv=4pÞ
	 


� Eself ; (29)

where eacf is analogous to a dielectric function. In the homo-
genous electron gas limit, this simplifies to

Exc;hom ¼
ð1
0

du

2p
Tr lnðeacf ðiu; jr� r0jÞ
	 


� Eself : (30)

This expression is used to define an effective response function
S = ln(eacf), which is used an expansion parameter. Next, the
key step in vdW-DF is to use a plasmon-pole ansatz for S
that captures several exact constraints. The first-order term,
however, is parameterised in terms of a semi-local exchange–
correlation functional, similar to what is used in standard DFT.
Thus, vdW-DF can be viewed as a series expansion in GGA-type
DFT. To second-order, this results in a non-local correlation
purely in terms of the electronic density n(r),

Enl
c ½n� ¼

1

2

ð
d3r1

ð
d3r2nðr1Þf½n�ðr1; r2Þnðr2Þ: (31)

This expression vanishes seamlessly in the homogeneous elec-
tron gas limit as the integral of the kernel f integrates to zero
for uniform densities. In the long-range limit, however, the 1/r6-
limit is retained.

The non-locality of the total energy in eqn (31) still gives a
local exchange-potential operator in eqn (31), and with clever
computational approximations, the computational cost of DFT
with vdW-DF is comparable to that of GGAs.329 Hartree–Fock
theory uses full Slater determinant to describe the many-
particle wavefunction and hybrid DFTs, which can be viewed
as a mixture of Hatree–Fock theory and standard KS-DFT;
however, this results in non-local exchange potentials, which
are costly to compute, especially so for plane-wave DFT.
However, such non-local exchange does not cross voids and only
becomes long-ranged for systems with extended wavefunctions.
The use of hybrid functionals, however, provides more accurate
electronic densities and exchange energies and, including disper-
sion interactions with hybrid DFT provides highly accurate (albeit
somewhat costly) functionals for chemical interactions and hydro-
gen bonds330–332 including proton transfer.333

4.4 Divide and conquer

In the sense of this article, complex materials are many-particle
systems composed of (quantum) nano-objects that scale up to
micron-sized systems. Their theoretical description is rather
complicated due to the many degrees of freedom. Most funda-
mentally, such systems are described by the many-particle
Hamiltonian for a set of charges A334

Ĥ ¼
X
a2A

p̂a � qaÂðr̂aÞ
h i2

2ma
þ
X
aab

qaqb

8pe0 r̂a � r̂b
�� ��

þ 1

2

ð
d3r e0Ê2 þ 1

m0
B̂2

� �
þ
X
a2A

qaf̂ðr̂aÞ;

(32)

with the vacuum permittivity e0 and permeability m0, the
charges qa with position and momentum operators r̂a and P̂a,
the electric and magnetic field operators Ê and B̂ and the

corresponding scalar and vector potentials f̂ and Â. The
electromagnetic fields in eqn (32) also describe the quantum
vacuum in the absence of absorbing (realistic) materials.
For classical electromagnetic fields, the effect of dielectric
materials is included via the macroscopic displacement field
D = e0E + P, with the polarisation P describing the response of
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the dielectric object, and the magnetic field strength H ¼

1

m0
B �M with the magnetisation M including the magnetic

response of the media.335 This method can be adapted
to the quantised fields and yields the diagonalised field
Hamiltonian336

ĤF ¼
X
l¼e;m

ð
d3r

ð1
0

do�hof̂
y
lðr;oÞ � f̂ lðr;oÞ; (33)

where the field’s ladder operators f̂l are related to the electric
and magnetic fields via the dyadic Green function

ÊðrÞ ¼
ð1
0

do
X
l¼e;m

ð
d3r0Glðr; r0;oÞ � f̂ lðr0;oÞ þH:c:; (34)

B̂ðrÞ ¼
ð1
0

do
io

X
l¼e;m

ð
d3r0r �Glðr; r0;oÞ � f̂ lðr0;oÞ þH:c:; (35)

that is the fundamental solution of the vector Helmholtz
equation

r� 1

mðr;oÞr � �
o2eðr;oÞ

c2

� �
Gðr; r0;oÞ ¼ dðr� r0Þ: (36)

One possibility to handle this complexity is the separation of the
set of charges A into disjointed subsets of neutral particles Ai with
‘‘non’’-overlapping wavefunctions. For instance, particles with
wavefunctions ci,j (from subset Ai,j with i a j) fulfilling

hci|cji/- 0. (37)

This separation is formally equivalent to the series expan-
sion of the Coulomb interaction in eqn (32). According to this
separation, the resulting subsets either describe quantum
objects, such as atoms, molecules, and small clusters, or
macroscopic objects, such as solid surfaces. Concerning the
illustrated method, the macroscopic objects will be considered
as boundary conditions of the vector Helmholtz eqn (36),
whereas microscopic objects will be treated as quantised par-
ticles in eigenstates334

ĤA �
P̂A

2

2MA
¼
X
a2AA

p̂a
2

2ma
þ
X
aab

qaqb

8pe0 r̂a � r̂b
�� �� ¼X

n

En nj i nh j;

(38)

with the centre-of-mass momentum P̂A and the total mass
of the particle MA ¼

P
a
ma. Thus, a particle is completely

described by the set of eigen-energies and eigenstates (En,|ni).
However, typical particles are characterised by by optical data,
such as transition energies337

Emn = h�omn = h�[En � Em], (39)

transition dipole moments337

dnm = hm|d̂|ni = ehm|r̂|ni, (40)

or transition lifetimes tnm, which are quantum-mechanically
described by the transition rates Gnm = 1/tnm, that are related to

the transition energy and dipole moment via338

Gnm ¼
2m0onm

2

�h
dnm � Im Gðr; r;onmÞ � dmn ¼

onm
3 dnmj j2

3�hpe0c3
; (41)

where we used the free-space Green function Im G(0)(r,r,o) = oI/
(6pc) to obtain Fermi’s Golden rule.339 These quantities are
usually combined with the polarisability of the quantised
particle338

anðoÞ ¼
1

�h

X
k

dnkdkn

okn � o� i

2
Gn þ Gkð Þ

þ dkndnk

okn þ oþ i

2
Gn þ Gkð Þ

2
64

3
75;

(42)

with the total transition rate Gk ¼
P
no k

Gkn. The advantage of

this technique is that it dramatically reduces the number of
considered particles. Furthermore, non-relevant quantised
objects at the positions ri can directly be treated via their
induced fields

Gðr; r0;oÞ ¼ o2

c2e0

X
i

Gðr; ri;oÞ � aiðoÞ �Gðri; r0;oÞ; (43)

with typically the free-space Green function G(r,r0,o). In the
coincidence limit (r0 - r), the imaginary part of the Green
function is often called local optical mode-density in classical
optics.334 Here, we concentrate on radiative decays. Non-radiative
decays would require a quantised environment absorbing the
energy in the sense of an open quantum system.340,341

Within the macroscopic quantum electrodynamics, the elec-
tromagnetic fields are considered as a (macroscopically
dressed) response to the vacuum field excitations (33) and the
quantised particle in eigenbasis (38). The remaining part of the
total Hamiltonian (32) is the interaction between the fields and
the particles

Ĥ int ¼
X
a2A

qaf̂ðr̂aÞ �
X
a2A

qa

ma
p̂a � Âðr̂aÞ þ

X
a2A

qa
2

2ma
Â2ðr̂aÞ: (44)

In most cases of interest in practice, one may assume that the
quantised particle is small compared to the wavelength of the
relevant electromagnetic field. Thus, it is useful to approximate
the interaction via the leading-order long-wavelength approxi-
mation. This leading-order expansion of the interaction Hamil-
tonian in terms of the relative particle coordinates leads to the
minimal coupling regime which reads for a neutral object342

Ĥ
min

int ¼ �d̂ � Êkðr̂AÞ �
X
a2A

qa

ma
p
^
a � Âðr̂AÞ þ

X
a2A

qa
2

2ma
Â2ðr̂AÞ;

(45)

with the centre-of-mass coordinate r̂A and the relative momen-

tum p
^
a. An alternative approach to the minimal coupling

regime is the multipolar coupling,342 that yields a series of
interacting multipoles via a Power–Zienau–Woolley
transform.343,344 In the following, we restrict ourselves to con-
sider the dominant dipole interaction Ĥint = �d̂�Ê8(r̂A).
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4.4.1 Dispersion forces. As pointed out in the introduction,
the dispersion forces between neutral objects are distinguished
by the response of the interacting particles, either dielectric
functions for macroscopic objects or dynamics polarisabilities
for quantised objects, see Tables 1 and 2, and Fig. 13. In the
following, we will shortly introduce the origin of the different
dispersion forces.

Casimir force. One possibility to introduce the Casimir force
is the volume averaged ground-state expectation value of the
quantum Lorentz force342

F ¼
ð
V

d3r r̂inðrÞÊðr0Þ þ ĵin � B̂ðr0Þ
D E

r0 7!r
; (46)

with the internal charge and current densities r̂(r) and ĵ(r),
respectively. Together with the continuity equation _rin + r�jin =
0, and the decomposition into noises (index N) and induced
charges and currents, rin = rN � e0r�[wE] and jin = jN � ie0owE,
the internal densities in the quantum Lorentz eqn (46) can be
rewritten in terms of the field operators f̂ (quantisation via
the noise current density jN - ĵN - f̂) and the ground-state
expectation value can be obtained leading the Casimir force342

F ¼ � �h

p

ð
V

d3r

ð1
0

doIm
o2

c2
r � wðr;oÞGðr; r0;oÞ½ �

�

�Tr I� r�r�þo
2

c2
wðr;oÞ

� �
Gðr; r0;oÞ � r0

� ��
r0 7!r

;

(47)

with the three-dimensional identity matrix I. By applying
contour integration techniques, the integral along the real
frequency axis can be turned onto the imaginary axis and

yields.

F ¼ �h

p

ð
V

d3r

ð1
0

dx
x2

c2
r � wðr; ixÞGðr; r0; ixÞ½ �

�

þTr I� r�r��x
2

c2
wðr; ixÞ

� �
Gðr; r0; ixÞ � r0

� ��
r0 7!r

;

(48)

transform the imaginary parts of the Green function (local
mode density) into the propagator of virtual photons. This
change to the imaginary frequency axis provides the interpreta-
tion of the dispersion forces via an exchange of virtual photons
via closed loops due to the coincidence limit that source and
field points coincide r0 / r. Inserting the separation of the
Green function into its bulk and scattering part, G = G(0) + G(S),
and applying the Born-series expansion,334 analogously to
eqn (43), the Casimir force (48) transforms to the well-known
Lifshitz formula (14) discussed in Section 4.1. These forces are
usually measured via atomic force microscopes, see Section 3.1,
and dominate the interactions in MEMS and NEMS, see
Section 2.5.

Casimir–Polder force. This appears between a polarisable
object, which can be described via eqn (38), and a dielectric
surface entering the theory via the induced electromagnetic
fields, eqn (33). Both systems are described via the Fock state
|Ii = |ki|{n}i, as the product state of the particles and field
states |ki and |{n}i, respectively. Both systems are typically
coupled perturbatively with the leading second-order

D2E ¼ Ĥ int

� 

2
¼
X
IaG

Gh jĤ int Ij i Ih jĤ int Gj i
EI � EG

; (49)

with the initial ground state |Gi = |0i|{0}i and the intermediate
state |Ii = |ki|1(r,o)i containing a single excitation for the
particle |ki and a single-photon field excitation |1(r,o)i. Thus,
the energy change induced by the field reads334

DE ¼ m0
p

X
k

ð1
0

do
ok þ o

d0k � oko½ImGðrA; rA;oÞf

�ImkGkðrA; rA;oÞ� � o2ImkGkðrA; rA;oÞ
o
� dk0;

(50)

where we omit the index for the order of the perturbation.
By splitting the Green function into its bulk (free-space)
and scattering part, G = G(0) + G(S), the position independent

part (free-space Green function) Im Gð0Þðr; r;oÞ ¼ o
6pc

I yields

the Lamb-shift345

DE ¼ m0
6p2c

X
k

ok
3 d0kj j2ln mec

2

�hok

� �
: (51)

The remaining position-dependent part of the energy shift
is the Casimir–Polder potential which reads after applying
contour integration techniques334

UðrAÞ ¼
�hm0
2p

ð1
0

dxx2Tr aðixÞ �GðrA; rA; ixÞ½ �; (52)

Fig. 13 Schematic illustration of dispersion interactions: Casimir force
between two dielectric macroscopic objects with permittivities ei and
permeabilities mi, die Casimir–Polder force acting between a polarisable
object a1 and the dielectric body e2, and the van der Waals force interacting
between two polarisable objects ai.
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where we omitted the superscript (S) for the scattering part of
the Green function and used eqn (42) to introduce the particle’s
polarisability. These forces are involved in all situations where
neutral particles get close to dielectric objects, such as particles
in surfaces, see Section 2.1, or scattering of matter waves, see
Sections 3.2 and 3.3.

van der Waals force

This arises between two neutral quantised objects which
classically do not interact. Due to the selection rules of
the dipole operator, which couples only different states, the
perturbative approach (as followed for the Casimir–Polder
interaction) yields the fourth order with a non-vanishing
contribution. Details about this approach can be found in
ref. 342. However for an intuitive understanding, a simpler
approach starts from the Casimir–Polder interaction (52) and
applying the dilute limit of the interacting dielectric surface. In
this case, the corresponding Green function is given by eqn (43)
leading the vdW potential334

UvdWðrA; rBÞ ¼ �
�hm0

2

2p

ð1
0

dxx4Tr aAðixÞ½

�GðrA; rB; ixÞ � aBðixÞ �GðrB; rA; ixÞ�;
(53)

which again can be interpreted as an exchange of virtual
photons, that are created at particle A, transmitted to particle
B, where they interact via its polarisability aB, and propagate
back to particle A and interact. The sum (integral) over all these
scattering processes yields the vdW potential. These forces
determine the structure of van der Waals heterostructures,
Section 2.2.

Dispersion forces, in general, have been widely studied in
theory16,282,336,346–348 and experiments.227,231,349–351 Hence, we
do not want to overstress their further discussions. However, to
end this section, we will discuss finite-size effects for micro-
scopic particles and the transition between different dispersion
forces. Most relevant systems described in this review deal with
bounded particles or at least in very close separation. Thus, the
typical relevant length scales are of the same order as the
extension of the particles leading to a breakdown of the
point-particle assumption. In classical electrodynamics, there
are different ways to account for finite system sizes represented
by a collection of charges, namely the multipole expansion335

fðrÞ ¼ 1

4p
1

r
qþ r � d

r3
þ r �Q � r

2r5
þ � � �

� �
; (54)

with the charge q, the dipole moment d, and the quadrupole
moment Q. The impact of higher-order multipoles is discussed
in the literature, for instance in ref. 352. An alternative
approach to include higher-order of moments follows from
finite-size effects of the particles via a spatially smeared out
dielectric polarisability a = a(r, o),353 see Section 4.2.2.
By taking into account the finite size of a particle, the disper-
sion interactions get corrected in a series corresponding to
higher-order moments.351,354–356

4.4.2 Radiative decays. An important process for nano-
particles near interfaces is the change of optical properties,
such as spectral detunings or change excitation lifetimes. One
is the Purcell effect,357,358 i.e., the environmental influence on
the decay rate of an excited state. While this can be viewed as a
single-particle effect in an effective environment, the collective
effects of an ensemble of particles superradiance,45,359,360 as
used in experiments reported in Section 2.1 and used in nano-
structured solar cells, see Section 2.4. These properties can be
addressed within mQED via the internal quantum mechanical
dynamics of a particle in the presence of dielectric bodies, we
obtain the Hamiltonian (32) by separation into the subsystems:
the atomic system (38)

ĤA ¼
X
n

En nj i nh j ¼
X
n

EnÂnn; (55)

with atomic flip operator Âmn = |nihm|; the electromagnetic
fields ĤF (33); and the atom-field coupling Ĥint = �d̂�Ê(rA),

Ĥ = ĤA + ĤF + ĤAF. (56)

To obtain the internal atomic dynamics, Heisenberg’s
equations of motion338

_̂
Amn ¼

1

i�h
Âmn; Ĥ
	 


¼ iomnÂmn þ
i

�h

X
k

Âmkdnk � Âkndkm

� �
� ÊðrAÞ: (57)

By solving the system of coupled equations of motion (57) and
splitting the result into its imaginary and real part, one obtains,
the atomic frequency shifts for the nth excited state341

Don ¼ �
m0
�h

X
k

onk
2dnk �Re GðrA; rA;onkÞ � dkn

þ m0
p�h

X
k

ð1
0

dx
oknx2

okn
2 þ x2

dnk �GðrA; rA; ixÞ � dkn;

(58)

and the transition rate

Gn ¼
2m0
�h

X
ko n

onk
2dnk � Im GðrA; rA;onkÞ � dkn: (59)

The spectral detuning (58) is the sum of the resonant and the
non-resonant of the particle’s state with the field. The change
of the transition rate (59) is due to the coupling of the states
with lower energies. The transition rate is the inverse of the
excitation decay t = 1/g. Thus, the excitation lifetime changes to
t - 1/(g + Gn). At binding separation, the local mode density is
typically a positive quantity. Hence, a dielectric object results
in a reduction of the excitation lifetime. The simultaneous
consideration of both effects is only relevant if the observed
transition okn is closed a resonance of the dielectric object. In
this case, the impact of the detuning dokn on the local mode
density Im G(rA,rA,onk + donk) gets relevant.

The resulting changes of the resonances frequencies (58)
and transition rates (59) can be interpreted as an environmen-
tal induced state mixing. Inb particular, the energy change is
equivalent to the Casimir–Polder force of excited particles.356
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4.4.3 Dielectric function from density functional theory.
To determine the macroscopic dielectric function e(r,o) within
the DFT, it is common to consider the linear response of the
internal electric field to the external electric field: Eint(q,o) =
e�1(q,o)E(q,o). In the long-wavelength limit (q - 0) and with
the independent single-electron eigenfunctions, the response
due to interband transitions is the joint density-of-states
modulated by the optical matrix elements. For nonlocal poten-
tials or self-energies, the linear momentum operator is replaced
by the velocity (or the position) operator. Local field effects are
typically neglected. The imaginary part of the dielectric tensor
can then be computed as361

e
0 0inter
ab ðoÞ ¼ lim

q!0

4p2e2

VOq2

X
v;c;k

dðec;k � ev;k � �hoÞ

� huc;kþeaqjuv;kihuv;kjuc;kþebqi;

(60)

where VO is the unit cell volume, ea is the Cartesian unit vector,
and uv/c is the cell periodic part of the eigenfunction with
energy ev/c for the valence (v) or conduction (c) band state.

For ionic materials, there is a contribution to the dielectric
response from the dipole-active phonon modes. The vibrations
associated with the longitudinal optical phonons build up an
electric field that screens the carries. In the long-wavelength
limit the phonon dispersion is approximated to be constant for
both the longitudinal optical (LO) and the transverse optical
(TO) modes. The contribution to the imaginary part of the
dielectric function can be modelled as Lorentz oscillators

e
0 0phðoÞ ¼

X
j

SjoTO
2Gjo

ðoTO
2 � o2Þ2 þ Gjo2

; (61)

where Gj is the damping and Sj is the oscillator strength of
the jth mode in its vibration direction. Typically for ab initio
calculations, density functional perturbation theory is
employed to compute the response for the Hessian matrix of
ionic displacements.

For metals, the Drude theory with the plasma frequency opl

describes the intraband screening from the nearly free carriers
in the partially occupied band

e
0 0 intraðoÞ ¼ Gopl

2

oðo2 þ G2Þ: (62)

The total imaginary part of the dielectric function, e
0 0
abðoÞ, is the

summation of the three contributions. The corresponding
response function for imaginary frequencies is obtained from
the Kramers–Kronig relation

eabðixÞ ¼ 1þ 2

p

ð1
0

oe
0 0
abðoÞ

o2 þ x2
do: (63)

In this work, the geometric average e(ix) has been considered.
The summation over the k-mesh in eqn (60) is a computa-

tional challenge. For bulk-like materials, the summation can
be replaced by an integration over the first Brillouin zone;
however, the issue to compute the eigenstates for sufficiently
many k-points remains. The reasons are, first, energy band

crossing yields incorrect integration for each band. This could
be avoided by analysing the symmetry of the eigenfunctions362

and reordering the energy states. Second, a compact k-mesh is
required for metals in order to accurately determine the Fermi
level, especially when several bands are partially filled.363 Third,
since the energy bands have quadratic dispersion around band
extrema, i.e., ej,k p k2, the density-of-states should there
be proportional to the square root of the energy. The linear
tetrahedron integration is a standard algorithm; however,
assuming a linear dispersion ej,k p |k| implies that the
density-of-states is direct proportional to the square of the
energy. A dense k-mesh is therefore required to account for
details in the energy dispersion.364 Furthermore, for a nano-
sized material, assuming Bloch functions and neglecting
surface effects, the summation over the k-points is still
demanding unless the material comprises only a moderate
number of unit cells.

To compute the energy states for a dense k-mesh is time
consuming with hybrid functionals, GW approaches, or
other beyond-DFT methods. There are different approaches to
address this issue, for instance, polynomial fitting,365 smoothed
Fourier interpolation,366 construction of optimal basis,367 or
Wannier-like functions.368 A straightforward method is the full-
band k�p calculation.363,369 The scheme is to perform a DFT
calculation for a sparsely sampled k-mesh, whereupon the energy
states for the dense k-mesh are determined by describing those
states as linear combinations of the DFT eigenfunctions. The
method generates exact results if an infinite number of bands is
used, but already for a rather modest number of bands the k�p
calculations yield accurate results, describing also band crossing.

4.4.4 Polarisable continuum model. The polarisable con-
tinuum approach (PCM),370 or the related conductor-like
screening model (COSMO),371,372 is a computationally inexpen-
sive method to calculate properties of solvated molecules or
surfaces, see Fig. 13. The solvent is modelled solely by its
relative permittivity eM (subscript M for medium), which can
have a large impact on the electronic states. In particular for the
arguably most important solvent, water, with its static polari-
sability of e E 80, the PCM e.g. correctly describes the stabilisa-
tion of the zwitterionic form of proteins.373

An environmental solvent has, in general, two effects on a
dissolved ensemble: (i) restraining of the electronic wave func-
tions and the electron density, and (ii) screening of the long-
range interactions through the medium.374

While dispersive contributions between solute and solvent
are important to obtain accurate solvation energies, dispersive
interactions between different solutes have so far received less
attention. The PCM influences electric fields,375 where e.g. the
Coulomb energy of point charges embedded within a contin-
uous e at distance R is screened by 1/e largely stabilising local
charges. This continuum assumption opens the field of access
polarisability models283 considering local-field effects at the
particles. These models describe effectively the impact of
the surrounding media on the interactions via an effective
dielectric response of the particle. The established model is
Onsager’s real cavity model376 assuming a point-like particle
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embedded in a vacuum bubble of finite radius. This assump-
tion is questionable due to finite particle size leading to more
complex models283 and concerning the hard wall.377,378 Similar
to point charges screening occurs also for dispersive interac-
tions, where one expects screening by 1/e(oopt)

2 with the
frequency oopt in the optical range for usual molecular
systems.374,379 Water has e(oopt) E 1.7, such that the screening
is much less than for pure Coulomb fields. A comprehensive
experimental and theoretical study concerning correct assump-
tions for such models is still required.

4.5 Cavity QED

The interaction of atoms or molecules with the electromagnetic
field is, to lowest order in the perturbative expansion of the
light-matter coupling, determined by the electric–dipole inter-
action Ĥint = �d̂�Ê(rA), with the electric field taken at the
position rA of the atom. In view of second-order perturbation
theory with this interaction Hamiltonian, it is clear that the
interaction strength crucially depends on the local density of
states (LDOS) of the electromagnetic field (see also the discus-
sion on dispersion forces, Section 4.4.1). In a situation in which
the light field is confined in a resonator-like structure, the
density of field modes can be very sharply peaked around one
or more discretely spaced frequencies. If that cavity mode is
resonant with a particular atomic transition, the light–matter
interaction can be treated in a two-level approximation for the
atom, and a single-mode approximation for the field.

Within the framework of macroscopic quantum electro-
dynamics, one can define position-dependent ladder operators
for photon-like excitations as380

âðr;oÞ ¼ � 1

�hgðr;oÞ
X
l

ð
d3r0d �Glðr; r0;oÞ � f̂ lðr0;oÞ (64)

with the coupling constant

gðr;oÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0
�hp

d � ImGðr; r;oÞ � d�
r

: (65)

From this expression, the coupling strength is seen to explicitly
contain the LDOS p Im G(r,r,o). The ladder operators define
single-quantum field excitations |r,oi = â†(r,o)|{0}i. In the limit
of a sharply peaked LDOS with a Lorentzian profile around a
centre frequency oc with width g,

g2ðr;oÞ ¼ g2ðr;ocÞ
g2=4

ðo� ocÞ2 þ g2=4
; (66)

one can construct photon-like single-excitation states as

j1i ¼
ffiffiffiffiffiffi
g
2p

r ð
g

doffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðo� ocÞ2 þ g2=4

p jrA;oi: (67)

In the subspace containing at most one excitation, and on
timescales on which relaxation processes can be neglected, the
interaction is equivalent to the Jaynes–Cummings model381,382

with the Hamiltonian

Ĥ ¼ �hocâ
yâþ 1

2
�hoAŝz þ �hg âŝy þ âyŝ

� �
(68)

in which a single field mode â with frequency oc couples to a
two-level atomic transition with frequency oA E o. In this
model, the transitions between the energy levels of the two-level
atom with ground state |gi and excited state |ei are described by
transition operators s = |gihe| and ŝ† = |eihg|, and sz = |eihe| �
|gihg| denotes the atomic inversion operator. The coupling

strength g (¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pgg2ðrA;ocÞ

p
=2 in the framework of macroscopic

QED380) is given by the overlap of the atomic transition dipole
moment and the cavity electric field. As we have assumed near
resonance between atomic transition and the cavity mode, we
have employed the rotating-wave approximation and dropped
the off-resonant, counter-rotating terms that would ordinarily
be present in the electric–dipole Hamiltonian (for ultra-strong
coupling, this assumption is no longer valid and has to be
relaxed, leading to the Tavis–Cummings model383).

The Jaynes–Cummings model is a rare example of an exactly
solvable model of interacting quantum systems. The Hamilto-
nian (68) is block-diagonal in the basis of atom-field states
{|n,ei,|n + 1,gi} containing either n photons and with the atom
in its excited state, or the field containing n + 1 photons on the
expense of the atom residing in its ground state,

Ĥ
jn; ei

jnþ 1; gi

 !
¼ �h

noc þ
1

2
oA �g

ffiffiffiffiffiffiffiffiffiffiffi
nþ 1
p

�g
ffiffiffiffiffiffiffiffiffiffiffi
nþ 1
p

ðnþ 1Þoc �
1

2
oA

0
BB@

1
CCA jn; ei

jnþ 1; gi

 !
:

(69)

The eigenvalues of the Hamiltonian matrix are

�hon;	 ¼ �hoc nþ 1

2

� �
	 1

2
�hDn (70)

with the Rabi splitting Dn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ On

2
p

that depends on the
detuning d = oA � oc of the atomic transition from the cavity

resonance, and the n-photon Rabi frequency On ¼ 2g
ffiffiffiffiffiffiffiffiffiffiffi
nþ 1
p

. Its
eigenstates are linear combinations of the unperturbed states

jn;þi

jn;�i

 !
¼

cosYn sinYn

� sinYn cosYn

 ! jn; ei

jnþ 1; gi

 !
(71)

with the rotation angles

sinYn ¼
Onffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðDn � dÞ2 þO2
p ; cosYn ¼

Dn � dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDn � dÞ2 þO2

p : (72)

At exact resonance, d = 0, the unperturbed states are pairwise
degenerate, except for the lowest-energy state |0,gi that is not
coupled to any other state. This degeneracy is now lifted by
the atom-field interaction, and the level splitting equals the

n-photon Rabi frequency On ¼ 2g
ffiffiffiffiffiffiffiffiffiffiffi
nþ 1
p

. It is worth noting
that even in the absence of a photon, n = 0, the eigenstates
|0,	i are split by the vacuum Rabi splitting O0 = 2g. At
exact resonance, the exact eigenstates (or dressed states)
are (anti-)symmetric combinations of the unperturbed states

j0;	i ¼ ð
j0; ei þ j1;giÞ=
ffiffiffi
2
p

.
Because the Jaynes–Cummings model is exactly solvable,

the resulting unitary evolution is also known exactly.334 Its
experimental verification384 using superconducting microwave
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cavities and circular Rydberg atoms has been remarkably
successful, and included the generation of maximally entangled
pairs of atoms385 as well as of Schrödinger cat-like states between
an atom and the radiation field,386 the development of a single-
atom single-photon quantum interface387 or the observation of
photon blockade388 in a cavity.

More recently, it has been realised that the strong coupling
to light in a cavity also influences the dynamics of chemical
reactions177,180,181 which led to the development of the field of
polaritonic chemistry or QED chemistry.179 The strong coupling
to the cavity field can be used to control chemical reaction
rates177 or energy-transfer rates between molecules.182 These
developments opened up a new field in which even the engi-
neering of novel quantum materials becomes feasible.183 What
has started out as a model system in quantum optics, strong
coupling to light fields has turned into an important tool
in fields ranging from quantum information processing and
quantum engineering to QED-enhanced chemistry.

4.6 Prediction of molecular aggregate structures

A fascinating field of experimental applications is to use the
ability of weakly interacting molecules to self-organise on
interfaces and surfaces (see, e.g., Sections 2.1, 2.2, 2.4,
2.3).39,93 The resulting structures are often stable at elevated
temperatures and can therefore be produced at air–water
interfaces78,79 or within liquid environments.389–391 The latter
allows for electrochemical control that gives an additional
handle on a variety of structures that can be achieved.392

Theoretical descriptions of such aggregates are mostly based
on modelling experimentally observed patterns, but efforts for
ab initio theoretical predictions of molecular aggregate struc-
tures are less frequent. Such a possibility would be an essential
prerequisite to develop molecular target structures that will
exhibit tailored photonic and electronic properties as materials
(see Section 2.4 on solar cells). Usually, geometries of small
aggregates are created manually, extracted from experimental
crystal structures, or are identified by searching for minima on
the energy hypersurface. Due to the obvious drawbacks of the
first two ways, namely limitation by chemical intuition and
availability of crystal structures, an overview of currently avail-
able methods for theoretical determination of aggregate struc-
tures is given here.

An established method to determine energetically favour-
able, hence frequently appearing, aggregate structures is mole-
cular dynamics (MD) simulations,393 but it is often very time-
consuming and does not accurately describe the dispersion
interactions. Faster coarse-grained simulations does not always
allow a simple back-mapping of the coarse structure to the
underlying atomistic structure.394–396 Alternatively, the energy
hypersurface of dimers might be explicitly sampled, what can
be very demanding also. Therefore, fitting approaches that
necessitate only a few quantum chemical calculations of
possible dimer structures and approaches where multiple
dimer structures are created randomly or systematically have
been developed.397,398

In one of such systematic approaches, all possible dimers of
a pre-defined spatial (e.g., 100 � 100 � 100 points) and
rotational grid (e.g., yielding 106 � 10 � 10 � 10 total grid
points) are energetically evaluated with force fields methods
as implemented in the OpenBabel program. The program
EnergyScan,399 which utilises OpenBabel libraries, efficiently
identifies energetically favourable and geometrically distinct
dimer structures. For the case of urea, identical dimers have
been identified through extensive MD runs,393 but p-stacks are
not properly recognised as energetically favourable due to the
disadvantages of the force fields.399 For example in porphin,
approximately 6400, 3260, and 1900 energy evaluations can be
performed per second and thread on a desktop computer (year
2018) for a dimer, a trimer, and a quadrumer of porphin,
respectively. To properly identify all relevant aggregate struc-
tures, i.e., those bound by dispersion forces, supplementary
searches based on DFT (see Section 4.3) or other methods
(see Section 4.4.1) are necessary (Fig. 14).

Upon increasing the concentration of organic dyes in
solution, the individual dye molecules can self-assemble in
supra-molecular structures (e.g., cylinders) consisting of
thousands of molecules.400 The resulting structure depends
on an intricate interplay between the morphology of the dye
molecules, entropic effects, and electrostatic and dispersive
interactions. Direct imaging of these fragile structures is a
difficult task and therefore, typically a combination of optical
spectroscopy techniques is used to obtain information about
possible structures.400–404 A promising future direction is the
application of machine-learning methods to extract the
arrangement of the molecules of the aggregate from optical
spectra and theoretical calculations, ref. 405. In recent years,
these spectroscopic approaches have been amended by
Cryo-STM images406,407 and also first steps have been made
to investigate the stability of the predicted structures using
molecular dynamics simulations.408–413

4.7 Ensembles of highly excited atoms

In nearly all of the examples discussed in this review, the
dispersion forces are mostly relevant at small distances in the
nanometer range. Highly excited atoms (the so called Rydberg
atoms) are paradigmatic systems to precisely study dispersion
interactions, which manifest themselves even at interatomic
distances in the order of several micrometers. This is because
of the huge polarisability of such Rydberg atoms, which scales
roughly as n7, where n is the principal quantum number of the
Rydberg electron.

This long-range interaction leads for example to the for-
mation of macrodimers414,415 and it is important for the
implementation of quantum gates.416–419 Ensembles of Ryd-
berg atoms can for example be excited in ultra-cold gases or
Bose–Einstein condensates. Here, the long range interactions
play a crucial role in forming correlated distributions of the
excited atoms. In recent years it became also possible to create
arrangements of Rydberg atoms in nearly arbitrary arrange-
ments using optical lattices or tweezer arrays.420,421
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To get a feeling about the most relevant aspects of the long-
range interactions between Rydberg atoms, we will discuss the
example of alkali atoms (such as lithium or rubidium), which
are commonly used in experiments. Alkali atoms are hydrogen-
like, with their single valence electron moving in a modified
Coulomb potential because of the polarisability of the core
electrons.422 The size of their wavefunction scales with n2. As it
is common to work in experiments with principal quantum
numbers in the range from n = 20 up to n = 200, their classical
Bohr radius of roughly 1 mm for n = 200 makes them meso-
scopic quantum objects.

In the following we consider two atoms, denoted by A and B.
Their quantum evolution is governed by the Hamiltonian
H = HA + HB + Vint, where HA and HB are the Hamiltonians of
the individual atoms [eqn (38)] and Vint is the interaction
between the two atoms. We consider the case in which the
distance between the atoms located at RA and RB is so large that
there is negligible overlap of their wavefunctions,423 i.e. we
assume R = |R| = |RA � RB| 4 2(hrA

2i1/2 + hrB
2i1/2), where the

coordinates of the valence electron of each atom with respect to
the position of the atom core are denoted by rA and rB,
respectively. On the other hand, we restrict ourselves to dis-
tances where the retardation effects of the interaction between
the two atoms can be neglected. This distance can be
estimated424 by Rret E (n � dl)

3/(8pRy) with Ry the Rydberg
constant of the respective atom and dl the quantum defect,
which depends on the angular momentum state l. For distances
|RA � RB| o Rret, the interaction between the atoms is approxi-
mated as the sum of the Coulomb interactions between the
positively charged cores and the Rydberg electrons which is
conveniently expressed in terms of interactions between the
multipoles of the individual atoms. For not too small separa-
tions between the atoms, the dominant term is the dipole–

dipole interaction Vint �
e2

R3
½rA � rB � 3 rA � RÞðrB � RÞ=R2

� 

. At

these distances, one can perform second-order perturbation

theory425 with respect to the eigenstates of the individual atoms
|nA,lA,jA,mAi|nB,lB,jB,mBi, where n, l, j and m denote the princi-
pal quantum number, the orbital angular momentum, the total
angular momentum and the corresponding magnetic quantum
number of the individual atoms, respectively. The energy of
such a state is EnA,lA,jA

+ EnB,lB,jB
and is independent of the

magnetic quantum numbers mA and mB. Let us first consider
the case when both atoms have the same quantum numbers n,
l, and j, i.e., they have the same energy En,l,j and the unper-
turbed energy of the pair state is 2En,l,j, which is (2j + 1)2 fold
degenerate. Consider for example the case when both atoms are
in a state with principal quantum number n state and angular
momentum l = 0. Ignoring the fine structure splitting and the
magnetic quantum numbers, the second-order expression for
the energy correction becomes425–427

E
ð2Þ
nS � �

C6

R6
; (73)

where the C6-coefficient is given by

C6 ¼ C6ðnSÞ ¼ 6
X
nA;nB

jhnSjdzjnAPij2jhnSjdzjnBPij2
EnAP þ EnBP � 2EnS

; (74)

where we have taken the atoms to be located on the z-axis and
dz denotes the z-component of the dipole operator of the
respective atom which, by the usual selection rules, couples
only to states with angular momentum l = 1. For n 4 20, the
dominant contributions to the sum stem from states with
principal numbers nA and nB close to n, typically |nA/B � n| o
10. The fractional contribution of the remaining terms
(together with the integral over the continuum) is usually
smaller than 10�4. In contrast to the vdW interaction between
atoms/molecules in their ground states, for the case of excited
atoms the denominator EnAP + EnBP � 2EnS can become positive
as well as negative. For this reason, the C6-coefficient can be
positive or negative and scales as n11 with the principal quantum
number. Similar results hold for other low angular momentum
states nP, nD and nF. For some combination of states, the
denominator becomes very small so that one has to use degenerate
(first-order) perturbation theory (for example for the 38P3/2 state of
rubidium). This results in a deviation from the 1/R6 scaling and a
cross-over to a 1/R3 behaviour. For non-zero angular momentum
states the C6-coefficient becomes a tensor with respect to the
magnetic quantum numbers.425 For heavy atoms (such as rubi-
dium and caesium), the tensor character can also arises for the
nS1/2 state because of the large fine structure splitting.

So far, we discussed the dispersion interaction for the case
when both atoms are in the same Rydberg state. If the atoms
are in angular momentum states that differ by one, then one of
the pair states is degenerate and one has first to diagonalise the
respective subspaces, which results in a 1/R3 distance scaling.

Many recent experiments are performed at rather small
distances and with such a precision that perturbative calcula-
tions as well as restrictions to the leading dipole–dipole inter-
action term are no longer sufficient. Then, diagonalisation
within a suitable two-particle basis is the method of choice.
In ref. 424, 428 and 429, relevant aspects of such calculation for

Fig. 14 Local energy minimum geometries and associated binding ener-
gies of urea dimers as found by EnergyScan with subsequent quantum
chemical optimisation. The first four types are urea–urea pair-
conformations known from the literature, the first three of which have
been identified in the literature through extensive MD simulations. Dot-
dashed lines indicate hydrogen bonds. Reprinted with permission from
Sachse et al.,399 Copyright (2018) John Wiley and Sons.

PCCP Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
no

ve
m

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 2

6.
 1

0.
 2

02
5 

01
:3

6:
48

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2cp03349f


2696 |  Phys. Chem. Chem. Phys., 2023, 25, 2671–2705 This journal is © the Owner Societies 2023

Rydberg energy potential surfaces are reviewed. One finds that
overall the eigenenergies and eigenstates as function of dis-
tance show a rich behaviour with strong state mixing at small
distances, and even at larger distances different power laws
can appear. This picture is even more complicated when the
Rydberg atoms are close to a surface430 or when more than two
Rydberg atoms are involved.

Experimentally, there is a long tradition to investigate
the van der Waals interaction between Rydberg atoms and
surfaces.431,432 Recently, it has also become possible to investigate
the interaction between two individual Rydberg atoms.433,434

Good agreements between experiment and numerical results
based on the full diagonalisation in a large basis have been found.

5 Conclusions

This review aims to give an overview of weak (non-covalent)
interactions, demonstrating the role they have played in recent
research projects. Due to the huge variety in different applica-
tions, such as nano-structured materials for solar cells (Section
2.4); vdW heterostructures (Section 2.2); micro- and nano-electro-
mechanical systems (Section 2.5); and electrochemical transistors
(Section 2.3) (to name some applications discussed in this article);
resulting applications from interactions on surfaces (Section 2.1);
self-organisation (Section 4.6) and many besides, weak interac-
tions are studied from different perspectives that we want to bring
closer together. We introduced the research topic with a summary
of the terminologies used in various scientific communities,
Section 1. We illuminated their investigations by discussing the
effects, such as Rabi splitting, Section 2.6, or superradiance,
Section 2.1, and characterisation methods such as microscopy,
Section 3.1, helium scattering, Sections 3.2 and 3.3, and back-focal
plane imagining, Section 2.3. Finally, we summarised different
theories describing these materials and their dielectric properties.
Here, we focused on microscopic modelling via density functional
theory, Section 4.3, and their propagation to larger scales in the
mean-field approximation, Section 4.6, and via statistical meth-
ods, Section 4.1, and macroscopic quantum electrodynamics,
Section 4.4. These models work best in a vacuum, whereas most
experiments occur in a solution or are strongly influenced by a
surrounding medium. To this end, we illustrated extensions to
continuum models, Section 4.4.4, and included an entire chapter
on interactions between colloids, Section 4.2, and finalised the
manuscript with an outlook on field enhancements via cavities
leading to strong coupling, Section 4.5, and effects caused by
highly excited (Rydberg) atoms, Section 4.7. Finally, weak interac-
tions in complex materials are a vast topic and studied by many
different scientists. This article cannot reflect the entire research,
but we are confident that it supports the exchange between the
involved researchers.
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131 C. Hägglund and S. P. Apell, J. Phys. Chem. Lett., 2012, 3,

1275–1285.
132 H. Shen, P. Bienstman and B. Maes, J. App. Phys., 2009,

106, 073109.
133 A. Augusto, E. Looney, C. del Cañizo, S. G. Bowden and
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Göteborg, Sweden, 2012.
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371 A. Klamt and G. Schüürmann, J. Chem. Soc., Perkin Trans.

2, 1993, 799–805.
372 A. Klamt, V. Jonas, T. Bürger and J. C. Lohrenz, J. Phys.

Chem. A, 1998, 102, 5074–5085.
373 R. Ghassemizadeh, B. Moore, T. Momose and M. Walter,

J. Phys. Chem. B, 2019, 123, 4392–4399.
374 J. Fiedler, M. Walter and S. Y. Buhmann, J. Chem. Phys.,

2021, 154, 104102.
375 S. Pipolo, S. Corni and R. Cammi, J. Chem. Phys., 2014,

140, 164114.
376 L. Onsager, J. Am. Chem. Soc., 1936, 58, 1486–1493.
377 A. Held and M. Walter, J. Chem. Phys., 2014, 141, 174108.
378 J. Fiedler, F. Spallek, P. Thiyam, C. Persson, M. Boström,

M. Walter and S. Y. Buhmann, Phys. Rev. A, 2019, 99,
062512.
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O. Eckardt, A. Dathe, F. H. Schacher, E. Täuscher, U. Ritter,
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429 N. Šibalić, J. D. Pritchard, C. S. Adams and K. J. Weatherill,
Comput. Phys. Commun., 2017, 220, 319–331.

430 J. Block and S. Scheel, Phys. Rev. A, 2017, 96, 062509.
431 A. Anderson, S. Haroche, E. A. Hinds, W. Jhe and D. Meschede,

Phys. Rev. A: At., Mol., Opt. Phys., 1988, 37, 3594–3597.
432 V. Sandoghdar, C. I. Sukenik, E. A. Hinds and S. Haroche,

Phys. Rev. Lett., 1992, 68, 3432–3435.
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