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Abstract 

 The suitability of a battery for a given application depends on its metrics for energy (Wh/kg 

and/or Wh/L), power (W/kg and/or W/L), cost ($/kWh), lifetime (cycles and/or years), and safety. 

This paper provides a data-driven perspective explaining how material properties, cell design 

decisions, and manufacturing costs influence and control these metrics. Insights drawn from the 

literature and past experience are supported by 200,000+ Monte Carlo simulations, which were 

conducted for lithium-ion batteries using the Battery Performance and Cost Model (BatPaC). A 

cell with optimal energy, power, and cost is best achieved with a high voltage and a low area 

specific impedance. If the focus is only on optimal energy and/or cost (i.e., where power is less 

critical), cells also benefit from active materials with high specific capacities. For example, the 

energy metric of 500 Wh/kg can be met in cells with open circuit voltages 4 V only if the average 

specific capacity of the positive and negative materials is at least ~500 mAh/g. The cost metric of 

$75/kWh can be met in 4 V cells only at average capacities of ~1000 mAh/g. The values of other 

parameters (e.g., thicknesses, densities, and material costs) are shown to have less influence on 

achieving cell metrics. It is suggested that the best way to achieve optimal energy, power, and/or 

cost while maintaining long lifetimes and safe operation is through modification of these other 

Page 1 of 69 Energy Advances



2 

 

parameters to facilitate the stable operation of materials with high voltage, high capacity, and low 

area specific impedance. It is also shown that new negative active materials must produce cells 

with an area specific impedance less than 85 Ω cm2 to be cost-competitive in all electric vehicles. 

 

Keywords: technoeconomic modeling, tradeoffs, degradation, perspective, targets   
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1. Introduction 

 Modern society depends on batteries to power and store energy in key devices used for a 

range of applications, including consumer electronics, power tools, medical devices, vehicles, 

spacecraft, and grid-level energy storage.1 Each battery application has a unique set of performance 

requirements and constraints, which makes it difficult for any single battery technology to 

dominate all applications.2 Therefore, the vast range of battery applications is served by a range of 

battery technologies. Key metrics for characterizing batteries are defined in Section 2.  All battery 

technologies operate from the same principles: energy is stored in two physically separated active 

materials and released when electrical and ionic connections are made between the two materials, 

facilitating a redox reaction.3,4 The active materials are the foundation of any battery technology. 

The development of new active materials that can improve the cost and performance of 

applications is a major focus of the battery field.5–10 Predicting the success of new active materials 

and determining their target applications can be challenging. The properties of the active materials 

provide only the theoretical performance of the battery.11 The practical performance depends on 

the way the materials are packaged and operated to facilitate the redox reactions while 

guaranteeing the battery is stable and safe.12–18 The goal of this perspective paper is to provide 

insight into the major factors dictating how material properties and cell design choices translate 

into device-level performance and cost. This paper is intended to aid researchers doing 

fundamental research by providing information on how the basic properties and performance 

measured at lab scale translate into commercial cells.  

 Most batteries use solid active materials (i.e., lead-acid, lithium-ion, and zinc-alkaline 

batteries), but an emerging set of batteries designed for the electric grid use liquid active materials 

(i.e., redox-flow and liquid-metal batteries).19–26 Lithium-ion batteries are the most widely used 
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technology because they have high energy and power densities, which make them suitable for a 

range of major applications such as cell phones, laptop computers, and electric vehicles.3,11,27 The 

large size of the lithium-ion battery market also creates a cost advantage, due to increased research 

and development efforts and economies of scale, which has driven their rapid adoption for grid-

level energy storage applications.28,29 Lithium-ion batteries are the state-of-the-art technology for 

most applications and are commonly used as the benchmark when developing emerging 

technologies. For this reason, we will take a dual approach by rooting the discussion in lithium-

ion batteries while also investigating a broad range of parameters to make the discussion applicable 

to other battery technologies. Note that the nomenclature, manufacturing methods, performance 

assumptions, cell architectures, cell form factors, and material properties will be most consistent 

with the lithium-ion battery field. 

 We begin with an overview of the key battery metrics and a discussion of their relevance 

in key applications. Next, we present an overview of the steps used to transform active materials 

into commercial battery cells. This section provides the groundwork for understanding the design 

decisions and manufacturing steps required to build a viable commercial cell from the active 

materials. The next section introduces a set of Monte Carlo simulations that were conducted using 

the Battery Performance and Cost Model (BatPaC) developed by our group.12 These simulations 

provide a data-driven tool with which to evaluate various perspectives on cell design drawn from 

traditional practice, the literature, and personal experience. The simulations were used to sample 

the entire parameter space associated with material properties, cell design, and manufacturing. The 

simulations provide statistical data that highlight the parameters that are important when 

attempting to transform active materials into cells that achieve desired performance targets. These 

data are used to ground the next three sections, which outline the key parameters that influence the 
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energy, power, and cost targets, respectively. The final two sections discuss the ramifications of 

including lifetime and safety concerns when designing a cell. Overall, this paper seeks to provide 

insight into the complications of translating research-scale materials into commercially viable 

battery cells. The discussion focuses on identifying bottlenecks in achieving cell metrics and 

describing current and potential pathways for achieving desired cell performance.  The simulation 

results allow us to add a new dimension to this discussion of the main property effects. Whereas 

researchers do understand such effects qualitatively, we are able to offer some quantitative effects 

here. 

 

2. Battery Metrics 

The set of performance and cost requirements for a particular application is usually 

specified by a set of metrics related to the energy, power, cost, lifetime, and safety of the battery.1 

Researchers are generally aware of these battery metrics when investigating new active materials 

or new battery chemistries. However, a quantitative awareness of the metrics can help researchers 

more easily identify promising materials/chemistries and guide research efforts toward battery 

technologies that meet some or all the important metrics for a given application. Table 1 lists the 

applications that are, in our view, most and least sensitive to each of the five main battery metrics. 

The goal of the table is to introduce the metrics and provide a baseline understanding of how the 

target application influences the desired metrics of a battery. In the rest of this section, we define 

and discuss each metric in turn.  
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Table 1. Most and least sensitive applications for each battery metric. 

Metric Category Most Sensitive Applications Least Sensitive Applications 

Energy  

(Wh/L, Wh/kg) 

Vehicles, consumer electronics, 

aviation 

Grid-level applications (Wh/kg), non-

urban grid-level applications (Wh/L) 

Power  

(W/L, W/kg) 

Hybrid-electric vehicles, power 

tools 

All-electric vehicles, grid-level 

applications 

Cost  

($/kWh, $/kW) 

Grid-level applications, 

passenger/commercial vehicles 

Aerospace, medical, military 

Lifetime  

(cycles, years) 

Aerospace, grid-level 

applications, vehicles 

Consumer electronics 

Safety Medical none 

 

Energy metrics are classified by either the amount of energy stored per battery volume 

(i.e., energy density in Wh/L) or the amount of energy stored per battery mass (i.e., specific energy 

in Wh/kg). The amount of energy is determined by i) the voltage difference between the active 

materials and ii) the number of electrons stored in their charged states, which is often reported as 

the specific capacity in units of mAh/g.11,30,31 The applications most sensitive to these energy 

metrics are those requiring long discharge times and involving physical transportation of the 

battery. Representative applications include vehicles (e.g., scooters, e-bicycles, passenger 

vehicles, and commercial trucks), consumer electronics (e.g., laptops, cell phones, wearable 

electronics, and drones), and aviation (including emerging all-electric aerial vehicles).3,32,33 The 

applications least sensitive to specific energy (Wh/kg) are stationary, grid-level applications (e.g., 

renewable energy shifting, energy arbitrage, ramping, and frequency regulation). As for energy 

density (Wh/L), only non-urban, grid-level applications are insensitive to this metric because they 
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tend to exist in remote locations where land constraints are minimal. Urban battery installations or 

installations in land-constrained substations would have volumetric restrictions.4 

Power metrics are classified by either the amount of power supplied per battery volume 

(i.e., power density in W/L) or the amount of power supplied per battery mass (i.e., specific power 

in W/kg). The most sensitive applications are those requiring brief periods (seconds to minutes) of 

high power and involving physical transportation of the battery. “High power” refers to instances 

when the power-to-energy ratio (P/E ratio) is greater than ~10, where the P/E ratio is the peak 

power divided by the available energy in the system and has units of inverse time (h-1). Sensitive 

applications include power tools and hybrid-electric vehicles, where the battery is mainly used for 

regenerative braking and acceleration.34,35 The least sensitive applications are all-electric vehicles 

and grid-level applications. Power metrics are unimportant in all-electric vehicles because the 

energy requirement associated with the need for a long range forces vehicles to contain larger 

batteries, which have no issue meeting power demands.11 Power metrics are unimportant on the 

grid, where batteries are typically used in longer-duration (low P/E) applications.36  

Cost is reported in $/kWh or $/kW, depending on whether the application is energy- or 

power-sensitive, respectively. The unit $/kWh is significantly more common because most battery 

applications have discharge-time requirements that make $/kWh a more informative metric. Most 

applications benefit from lower cost, but many applications can accommodate some tradeoff of 

cost for improved performance. The most sensitive applications, where low cost is vital, are all 

grid-level applications and passenger/commercial vehicles.32,37 Grid-level applications are 

sensitive to cost because they operate in a market where the main commodity (electricity) is fairly 

inexpensive and margins for profitability can be thin.38 Vehicles are sensitive to battery cost 

because the battery can be a large fraction of the total vehicle cost (15–25%), which impacts the 
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total cost of ownership of the vehicle.39 The least sensitive applications are those where the size, 

lifetime/reliability, and safety of the battery far outweigh any cost concerns. These correspond to 

aerospace, medical, and military applications. 

Lifetime is measured in number of cycles or years of operation before the energy or power 

capability of the battery degrades below an allowable level. Lifetime is an important consideration 

for most applications because it also impacts the energy, power, and cost metrics. The energy (Wh) 

and/or power (W) performance of a cell degrades over its operating lifetime, so cell manufacturers 

rate the energy and power based on performance at the end of the warranty period. To guarantee 

these ratings, manufacturers over-design the cell for the beginning of life based on known or 

expected degradation rates. Over-designing the cell negatively impacts the other cell metrics 

because it requires excess material. Minimizing the degradation rates to minimize the degree of 

cell over-design is commercially advantageous, because it enables manufacturers to extend the 

warranty period in applications requiring long life. The most sensitive applications include all grid-

level applications and electric vehicles, where both may require thousands of cycles and/or 10 to 

20+ years of operation are required.32,40 For instance, grid-level energy storage technologies are 

often compared based on their levelized cost of energy stored (LCOS), which has units of 

$/kWhlife, where kWhlife is the total energy throughput during the warrantied life.38,41 Lifetime is 

also synonymous with reliability and reflects the ability of a battery technology to operate in its 

designated environment without unexpected failures. In that context, the most sensitive 

applications also include aerospace applications, where reliable operation of the battery is 

necessary to guarantee success of the mission, especially when battery replacement is impossible, 

as in satellites and extraterrestrial rovers.42 The least sensitive applications for lifetime are 
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consumer electronics, where 3–5 years and <1,800 cycles are sufficient to match the typical 

lifecycle of a cell phone, laptop computer, or smart watch.27 

The final metric is safety, which can be defined as the likelihood of the battery causing 

harm to individuals or the environment. The most sensitive applications are medical applications 

where batteries can be located on or inside an individual, providing no opportunity for the 

individual to remove themselves from the situation if an issue arises. There are no least sensitive 

applications when it comes to safety. It is paramount for all batteries to operate without 

endangering the user and the environment.32,43 

 

3. Transforming Active Materials into Cells 

Understanding the commercial cell fabrication process is critical for understanding how 

material properties and design decisions translate into cell metrics. Active materials must undergo 

electrode and cell assembly processes to function in working commercial batteries.12,44,45 Figure 1 

provides a schematic overview of the processes used to transform active materials into a 

commercial pouch cell. The processes in Figure 1 are directly applicable to most battery 

chemistries. The figure includes the inactive materials that are added to commercial cells to 

facilitate, control, and contain the electrochemical reactions between the active materials. This 

discussion (and the Monte Carlo simulations introduced in the next section) focus on the pouch 

cell format, which is a common format used in electric vehicles and consumer electronics. 

Cylindrical, prismatic, and button/coin formats are also widely used in battery applications.44,46 

These cells are assembled with modifications to the process described herein, but they still require 

the same inactive components. The conclusions and insights provided here are kept broad to ensure 

applicability for all cell formats.  
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Figure 1. Processes used to build a commercial lithium-ion pouch cell from active materials. 

 

The left side of Figure 1 shows the process for building one electrode assembly. The 

positive and negative electrode assemblies are the building blocks of a commercial pouch cell. The 

process is the same for both positive and negative electrodes. To form an electrode, the active 

materials are first mixed with inactive components, which improve the connectivity, conductivity, 

and stability of the active materials.44 In lithium-ion batteries, carbonaceous conductive additives 

(e.g., carbon black, carbon nanotubes, graphene, etc.) are included to improve the electrical 

connectivity between active material particles, which improves the utilization of the active 

materials and the electrical conductivity of the electrodes.47,48 Polymer binders are also included 

as inactive components to join the particles together and provide structural support.49,50 Some 

electrodes may require additional additives to improve performance and longevity. For instance, 

silicon electrodes in lithium-ion batteries can benefit from lithium-containing additives to help 

with capacity loss during initial cycling.51,52 Next, a slurry of the active and inactive materials is 

deposited (electrode layer) onto current collectors, which provide electrical connections from the 

Page 10 of 69Energy Advances



11 

 

active materials to similar electrodes and to external portions of the cell. Figure 1 shows the 

electrode-foil architecture used in lithium-ion batteries, where the same electrode materials are 

coated on both sides of a thin current-collector foil (e.g., aluminum or copper). 

Next, positive and negative electrode assemblies are stacked in alternating layers with 

separators in between.44,46 This layering is repeated tens to hundreds of times to generate a dense 

mass of battery materials, called a stack. The separators keep the positive and negative materials 

electrically isolated while allowing for ionic transport in between. For this reason, they typically 

overhang the electrode slightly to prevent shorting. The current-collector foils also extend past the 

electrodes (in Figure 1 the extensions are not shown); to provide external electrical connections, 

the current-collector foils are welded to tabs (in Figure 1 the tabs are not to scale). The stack is 

placed into a pouch, which is then filled with electrolyte and sealed.  

 

 

4. Monte Carlo Method for Determining Correlations 

The perspectives presented here are supported by data generated from Monte Carlo 

simulations. These simulations were conducted over the range of commercially relevant material 

properties, designs, and costs using the BatPaC model.12 BatPaC is a freely available, spreadsheet-

based tool developed by our group at Argonne National Laboratory over the last 15 years. BatPaC 

employs a bottom-up calculation, whereby the size, mass, and cost of battery cells and packs are 

determined from inputs related to the battery chemistry, battery design, and manufacturing 

specifications. The Monte Carlo simulations in this study were conducted by randomly selecting 

the values for input parameters within plausible ranges. The outputs from BatPaC (i.e., power, 

energy, and cost metrics) for the random sets of input parameters were collected into a database 

for statistical analysis. The database was generated from 200,000 simulations, with each simulation 
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employing a random selection of all the input parameters listed in Tables 2 and 3. The simulations 

all assume 2-cm-thick pouch cells with a length-to-width aspect ratio of 3:1. 

Table 2 lists the material property and cell design inputs used in the Monte Carlo 

simulations. For each simulation, a random value for each parameter was chosen between the 

minimum and maximum values listed in the table. The minimum and maximum values were 

chosen to represent commercially relevant property values for current and promising technologies. 

The range of positive active material capacities (Q+,act) in Table 2 accounts for commercially 

relevant, spinel materials at the low end (e.g., lithium iron phosphate [LFP] and lithium manganese 

dioxide [LMO]) and promising materials under development at the high end (i.e., lithium 

sulfur).11,53 The range of negative active material capacities (Q-,act) accounts for such low-capacity 

commercial materials as lithium titanate (LTO) at the low end and a practical, yet ambitious, value 

for lithium metal at the high end.54,55 The separator and electrolyte properties (ρsep, εsep, δsep, and 

ρelyte) and area specific impedance values (ASI0) were chosen to represent both current liquid-

electrolyte systems and future all-solid-state batteries.56,57 The range for the average open circuit 

voltage (𝑉̅) includes aqueous, solvent, ionic liquid, and solid-state electrolytes.31,58 To put these 

numbers into perspective, Figure 2 shows the Ragone space (specific energy versus specific 

power) for all 200,000 simulations in gray.12 The figure also overlays subspaces for several 

commercial and emerging lithium-ion technologies. The subspaces were generated from additional 

Monte Carlo simulations run over the parameter ranges in Table S4. The figure confirms that 

current and emerging technologies are accounted for in the database of 200,000 simulations. It 

also indicates that the database contains a significant number of permutations with the potential to 

improve upon existing technologies. These combinations of variables are important because they 

will direct the subsequent discussion of methods for improving battery performance. 
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Table 2. Material property and cell design inputs in Monte Carlo simulations in BatPaC. 

Input Parameter Symbol 

Min. 

Value 

Max. 

Value Units 

Positive active material capacity Q+,act 100 2,000 mAh/g 

Positive active material weight percent f+,act 50 100 % 

Positive active material density ρ+,act 1 5 g/cm3 

Positive binder weight percent f+,binder 0 50 % 

Positive binder density ρ+,binder 0.5 1.5 g/cm3 

Positive carbon additive weight percent f+,ca 0 50 % 

Positive carbon additive density ρ+,ca 1 2.5 g/cm3 

Positive electrode porosity ε+ 15 50 % 

Positive electrode thickness δ+ 20 250 µm 

Positive current collector thickness δ+,CC 5 20 µm 

Negative active material capacity Q-,act 100 3,000 mAh/g 

Negative active material weight percent f-,act 50 100 % 

Negative active material density ρ-,act 1 5 g/cm3 

Negative binder weight percent f-,binder 0 50 % 

Negative binder density ρ-,binder 0.5 1.5 g/cm3 

Negative carbon additive weight percent f-,ca 0 50 % 

Negative carbon additive density ρ-,ca 1 2.5 g/cm3 

Negative electrode porosity ε- 15 50 % 

Negative current collector thickness δ-,CC 5 20 µm 

Separator density ρsep 0.5 4 g/cm3 

Separator porosity εsep 5 50 % 

Separator thickness δsep 10 30 µm 

Electrolyte density ρelyte 0.5 4 g/cm3 

Average open circuit voltage 𝑉̅ 1 5 V 

Negative-to-positive capacity ratio N/P 1.0 1.3 — 

Cell energy Ecell 50 750 Wh 

Area specific impedance ASI 4 100 Ω cm2 
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Figure 2. Ragone space as spanned by the database generated from 200,000 Monte Carlo simulations in 

BatPaC.12,57 The gray points correspond to the entire dataset spanned by the variable ranges in Table 2. The 

colored subspaces correspond to data spanned by commercial and emerging lithium-ion technologies whose 

variable ranges are listed in Table S4. 

  

Table 3 provides the cell and manufacturing cost inputs used in the Monte Carlo 

simulations. The material costs target values ~10× lower and higher than typical commercial 
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values. The lower values represent advances in current state-of-the-art processing. The higher 

values represent potential cost increases resulting from the adoption of newer, higher-performing 

materials, which may require more expensive raw materials or manufacturing techniques. To put 

the numbers in Table 3 into perspective, state-of-the-art lithium-ion cells typically have active 

material costs between 10 and 50 $/kg, binder and carbon additive costs between 5 and 15 $/kg, 

current collector and separator costs between 0.5 and 1.5 $/m2, and electrolyte costs between 10 

and 15 $/L (including salt and solvent).12,59 The ranges reflect changes in composition for unique 

battery chemistries and changing market conditions. The minimum value of 70% for cell yield 

(Ycell) reflects a newly commissioned plant, while most mature plants target >90%. The number of 

cells manufactured per year corresponds to total annual production of 0.2 to 300 GWh/yr, when 

combined with the cell energy range in Table 2. The building and land cost includes site 

preparation and engineering and construction fees. The manufacturing process costs (i.e., Cetrode 

processing, Cassembly, Cformation, and Cbuilding support) were adjusted by applying multiplication factors 

between 0.1 to 5 to the baseline area, capital equipment cost, and labor values listed in BatPaC for 

all steps in the process.12 BatPaC determines the manufacturing cost of a given cell by scaling the 

baseline values depending on the production volumes of the cell in question. Details on the baseline 

manufacturing plant and the manufacturing processes can be found in the BatPaC manual.12 
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Table 3. Cell and manufacturing cost inputs to Monte Carlo simulations in BatPaC. 

Input Parameter Symbol Min. 

Value 

Max. 

Value 

Units 

Positive active material cost C+,act 1 200 $/kg 

Positive binder cost C+,binder 1 100 $/kg 

Positive conductive additive 

cost 

C+,ca 1 100 $/kg 

Positive current collector cost C+,CC 0.1 10 $/m2 

Negative active material cost C-,act 1 200 $/kg 

Negative binder cost C-,binder 1 100 $/kg 

Negative conductive additive 

cost 

C-,ca 1 100 $/kg 

Negative current collector cost C-,CC 0.1 10 $/m2 

Separator cost Csep 0.5 10 $/m2 

Electrolyte cost Celyte 1 100 $/L 

Cell yield Ycell 70 100 % 

Cells manufactured per year Ncells 4,000,000 400,000,000 — 

Building and land costs Cbuilding, land 100 10,000 $/m2 

Labor costs Clabor 1 100 $/hr 

Electrode processing costs Cetrode processing 0.1× 5× Multiplier on 

baseline values Cell assembly costs Cassembly 0.1× 5× 

Cell formation costs Cformation 0.1× 5× 

Building support costs Cbuilding support 0.1× 5× 

      

 Table 4 provides several composite parameters that are output from the BatPaC 

simulations.  These parameters provide further information on the cell design and will be 

referenced in the remaining sections. They are not inputs to BatPaC because they are calculated 

during the cell design process used by BatPaC. The composite parameters are the electrode 

loadings (positive and negative), negative electrode thickness, and mass fraction of inactive 

materials. Table 4 also lists the input parameters from Table 2 which most influence each 

composite parameter. Details on the calculations can be found in BatPaC and its accompanying 

manual.12 In addition to these composite parameters, we will also reference one composite 

performance output: the power to energy ratio (P/E). This is the ratio of the cell power to the cell 

energy. The cell energy is an input parameter from Table 2. The cell power is calculated based on 
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a 10 second pulse at 50% state of charge. The cell power is kept constant at 750 W, which 

corresponds to P/E ratios from 1 to 15. BatPaC calculates the power at 80% of the cell’s open 

circuit voltage, which corresponds to a slight overdesign of the cell to account for degradation.58–

60  

Table 4. Composite parameters output from Monte Carlo simulations in BatPaC. 

Parameter Symbol Units Main Dependency 

Positive electrode loading q+,loading mAh/cm2 δ+, Q+,act, ρ+,elyte, f+,act, ε+ 

Negative electrode loading q-,loading mAh/cm2 q+,loading, N/P 

Negative electrode thickness δ- µm q-,loading, Q-,act, ρ-,elyte, f-,act, ε- 

Mass fraction of inactives finactives % 
all separator, electrolyte, current collector, 

binder, and carbon additive properties 

 

The Monte Carlo database was analyzed using correlation plots, which provide a way to 

quantify the extent to which a given material property, cell design, or cost parameter plays a role 

in achieving a given target cell metric. The correlation plots are introduced in detail in the next 

section. Details on the methodology used to generate the correlation plots are provided in the 

supplementary material.  

 

5. Energy 

5.1. Specific Energy Correlation Plots 

Energy-sensitive devices require batteries that can store large amounts of energy per a 

given mass or volume. This goal corresponds to packing the most energy into a given space with 

the least materials. Figure 3 provides correlation plots that show the relative importance of material 

properties (Figure 3a) and cell design decisions (Figure 3b) when attempting to achieve certain 

specific energy (Wh/kg) targets. In the figure, darker colors indicate a high degree of correlation: 
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that is, the value of the variable has a strong impact on achieving the metric. Lighter colors indicate 

a lower degree of correlation: the value of the variable has less impact on achieving the metric. 

Solid squares indicate positive correlations, where increasing the value of the parameter increases 

the ability to achieve the metric. Hatched squares indicate negative correlations, where increasing 

the value of the parameter decreases the ability to achieve the metric. For brevity, the results in 

Figure 3 and the discussion in this section are restricted to specific energy. Results for energy 

density (Wh/L) can be found in Figure S2. Most of the conclusions drawn in this section are also 

valid for energy density. Explanations for any discrepancies between specific energy and energy 

density are provided in the discussion of Figure S2. 
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Figure 3. Correlation plots showing the relative importance of (a) material properties and (b) battery design 

parameters to achieving selected specific energy targets, for the input ranges given in Tables 2 and 4. Solid 

darker colors indicate the variable has a high degree of positive correlation, where higher values are 

necessary to achieve the goal. Hatched darker colors indicate strong negative correlation, where lower 

values are needed to meet the target. Light colors indicate the variable has minimal or no correlation, and 

its value has a limited impact on achieving the target. 

. 
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According to Figure 3a, the most important material property is the average cell open 

circuit voltage (𝑉̅), as indicated by its darker values. The voltage is the most important material 

property because increasing the voltage decreases the amounts of all materials in the cell required 

to achieve a given energy target (i.e., active materials, additives, current collectors, and separators). 

This change increases the specific energy (Wh/kg) by decreasing the cell mass. Research and 

development of high-voltage positive electrode materials is a major focus of lithium-ion battery 

research for this reason.60–62 The most notable successes are layered oxides containing nickel, 

cobalt, and/or manganese, whose high voltages (𝑉̅ ~ 3.6 to ~3.8 V vs. Li/Li+) are a major reason 

for their adoption as positive active materials in commercial lithium-ion batteries.12   

The specific capacities (mAh/g) of the active materials (Q+,act and Q-,act) are the next most 

important parameters. Their importance is associated with the fact that these are the dominant 

materials responsible for the redox reactions within the cell. State-of-the-art lithium-ion cells 

contain ~40% positive active materials and ~30% negative active materials, by weight.55,61 

Increasing the specific capacity of an active material reduces the total mass of that active material 

required to achieve the same cell capacity. Reducing the amounts of active materials also reduces 

the required mass of additives, separators, and current collectors. As a result, for next-generation 

lithium-ion batteries, the industry is attempting to shift from graphite to lithium metal or silicon as 

the negative active materials due to their higher specific capacities.55,63 Significant research efforts 

are also focused on shifting the positive active material from layered oxides (lithium cobalt oxide 

[LCO], nickel cobalt aluminum oxide [NCA], and nickel manganese cobalt oxide [NMC]) and 

spinels (LFP and LMO) to high-capacity conversion materials (fluorides and alternative metal 

oxides), sulfur, or low-cobalt layered oxides.7,11,63–66 Sulfur, in particular, has routinely been 

explored because it offers specific capacities almost an order of magnitude larger than other 
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commercial materials.53,66 These specific capacity differences are so significant that Li-S batteries 

deliver an energy density higher than other commercial chemistries (see Figure 2), despite 

operating at a lower voltage (~2.5 V). 

The rest of the parameters in Figure 3a are material densities. Figure 3a indicates that the 

densities of most materials have a minimal influence on achieving specific energy targets. The 

only exception is the electrolyte density (ρelyte). This parameter has a high negative correlation 

because the electrolyte occupies all void space within the cell, which can be a sizeable fraction of 

the total electrode and separator volume (up to 50% based on the porosities in Table 2). Increases 

in electrolyte density add significant mass to the cell that can hinder the ability to achieve specific 

energy targets. There is significant work in the lithium-ion battery field focused on replacing the 

liquid electrolytes with solid materials to improve safety and to facilitate the use of high-energy 

materials that are unstable in liquid electrolytes (e.g., lithium metal or high-voltage positive 

materials).58,67 Although this approach is intended to unlock higher energy densities, the 

correlation for ρelyte suggests that increases in energy density resulting from the introduction of 

solid-state separators could be tempered or even outweighed by decreases in energy density caused 

by increases in ρelyte. This suggests that lower-density solid-state electrolytes, whose density is not 

significantly greater than the ~1.2 g cm-3 of traditional liquid electrolytes, may be better suited for 

achieving high specific energy (Wh/kg) targets in next-generation solid-state batteries. 

 Figure 3b shows the correlation of the specific energy to battery design parameters. 

Overall, these parameters are less strongly correlated with specific energy than they are with 

voltage and specific capacity (Figure 3a), highlighting the importance of research and development 

of high-voltage cells and high-capacity materials. The most important positively correlated cell 

design parameter is the electrode loadings (i.e., q+loading and q-,loading). Also, increases in the positive 
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loading are usually accompanied by a proportional increase in the negative loading. The loadings 

are positively correlated with specific energy because higher loadings correspond to fewer 

separators and current collectors for a given amount of active material. They are influenced by the 

electrode thicknesses (δ+ and δ-), which also have a positive correlation. The most important 

negatively correlated cell design parameter is the mass fraction of inactive materials in the cell, 

finactive. This composite parameter incorporates the mass of all inactive components (i.e., 

electrolyte, carbon additive, binder, current collectors, separators, packaging, and tabbing). Its dark 

color indicates a high correlation with specific energy targets. Several ways of reducing the mass 

of inactives have already been discussed (i.e., increasing the cell voltage, increasing the specific 

capacities of the active materials, increasing the loading, and using low-density electrolytes). Most 

additional ways to reduce the inactive mass have less impact on the energy density, according to 

Figure 3b. Such options include reducing the current collector thicknesses (δ+,CC and δ-,CC), 

reducing the separator thickness (δsep), and/or decreasing the electrode and separator porosities (ε+, 

ε-, and εsep), which reduce the amount of electrolyte. The only exceptions are the mass fractions of 

the active materials in the electrodes (f+,act and f-,act), which have significant positive correlations 

with the energy density. Increasing the mass fractions decreases the amounts of binder and carbon 

additive in the electrode. It also helps increase the electrode loading. Overall, unpacking the 

influence of finactive suggests that moderate increases in the amounts of some inactive materials do 

not outweigh the benefits of adopting new materials with higher voltages and/or capacities. For 

instance, silicon negative electrodes improve the energy density over traditional graphite 

electrodes in lithium-ion batteries even though they require lower active mass fractions (~90% vs. 

~96%) and higher porosities (~40% vs. ~25%).68–71  
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Figure 3b also provides correlations for cell performance parameters. The total amount of 

energy of the cell (Ecell) has a positive correlation, suggesting higher-energy cells are better for 

achieving high energy targets. This correlation is associated with trends in cell size and cell 

tabbing. For instance, the pouch cells simulated in BatPaC tend to increase in mass and size as the 

cell energy increases. The tabs and the excess current collector foils for tab connections also 

increase with cell energy but at a slower rate than the rest of the cell. As a result, the tabs and 

excess foil contribute smaller percent values to the total cell mass as the energy increases. The 

mass of tabs and excess foil does not increase at the same rate as overall cell mass because there 

are minimum lengths required to ensure proper electrical connection, and there is no incentive to 

increase the tabs and excess foils past these lengths as the cell energy increases. This trend 

highlights the importance of using similarly sized cells when comparing energy density metrics. 

Note that most research cells are small to improve reproducibility and accommodate limited 

materials. Research cell metrics should be corrected for excess tabbing before being compared to 

larger, commercial-grade cells. 

 The remaining two performance parameters (power-to-energy ratio, P/E, and area specific 

impedance, ASI) are negatively correlated to the specific energy. Thinner electrodes with lower 

loadings are typically required for higher P/E ratios (see Section 6). This constraint makes it more 

difficult to achieve specific energy targets with higher P/E ratios. The ASI is a measure of the 

resistive losses during battery operation. Higher ASI values lead to increased resistive losses and 

lower cell voltages, thus negatively impacting the overall specific energy. Note that the specific 

energy in this work was sized based on a 3-hour discharge rate, which closely approximates electric 

vehicle and stationary applications. Shorter discharge times will result in higher resistive losses 
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because the losses are directly proportional to the cell current (see Eq. 2 in Section 6). Therefore, 

the ASI will be more negatively correlated to the energy density as the discharge time is reduced. 

 

5.2. Minimum Capacity and Voltage Requirements 

 The Monte Carlo database can also provide insight into the parameter values required for 

achieving specific energy targets. This subsection analyzes the required values for the average 

specific capacity, where Qavg,act is the average of Q+,act and Q-,act, and the average open circuit 

voltage (𝑉̅) because they were identified as the most important parameters in Figure 3. Figure 4 

shows combinations of Qavg,act and 𝑉̅ that must be met to achieve specific energy targets. The figure 

plots the minimum Qavg,act that can achieve a given specific energy target. Each result corresponds 

to the database entry with the lowest Qavg,act that achieved the target. Four sets of data are included 

in the plot. Each set corresponds to results for different maximum allowable 𝑉̅ (i.e., 2, 3, 4, or 5 V). 

Due to the strong correlation between specific energy and 𝑉̅, the datasets correspond to 𝑉̅ ~2, ~3, 

~4, and ~5 V even though the database was filtered based on 𝑉̅  ≤ 2, ≤ 3, ≤ 4, and ≤ 5 V. According 

to Figure 4, a 500 Wh/kg target can be met in cells with open circuit voltages of 2, 3, 4, or 5 V 

only if the average specific capacity is at least ~1100, ~750, ~500, or ~400 mAh/g, respectively. 

Assuming graphite as the negative active material with an optimistic capacity of 360 mAh/g, this 

constraint corresponds to positive capacity requirements of ~1860, ~1140, ~640, and ~440 mAh/g 

for the various voltages. Assuming a layered oxide as the positive active material with a forward-

looking capacity of 250 mAh/g, this constraint corresponds to negative capacity requirements of 

~1950, ~1250, ~750, and ~550 mAh/g for the various voltages. These capacities highlight the 

advantage of using lithium metal as a negative electrode because it has a theoretical capacity of 
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3860 mAh/g.  Note that these values correspond to database entries where all other parameters are 

highly optimized (i.e., maximum electrode loadings and minimum inactive materials, etc.). 

Therefore, it would still be difficult, although not impossible, to achieve these targets with the 

capacity/voltage combinations shown in Figure 4. 

 

 

Figure 4. Minimum average specific capacity (i.e., average of Q+,act and Q-,act) capable of achieving specific 

energy targets (Wh/kg), based on results in the Monte Carlo simulation database. Each line represents a 

different maximum allowable average open circuit voltage (𝑉̅). 

 

6. Power 
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Power-sensitive devices typically require batteries that can rapidly charge and discharge at 

high power while maintaining a minimal mass or volume. Figure 5 provides correlation plots that 

indicate the relative importance of optimizing material properties (Figure 5a) and cell design 

decisions (Figure 5b) when attempting to achieve certain specific power (W/kg) targets. Similar 

trends are observed for power density targets (W/L) and are provided in Figure S3. Compared to 

the energy targets in Figure 3, the power targets in Figure 5 have fewer variables with high 

correlation. The remaining discussion in this section will show that, while specific energy targets 

are impacted by the total mass of all the components in the cell (actives and inactives), specific 

power targets are mainly impacted by the ability to charge and discharge the active materials 

rapidly and efficiently, with minimal regard to most material properties. 

Page 26 of 69Energy Advances



27 

 

Figure 5. Correlation plots showing the relative importance of (a) material properties and (b) battery design 

parameters for achieving selected specific power (W/kg) targets, for the input ranges in Tables 2 and 4. 

Solid darker colors indicate the variable has a high degree of positive correlation, where higher values are 

necessary to achieve the goal. Hatched darker colors indicate strong negative correlation, where lower 

values are needed to meet the target. Light colors indicate the variable has minimal or no correlation, and 

its value has a limited impact on achieving the target. 
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Consider the following equation for cell power, which is used to ground the discussion: 

 𝑃𝑐𝑒𝑙𝑙 = 𝐼𝑉 = 𝐼(𝑉̅ − 𝐼𝑅), [1] 

where I is the total cell current, V is the total cell voltage, 𝑉̅ is the average open circuit voltage as 

defined in Table 2, and R is the cell resistance in Ω.  This equation can be written in terms of the 

total current collector area in the cell (ACC, cm2), the current density flowing between the electrodes 

through the separator (i, A cm-2), and the area specific impedance (ASI, Ω cm2) as follows: 

 𝑃𝑐𝑒𝑙𝑙 = 𝑖𝐴𝐶𝐶(𝑉̅ − 𝑖 × 𝐴𝑆𝐼). [2] 

Equation 2 indicates that increasing 𝑉̅ will increase the power of the cell. Therefore, 𝑉̅ has a high 

positive correlation to achieving power targets, as shown in Figure 5a. Cells designed for power 

benefit from increases in voltage in the same way as cells designed for energy. That is, for a fixed 

power, increasing voltage decreases the materials needed to supply current, which reduces the total 

mass of the cell and improves the W/kg. Achieving a high voltage is the most important material 

property for achieving high power. 

 Equation 2 also shows that increasing the ASI will always decrease the power of the cell. 

Figure 5b confirms that ASI is negatively correlated with the power targets. The darker color for 

ASI implies a strong correlation, highlighting the importance of reducing resistances to achieve 

higher powers. This goal is a particular concern in next-generation solid-state batteries, where solid 

electrolytes often have lower conductivities and higher interfacial resistances than their liquid 

counterparts.58 The higher ASI of solid-state batteries may prevent them from achieving power 

targets unless they are designed with higher cell voltages. The next most negatively correlated 

design variables are the electrode thicknesses (δ+ and δ-) and electrode loadings (q+,loading and q-

,loading). The thicknesses and loadings have negative correlations because thinner, lower-loading 
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cells are better at achieving high power.70,72,73 Making an electrode thinner corresponds to 

spreading the same amount of material over a larger surface area (ACC). The benefits can be 

understood in the context of Eq. 2. For cells operated at the same net current and/or C-rate (i.e., 

constant iACC), cells with thinner electrodes and larger ACC will have lower current densities (i). 

This helps reduce resistive losses (i.e., the negative term in Eq. 2), which increases the power of 

the cell. The negative correlation with loading and thickness is less dramatic than the other 

parameters discussed in this section because decreasing these values also has a drawback. The 

drawback occurs because cells with thinner electrodes (i.e., lower loadings) require the same 

amount of active material to be spread over a larger surface area, which requires more current 

collectors and separators. These additional components add mass, which limits the advantages of 

thinner electrodes achieved by decreasing the current density. 

Figure 5b also indicates that higher specific power targets are easier to achieve with higher 

power-to-energy ratios (P/E) of the cell. This correlation can be interpreted in two ways, depending 

on the duration requirement for maintaining power. In the first case, when the cell is rated based 

on sustained, constant power, a higher P/E ratio corresponds to a shorter discharge time, which 

can be achieved with less active mass. This change can significantly reduce the total mass of the 

cell because the mass of several inactive materials is also tied to the active mass (see Section 5.1). 

However, the cell power is often rated based on the peak pulse power. For instance, the power of 

an all-electric vehicle is rated on a 10- to 30-second pulse to meet acceleration demands.74 In this 

case, for a fixed energy, the higher P/E ratio corresponds to better power delivery from the same 

amount of active materials, typically through thinner electrodes. The specific energies in Figure 3 

have the opposite trend, namely, lower P/E ratios are beneficial for increasing the specific energy. 

These opposing trends are behind one of the tradeoffs that make it difficult to design cells for both 
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high power and high energy metrics. Another tradeoff exists in the loading and electrode 

thicknesses: cells designed for energy tend to have highly loaded, thick electrodes, while cells 

designed for power have lightly loaded, thin electrodes. This second tradeoff also explains the 

opposite trends in finactive, where, counterintuitively, Figure 5b shows that power metrics are easier 

to achieve with more inactives because thinner electrodes require more current collector and 

separator materials. The only similarities between the parameter analyses for specific energy and 

specific power are seen for the cell voltage and ASI, suggesting the best route to achieving both 

high power and high energy is through high cell voltages and low ASI.  

Finally, note that no other material properties or cell design features (e.g., material 

densities, specific capacities, thicknesses, porosities, or mass fractions) have a significant 

correlation with achieving the power targets in Figure 5. Of note are the specific capacities of the 

active materials (Q+,act and Q-,act), which have little correlation to the power metrics. Materials 

discoveries over the past decades have focused on high-capacity materials to address the energy 

requirements of the battery.75–77 However, for power-sensitive applications, it may be beneficial 

to examine or reexamine materials with lower capacities that offer lower resistances and higher 

voltages. Also, note that, while most of the other material properties and cell design features have 

minimal correlation, they can still be important based on how they impact the ASI. For instance, 

increasing the porosity will improve the ASI by reducing electrolyte resistance;78,79 however, this 

type of coupled behavior is not accounted for in the BatPaC simulations because all resistance-

related information is contained in the input ASI value.  
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7. Cost 

7.1. Impact of Material and Cell Design on Cost 

Figure 6 provides correlation plots that indicate the relative importance of optimizing 

material properties (Figure 6a) and cell design decisions (Figure 6b) when attempting to achieve 

certain cost ($/kWh) targets. Comparing Figure 6 to Figure 3, most of the material properties and 

parameters that are important for increasing the energy density of the cell are also important for 

reducing the cell cost. This similarity is reasonable because increases in specific energy often 

correspond to reductions in material quantities, which also decrease the cell cost. The only 

exception is the electrolyte density, which has no impact on the cost. Summarizing the important 

parameters, the most highly correlated material properties are the average cell open circuit voltage 

(𝑉̅) and the specific capacities of the active materials (Q+,act and Q-,act). These properties are 

positively correlated with achieving cost targets because increasing their values reduces the 

amount of all materials (i.e., active materials, carbon additives, binders, electrolytes, current 

collectors, and separators) for a given cell energy. Less materials correspond to less cost. The cell 

design features with the highest positive correlations are the electrode loading (q+,loading and q-

,loading), the electrode thicknesses (δ+ and δ-), the active material weight fractions (f+,act and f-,act), 

and the energy of the cell (Ecell). Electrode loadings (q+,loading and q-,loading) and electrode 

thicknesses (δ+ and δ-) are positively correlated with cost targets because increasing their value 

decreases the amount of current collectors and separators required for a given cell energy. The 

active material weight fractions (f+,act and f-,act) are positively correlated because increasing their 

values decreases the amount of carbon additives and binders in the cell. The energy of the cell 

(Ecell) is positively correlated because higher energy cells typically have smaller relative amounts 
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of foil, tabbing, and packaging. The cell design features with the highest negative correlations are 

the area specific impedance (ASI), the total mass fraction of inactive materials (finactive), and the 

power-to-energy ratio (P/E). The area specific impedance (ASI) is negatively correlated because it 

reduces the amount of energy that can be discharged from a given amount of cell materials. The 

total mass fraction of inactive materials (finactive) is negatively correlated because increasing the 

mass fraction of inactives increases the amounts of materials that do not contribute to the energy 

stored in the cell. Finally, the power-to-energy ratio (P/E) is negatively correlated because 

increasing the P/E typically requires designs with thinner electrodes, yielding higher amounts of 

current collectors and separators. 
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Figure 6. Correlation plots showing the importance of optimizing (a) material properties and (b) cell design 

parameters to achieving cell cost targets, for the input ranges in Tables 2 and 4. Solid darker colors indicate 

the variable has a high degree of positive correlation, where higher values are necessary to achieve the goal. 

Hatched darker colors indicate strong negative correlation, where lower values are needed to meet the 

target. Light colors indicate the variable has minimal or no correlation, and its value has a limited impact 

on achieving the target. 
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7.2. Material and Manufacturing Costs 

Figure 7 shows correlation values for the cost of materials (Figure 7a) and manufacturing 

parameters (Figure 7b). All parameters in Figure 7a have negative correlations, indicating that if a 

material becomes more expensive, it becomes harder to achieve the given cost targets. The most 

important cost parameters are the active material costs (C+,act and C-,act), the separator cost (Csep), 

and the electrolyte costs (Celyte). The active materials have the highest correlation because they 

typically make up 60–80% of the cell by weight.12 The separator cost has the next highest 

correlation. Its correlation is higher than that of the current collectors (C+,CC and C-,CC) despite the 

fact that all three materials scale with the active area of the cell. This result is reasonable because 

a given unit cell, which represents the smallest functioning unit of a battery, contains one positive 

electrode, one negative electrode, one separator, half a positive current collector, and half a 

negative current collector. The half current collectors result from the double-side coating of the 

electrodes on a current collector (see Figure 1). Therefore, cells contain twice as many separators 

as positive or negative current collectors, which explains why the separator cost is more important 

than either current collector cost. The electrolyte cost (Celyte) is also important since it fills all the 

void spaces in the electrodes and separators. The binders and carbon additives have relatively little 

importance even over the range from 1 to 100 $/kg because they make up only a small fraction of 

commercial electrodes.  
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Figure 7. Correlation plots showing the importance of (a) material costs and (b) manufacturing parameters 

to achieving cell cost targets, for the input values in Table 3. Solid darker colors indicate the variable has a 

high degree of positive correlation, where higher values are necessary to achieve the goal. Hatched darker 

colors indicate strong negative correlation, where lower values are needed to meet the target. Light colors 

indicate the variable has minimal or no correlation, and its value has a limited impact on achieving the 

target. 

One interesting takeaway is that the material properties and cell design parameters 

(Figure 6) have a greater overall correlation with target cost than the costs of the materials 

(Figure 7a), as signified by the preponderance of darker squares in Figure 6. This difference is 

reasonable because changing the electrochemical properties of a material impacts more than the 

quantity of that given material. It also impacts the size of the cell and the quantities of inactive 

materials. The reduction in the quantities of both active and inactive materials reduces the total 
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cell cost. In contrast, changing the cost of an individual component (Figure 7a) only changes the 

cost contribution of that one component. 

Achieving cost targets also depends on reducing the manufacturing cost. Figure 7b 

provides correlation plots for the parameters impacting the manufacturing cost in the BatPaC 

model.78,79 The cell yield (Ycell) is the most important positively correlated manufacturing 

parameter. The yield is the percentage of cells that pass final inspection. It is important because 

each failed cell wastes manufacturing throughput that does not result in a final product. 

Conversations with industrial collaborators suggest that mature plants target 90–95% yields, while 

newly commissioned plants can suffer from yields as low as 70% until the manufacturing 

conditions are optimized. The cost of the formation process (Cformation) is the most important 

negatively correlated manufacturing parameter. Formation corresponds to the aging and cycling 

of the cells after they are fully assembled to condition the interfaces between materials and 

generate protective corrosion layers on some of the materials.80,81 The details of specific formation 

processes used in industry are highly proprietary. Most formation processes take days, which 

requires large amounts of capital equipment, increasing the manufacturing cost. The next most 

important parameter is the labor cost (Clabor in $/hr). Labor can have a significant impact despite 

the high degree of automation in most modern manufacturing plants. This correlation is reasonable 

because cell manufacturing can require up to 20 process steps, a process that can require significant 

labor even if most of the steps are highly automated.12 The building support costs (Cbuilding support) 

have the next highest correlation. These costs include equipment not specific to battery assembly, 

such as air handling, piping, chillers, boilers, warehouse space, recycling facilities, and a solvent 

recovery system for the solvents used to prepare the positive electrodes.80 They also include 

additional air-handling costs for the dry room used to assemble the cells due to the moisture 
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sensitivity of the commonly used Li-ion electrolytes.82 The number of cells per year produced at 

the plant (Ncell) has a moderate impact on the final cost (compared to the other parameters) due to 

improved costs resulting from higher efficiencies in labor and equipment when operating at larger 

scales. Finally, the electrode processing cost (Cetrode processing, which includes mixing, coating, 

calendering, notching, and drying), cell assembly cost (Cassembly, which includes slitting, 

stacking/winding, tab welding, container insertion, and filling, and the cost of the building and 

land (Cbuilding, land) have a minimal correlation compared to the other parameters. 

 

7.3. Minimum Capacity and Voltage Requirements 

 The Monte Carlo database can also provide insight into the parameter values required for 

achieving cost targets. This subsection analyzes the required values for the average specific 

capacity, where Qavg,act is the average of Q+,act and Q-,act, and the average open circuit voltage (𝑉̅). 

Figure 8 shows combinations of Qavg,act and 𝑉̅ that must be met to achieve cost targets. The figure 

plots the minimum Qavg,act that can achieve a given cost target. Each result corresponds to the 

database entry with the lowest Qavg,act that achieved the target. Three sets of data are included in 

the plot. Each set corresponds to results for different maximum allowable 𝑉̅ (i.e., 3, 4, or 5 V). 

Due to the strong correlation between cost and 𝑉̅, the datasets correspond to 𝑉̅ ~3, ~4, and ~5 V 

even though the database was filtered based on 𝑉̅  ≤ 3, ≤ 4, and ≤ 5 V. According to Figure 8, a 

$75/kWh target can be met in cells with open circuit voltages of 3, 4, or 5 V only if the average 

specific capacity is at least ~1500, ~1000, or ~800 mAh/g, respectively. Assuming graphite as the 

negative active material with an optimistic capacity of 360 mAh/g, this constraint corresponds to 

positive capacity requirements of ~2640, ~1640, and ~1240 mAh/g for the various voltages. 
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Assuming a layered oxide as the positive active material with a forward-looking capacity of 250 

mAh/g, this constraint corresponds to negative capacity requirements of ~2750, ~1750, and ~1350 

mAh/g for the various voltages. Note that these values correspond to database entries where all 

other parameters are highly optimized (i.e., maximum electrode loadings and minimum inactive 

materials, etc.). Therefore, it would still be difficult, although not impossible, to achieve these 

targets with the capacity/voltage combinations shown in Figure 8. 

 

Figure 8. Minimum average specific capacity (i.e., average of Q+,act and Q-,act) capable of achieving cost 

targets ($/kWh), based on results in the Monte Carlo simulation database. Each line represents a different 

maximum allowable average open circuit voltage (𝑉̅). 

 

7.4. Cost Case Study 
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 Improving the cost of a battery is not as simple as improving one of the parameters 

highlighted in Figures 6 and 7 because changing the value of one parameter usually has 

implications for another. Therefore, tradeoff and optimization studies are required to determine 

whether a new material, with all its new properties and performance ramifications, improves upon 

the state-of-the-art technology. A case study was conducted to provide additional insight into the 

underlying tradeoffs associated with materials discoveries. The case study was conducted by 

running a parametric sweep for a baseline, state-of-the-art lithium-ion cell with a 

LiNi0.8Mn0.1Co0.1O2 (NMC811) positive electrode and a graphite (G) negative electrode with the 

properties listed in Table 5. These properties are representative of an advanced pouch cell used in 

an electric vehicle. They are the default values in version 5 of BatPaC for an electric vehicle (EV) 

with the “NMC811-G (Energy)” electrode couple.72  

The case study was conducted using the BatPaC software to design cells that met the target 

power, energy, and cost requirements specified in Table 5. Cells were designed for an EV: that is, 

the energy was sized for a 3-hour discharge (C/3), and the power was sized to achieve the target 

power after 10 seconds into a high-power pulse.74 The designs were also limited by a maximum 

positive electrode thickness of 70 µm, which accounts for coating and manufacturing yield limits 

and integrity of electrode layers over cycle life.83,84 The study analyzes tradeoffs that may occur 

when attempting to adopt active materials with new specific capacities. The case study was 

conducted by adjusting the specific capacity of one of the active materials — i.e., NMC811 or G 

— and then adjusting the value of a second parameter – i.e., 𝑉̅, C±,act, f±,act, or ASI – until the 

modified cell achieved the same baseline cell cost as the default NMC811-G case. The second 

parameters are italicized in Table 5. This method makes it possible to show the allowable tradeoffs 

associated with changes in the specific capacities of active materials. 
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Table 5. Parameters and targets used to design cells in the case study for electric vehicles with 

NMC811-G electrodes. Parameters in italics were tested individually in the case study. 

Parameters Symbol Baseline Value Units 

Positive active material capacity Q+,act 214 mAh/g 

Positive active material weight percent in electrode f+,act 96 % 

Positive active material cost C+,act 26 $/kg 

Negative active material capacity Q-,act 360 mAh/g 

Negative active material weight percent in electrode f-,act 98 % 

Negative active material cost C-,act 10 $/kg 

Average cell open circuit voltage 𝑉̅ 3.71 V 

Cell area specific resistance ASI 17.5 Ω cm2 

Targets  Value Units 

Cell power-to-energy ratio  P/E 3 hr-1 

Cell energy Ecell 0.25 kWh 

Cell cost  88.65 $/kWh 

Maximum allowable positive electrode thickness δ+,max 70 µm 

 

 The results of the case study are shown in Figure 9. The blue and orange lines in the figure 

reflect percent changes in the parameters that maintain the baseline $/kWh, and the shaded regions 

reflect percent changes in the parameters that produce cells with $/kWh lower than the baseline 

value. Blue lines and shaded regions in Figures 9a correspond to results for changing the positive 

specific capacity and the average open circuit voltage of the cell. The blue in Figure 9b corresponds 

to results for changing the positive specific capacity and the positive active material cost (C+,act). 

The blue in Figure 9c corresponds to results for changing the positive specific capacity and the 

positive active mass fraction (f+,act). The blue in Figure 9d corresponds to results for changing the 

positive specific capacity and the area specific impedance of the cell. Orange lines and shaded 

regions in Figures 9a correspond to results for changing the negative specific capacity and the 

average open circuit voltage of the cell. The orange in Figure 9b corresponds to results for 

changing the negative specific capacity and the negative active material cost (C-,act). The orange 

in Figure 9c corresponds to results for changing the negative specific capacity and the negative 

active mass fraction (f-,act). The orange in Figure 9d corresponds to results for changing the 
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negative specific capacity and the area specific impedance of the cell.  The objective of the figure 

is to study the break-even point where costs remain constant. Therefore, the figure does not attempt 

to quantify the degree to which costs decrease for various regions within the shaded areas. 

Nevertheless, note that the $/kWh of the regions in the shaded areas will decrease with increasing 

distance away from the solid lines.    

Figure 9a shows the results for the average open circuit voltage of the cell, which is an 

important tradeoff consideration since new materials with different capacities tend to have 

different voltages. Both sets of lines in Figure 9a show that increasing the specific capacity, Q±,act, 

will lower the cost if it is accompanied by a zero or slight decrease in the voltage of the cell. Both 

electrode materials show an asymptotic behavior, whereby the allowable decrease in the voltage 

approaches a constant value for increasing values of Q±,act. The negative and positive lines have 

asymptotes close to -15% and -45% of the voltage, respectively. This result indicates that new 

negative electrode materials will lower the cost of the cell with respect to graphite only if their 

voltage is greater than -15% of the voltage of the graphite-containing cell. That is, a new negative 

electrode material will not lower the cost of the cell if its voltage is 0.56 V (vs. Li/Li+) or higher 

above graphite (and at the same $/kg as graphite). Lithium metal is promising because it increases 

the specific capacity while also increasing the cell voltage.55,85 Silicon is also promising because 

composite graphite-silicon electrodes have been shown to increase the capacity by up to 450% 

with <15% decreases in the cell voltage.86,87 Decreases in the voltage with increases in the positive 

specific capacity are more acceptable because positive materials have a higher baseline cost 

($26/kg) than negative materials ($10/kg). Because positive materials cost more, a given percent 

change in positive specific capacity will have more impact to lower overall cell cost than the same 

percent change in the negative specific capacity. The results indicate that for new positive electrode 
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materials with higher specific capacity to successfully lower the cost of lithium-ion cells, their 

voltages must be greater than -45% of the NMC811-G cell voltage (and at the same $/kg of 

NMC811). This criterion translates to positive electrode materials needing voltages greater than 

~2.05 V vs. graphite (or ~2.15 V vs. Li/Li+) to improve cost without additional reduction in active 

material cost. Note that sulfur is a promising positive electrode material because its voltage is just 

above this boundary (2.1 to 2.4 V vs. Li/Li+) and it has a potential capacity that is 300% to 500% 

higher than the baseline NMC value.53,66,88 

 

Figure 9. Results of a case study for cells with NMC811-G electrodes. Lines reflect the relative change in the 

parameter required to maintain the baseline $/kWh with respect to changes in the relative active material specific 

capacity (Q±,act, mAh/g). The parameters under investigation are (a) the average cell open circuit voltage (𝑉̅, V), (b) 

the active material cost (C±,act, $/kg), (c) the weight percent of solid active material in the solid electrode (f±,act, w.t. 

%), and (d) the area specific resistance of the cell (ASI, Ω cm2). The shaded region highlights areas where the combined 

relative changes in the specific capacity (Q±,act) and the parameter (𝑉̅, C±,act, f±,act, or ASI) decrease the cell cost from 
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the baseline. Blue lines and blue-shaded regions represent positive specific capacities (Q+,act) and positive parameters 

(C+,act and f+,act). Orange lines and orange-shaded regions represent negative specific capacities (Q-,act) and negative 

parameters (C-,act and f-,act). The numbers in parentheses correspond to the variable values at certain conditions. 

 Figure 9b provides insight into the allowable increases in active material cost that can 

accommodate increases in specific capacity while still maintaining the baseline $/kWh. The trends 

in the figure are not exactly linear since increasing the specific capacity provides additional 

improvements by also lowering the amounts of inactive materials. For example, a specific capacity 

increase of 200% can lead to a lower $/kWh, even if the positive or negative active materials are 

~300% or ~250% more expensive, respectively. This insight is important, as it indicates that when 

material costs increase, there does not need to be a one-to-one increase in capacity. That is, there 

is a window in which slightly more expensive materials with higher specific capacities can 

compete with NMC811-G. Figure 9b also shows that the impact of active material cost is 

asymmetric. The positive line has a slightly greater slope than the negative line because of the 

different active mass weight fractions assumed in the baseline case (96% for the positive and 98% 

for the negative electrode). The additional inactives in the positive electrode means that reducing 

the amount of actives (by increasing the specific capacity) will have proportionally more impact. 

Therefore, the positive case can maintain the baseline cell cost at higher values active materials 

costs, as indicated by the fact the positive line is slightly higher than the negative line. 

 Figure 9c demonstrates the allowable decreases in active material weight percent in the 

electrode that can accommodate increases in specific capacity. This tradeoff is being explored with 

such new materials as silicon negative electrodes, which require higher proportions of binder and 

carbon additives in the electrodes to overcome structural issues associated with the expansion of 

the active materials.89,90 The positive and negative lines in the figure both show the extent to which 
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materials with higher specific capacity can achieve lower costs even if it is necessary to decrease 

the active material weight percent in the electrode. The figure shows that the negative electrode 

has a higher allowable decrease in weight percent than the positive electrode, as indicated by the 

lines having lower values for all relative changes in capacity, Q±,act. This result is reasonable 

because the negative electrode is made with a water-based binder ($10/kg in this case study) that 

is less expensive than the solvent-based binder used in the positive electrode ($15/kg).89,90 The 

case study assumes a 50/50 split between the weight percentages for the conductive additive and 

binder. The figure demonstrates that a considerable decrease in weight percent is allowable with 

increasing specific capacity. For example, in the positive case, doubling the specific capacity — 

i.e., x-axis equal to 100% in Figure 9c — will maintain the baseline $/kWh with a 40% reduction 

in the active weight percent, which corresponds to a new weight percent of 58%. For the negative 

case, doubling the specific capacity will maintain the baseline $/kWh with a 55% reduction in the 

active weight fraction, for a new weight percent of 44%. This relationship highlights a huge 

opportunity for new materials with high specific capacities that may require excess inactives to 

overcome structural issues (e.g., silicon and lithium metal in the negative electrode). It suggests 

that having a significant amount of inactives in the electrodes does not necessarily make it difficult 

to lower costs. 

The final set of results (Figure 9d) provides insight into the allowable increases in area 

specific impedance (ASI, Ω cm2) of the cell. Some of the more intriguing parts of the curves are 

the initial regions, where both the negative and positive lines rapidly rise to ~200% of the ASI with 

minimal changes in the specific capacities, Q±,act. This result indicates that any slight increase in 

the specific capacity of the materials will lower the cost, as long as ASI increases by less than 

~200%. Figure 9d highlights that, for the EV targets specified in Table 5 (i.e., energy based on a 
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3-hour discharge and P/E = 3), the ASI has little impact on the cost if it is <200% higher than the 

baseline value (i.e., <50 Ω cm2).  The positive case is more accommodating of increases in ASI 

than the negative case. In the positive case, lower costs can be achieved over a wider range of ASI 

values because the higher cost of the active material means there is more benefit from increases in 

Q+,act. For instance, Figure 9d shows that the positive case will yield lower costs for increases in 

Q+,act up to 200%, as long as ASI does not increase by more than 800%. For the negative case, the 

ASI increase must be below 350% to still achieve cost reductions at a 200% increase in Q-,act. 

Figure 9d also shows that the ASI reaches an asymptote at ~400% for the negative electrode, 

indicating that, regardless of the increase in Q-,act, the cell will not achieve lower costs versus the 

state-of-the-art Li-ion battery if its ASI is above 400% of the baseline (i.e., >83 Ω cm2). This 

tradeoff occurs because higher ASI values require thinner electrodes to achieve power targets, 

which require more separators and current collectors, which in turn increase the cost.   

This relationship between ASI and Q-,act is a critical result that has implications for the 

development of next-generation solid-state lithium batteries, where a major focus of current 

research is targeted at increasing the conductivity of the solid-electrolyte materials and reducing 

interfacial resistances that occur at the solid-solid contacts in the system.91,92 The results in 

Figure 9d provide a target for this research, indicating that solid-state systems may be able to 

compete with lithium-ion batteries on cost for EVs if the total cell ASI is below 85 Ω cm2. Note 

that this is an optimistic number because it assumes the costs of all components and manufacturing 

methods are equal to the lithium-ion case. In reality, costs for next-generation systems will likely 

be higher than for lithium-ion systems for the foreseeable future because lithium metal costs more 

than graphite and solid-state electrolytes cost more than traditional solvent-based electrolytes with 

polymer separators.93 Thus, the ASI ceiling may be significantly lower than 85 Ω cm2 for near-
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term pricing. Also note that the ASI ceilings and tradeoffs presented here are valid only for all-

electric vehicles with low P/E ratios. The ceilings will be lower for any application requiring higher 

P/E ratios or sustained discharges shorter than 3 hours. 

 

8. Lifetime 

8.1. Degradation Mechanisms 

 Cells with optimal energy, power, and cost metrics have degradation issues because the 

best methods for optimizing these metrics often cause instabilities within the cell. For instance, 

maximizing the voltage of the cell and the specific capacities of the active materials is crucial for 

achieving optimal metrics (Figures 3a, 5a, and 6a). Unfortunately, increasing the voltage and 

specific capacities causes several degradation issues because these changes correspond to 

increasing the reactivity and mass-specific utilization of the materials, respectively, where mass-

specific utilization refers to the fact that higher specific capacity (mAh/g) corresponds to reacting 

more electrons per mass of material.7,61,94  Increases in voltage and capacity can lead to interfacial, 

material, and electrode-structural changes that negatively impact the performance of the cell.95 The 

key challenge for improving lifetime involves solving these issues with strategies that require the 

least sacrifice in energy, power, and cost.  

 

8.1.1. Electrolyte/Interface Instability 

 The first set of degradation mechanisms is related to instabilities of the materials at the 

interface with the electrolyte. These issues arise because the two electrodes in the cell are often 
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selected to maximize the voltage, and it is difficult to identify an electrolyte that is compatible at 

both ends of a broad electrochemical window.92 As a result, side reactions occur at the negative 

and/or positive electrode|electrolyte interface(s) that can lead to electrolyte decomposition and 

depletion.94 The side reactions can also consume the active materials (reducing the available 

energy) and form passivation layers (increasing the interfacial resistances in the cell).96,97 

 The main way to combat electrolyte instability without sacrificing voltage is to engineer 

the interface to form stable, ion- and electron-permeable decomposition layers that protect the 

active material from reaction with the electrolyte while facilitating the preferred electrochemical 

reactions. This approach includes tailoring electrolyte compositions (by engineering the additives, 

salts, and solvents) and applying coatings to the electrode surfaces.98–103 The use of engineered 

electrolytes has been employed successfully in lithium-ion batteries, where organic solvents are 

paired with graphite negative electrodes, resulting in the formation of a stable solid-electrolyte 

interface (SEI).102 The SEI protects the graphite from excessive corrosion and allows it to operate 

for thousands of cycles and >10 years within an aggressive voltage regime.96 Similar methods are 

being employed to stabilize lithium-metal negative electrodes, which have worse stability issues 

than graphite due to their lower electrochemical potential.98 Promising results have also been 

observed using surface coatings to stabilize lithium-metal electrodes.99,100 Electrolyte engineering 

and surface coatings are also employed at high-voltage positive electrodes to create a stable 

cathode-electrolyte interface (CEI) in lithium-ion batteries, where electrolyte oxidation can be an 

issue.101,104 Wide voltage windows can also induce corrosion at the electrolyte|current collector 

interfaces. Such corrosion can cause loss of contact with the active material and lower the energy 

of the cell. It is important to use a current collector suitable for the operating voltage of the 

electrode. Lithium-ion batteries use copper current collectors at the low-voltage negative electrode 
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and aluminum current collectors at the high-voltage positive electrode.105 Electrolyte engineering 

is also employed to create a thick protective layer on the current collector.106  

Engineered interfaces are attractive because their potential drawbacks (i.e., increases in 

electrolyte cost, electrolyte density, active material costs via coatings, current collector costs, 

and/or current collector densities) are outweighed by the advantages of using higher-voltage 

materials (see Figures 3, 5, 6, and 7). Caution should be used if the methods significantly increase 

the density of the electrolyte or the cost of the active materials, as these increases can make it 

difficult to achieve Wh/kg and $/kWh targets, respectively (Figures 3a and 7a). The drawback with 

the highest likelihood of outweighing these advantages is a significant increase in the ASI of the 

cell caused by an increase in the interfacial resistances. Such resistance can hinder the ability to 

achieve high power density targets (Figure 5b). Therefore, efforts should be focused on developing 

stable, low-resistive interfaces for high power-density applications. 

 

8.1.2. Material Changes 

 The second set of degradation mechanisms includes chemical and structural changes to the 

active materials that render them inactive, reducing the available energy in the cell. These changes 

can occur when using broad voltage windows or broad capacity windows, or as a result of the 

inherent nature of the materials. One such material change is the dissolution of the active material. 

Dissolution is a common issue in high-voltage (approaching 4.5 V vs. Li/Li+) transition metal 

oxides used in lithium-ion batteries (i.e., high Ni NMCs, LMO, etc.).60 Dissolution results in the 

loss of active material and can affect the opposite electrode when dissolved ions are transported 

across the cell.107 Solutions to the problem involve substitution of transition metals in the active 

Page 48 of 69Energy Advances



49 

 

material, doping the active material, coating the electrode surface, and using electrolyte additives 

to create a stable CEI.60,101,104,108 

Irreversible phase changes or atomistic rearrangements can also be an issue in some 

materials. These irreversible phases occur when the oxidation state of a material has been 

overmodified in an attempt to maximize specific capacity. It is a common issue in conversion-type 

electrodes in lithium-ion batteries and in reversible zinc-manganese dioxide aqueous 

batteries.7,21,109 The easiest way to prevent formation of these phases is to restrict the capacity 

window during cycling. However, such restriction reduces the specific capacity of the material. 

Attempts to maintain a high specific capacity while preventing formation of irreversible phases 

involve adding dopants within the material or the synthesizing new nano-structured electrode 

materials. Both methods can shift the preferred thermodynamic states at high specific capacities 

away from irreversible phases.110,111 

Volume expansion is an inherent issue in many battery materials with high specific 

capacities.63–65,112,113 Volume expansion can fracture the active material particles or break the 

protective interfacial layers. Both types of failure lead to increased side reactions with the 

electrolyte. Volume expansion can also impact the structural integrity of the electrode (see next 

section). The most common examples are high-capacity silicon negative electrodes in lithium-ion 

batteries and systems employing metal negative electrodes (e.g., lithium and zinc).112–115 Attempts 

to address the issue in silicon focus on nano-sizing the material to prevent fracture, sythensizing 

composite active materials in which silicon is hosted in a protective carbon matrix, and using 

interfacial engineering methods (i.e., coatings and electrolytes) to produce stable, stretchable 

interfaces.112,113 
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In metal electrodes, volume expansion can also cause another type of failure: the formation 

of unwanted structures, such as mossy materials and dendrites.114,116,117 Mossy materials increase 

the surface area and can lead to excessive electrolyte side reactions. Dendrites can short-circuit the 

cell, resulting in catastrophic failure.116 In theory, metal electrodes are attractive because of their 

low operating voltage and high specific capacity, but in practice, significant effort is needed to 

control expansion effects. Interfacial engineering techniques have been employed to prevent 

electrolyte side reactions in metal electrodes and provide resistance to mossy and dendrite 

growth.98–100,117 Separators are also modified to prevent dendrites through the use of coatings or 

the adoption of all-solid-state materials.67,99,100,118–121 All-solid-state designs also offer the potential 

to reduce side reactions because the solid-state electrolyte does not infiltrate fractured active 

material to the same extent that a traditional liquid electrolyte would. 

 The modifications used to address the degradation that arises from material changes can be 

broadly characterized into three classes depending on whether they target the electrolyte, active 

material, or separator. Many of the electrolyte and active material modifications discussed in this 

section are similar to those employed for addressing electrolyte/interface instability issues (i.e., 

electrolyte engineering and surface coatings). The conclusions drawn in Section 8.1.1 about their 

potential drawbacks still apply. Some of the active material modifications introduced to address 

material changes (i.e., ion substitution, nano-sizing, and composite-material sythesis) have the 

potential to reduce the specific capacity and/or significantly increase the cost of the active material. 

Reductions in the specific capacity may decrease the ability to meet energy (Figure 3a) and cost 

(Figure 6a) targets, while increases in the active material cost can have negative ramifications for 

cell cost (Figure 7a).  The biggest drawback for separator modifications is an increase in area 
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specific impedance that has large implications for meeting power targets (Figure 5b) and can even 

influence cost (Figure 9d).  

 

8.1.3. Electrode Structural Changes 

 The third set of degradation mechanisms includes structural changes to the composite 

electrodes that electrochemically isolate active materials, reducing the energy and/or increasing 

the ASI. The structural changes can result from volume expansion/contraction of the active 

materials or corrosion of the materials.112,113,122,123 Both mechanisms can stress the electrode, 

causing failure of the material-to-material connections. For instance, lithium-ion batteries use 

binders to maintain electrode integrity and cohesion among the active materials, the conductive 

additives, and the current collector. The binders detach during volume expansion or when corroded 

by the electrolyte, leading to a loss of contact between the active material particles and the current 

collector.122,123 

 Methods to prevent structural change amount to reducing volume expansion, preventing 

corrosion, and/or making more robust, cohesive composite electrodes.124–127 Reducing volume 

expansion and preventing corrosion can be achieved using the methods discussed previously (i.e., 

interfacial engineering and active material modifications). Robust electrodes can be made by 

increasing the fraction of inactive materials in the electrode, but this approach can reduce the 

ability to achieve energy and cost targets (Figures 3b and 6b). The development of chemically 

resistant, mechanically stable inactive materials (e.g., binders and carbon additives) is a more 

promising approach to make robust electrodes without sacrificing energy or cost.47,90 The promise 

comes from the fact that the costs of inactive materials in the electrode are poorly correlated to 
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achieving cost targets (Figure 7a).  Therefore, increasing the cost of the inactive materials to 

achieve better properties and higher active mass fractions is unlikely to hinder the ability to achieve 

cost targets. 

 

8.2. Factors Accelerating Degradation 

8.2.1. Inhomogeneous Reactions 

 Batteries can experience several conditions that can accelerate degradation. One such 

condition is inhomogeneous reactions, which accelerate degradation at fixed locations in the cell. 

Inhomogeneous reactions are caused by poorly constructed electrodes, inadequate electrolyte 

filling, and/or resistance issues within the electrodes.128–130 Poorly constructed electrodes result in 

poor electrical contact between particles, which isolates some active materials from the rest of the 

electrode. This change increases the reaction rate at well-connected particles, “overworking” some 

portion of the active materials and accelerating degradation. The solution to this problem involves 

making robust electrodes with better inactive materials as discussed in Section 8.1.3. Inadequate 

electrolyte filling is typically a manufacturing issue that can be addressed in the cell assembly and 

formation steps with minimal concern about added cost to the cell (Figure 7b). However, 

addressing electrolyte filling problems is crucial to improve the cell yield, which does have a big 

impact on cost. Inhomogeneous resistances within the electrodes also cause uneven reaction 

distributions in the cell. For example, the electrolyte in lithium-ion batteries is more resistive than 

the electrodes, which results in higher reaction rates near the separator, especially at higher 

currents.131 The reaction distribution can be improved by making thinner electrodes; however, 

thinner electrodes make it difficult to achieve energy and cost targets unless they are made from 
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materials with higher specific capacity (Figures 3 and 6). Developing electrolytes with higher 

conductivities is a promising approach since it improves the reaction distribution without 

impacting other metrics. Increasing the porosity can also increase the electrolyte conductivity, but 

this approach will lower the electrode loading. 

 

8.2.2. High Temperatures 

 A second condition that can accelerate degradation is when resistance within the cell 

generates heat, which can raise the cell temperature.132 This effect is particularly troublesome in 

high-power applications, where higher currents generate more heat.133 The straightforward method 

for reducing resistance is choosing low-resistive materials (i.e., separators, electrolytes, and active 

materials) that lower the ASI of the cell. Reducing the separator thickness can be advantageous, as 

can increasing the active material surface area by reducing the particle size.134 Certain design 

decisions can improve the ASI, but these are usually detrimental to other metrics. For example, 

reducing the electrode loading by decreasing the thickness or increasing the porosity can lower the 

heat generated in the cell by decreasing the current density passing through the separator between 

the electrodes. The drawbacks of low loading on specific energy and cost have already been 

discussed (Section 5.1 and 7.1). Thicker current collectors, smaller cells, and larger/more tabs can 

also reduce the ASI by reducing the electrical resistance and amount of current flowing between 

the electrodes.134–138 These last three solutions all have a slight drawback because they negatively 

impact energy and cost metrics (Figure 3b and 6b). Note that reducing the ASI to reduce heat 

generation will also improve the power performance of the cell. This is a beneficial side effect of 

designing cells for low heat generation. 
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8.3. Lifetime-Centric Designs 

Situations and applications may arise where lifetime is the most important metric. 

Examples include extraterrestrial applications or remote stationary applications, where 

replacement of the battery is impractical or impossible. The discussion in Sections 8.1.1, 8.1.2, 

and 8.2.2 suggests that batteries with the longest lifetime requirements should employ moderate 

voltages, active materials with low capacities, and low ASI. In conventional lithium-ion batteries, 

the negative graphite electrode is typically the lifetime-limiting electrode. Long-life batteries can 

be achieved by substituting graphite with lithium titanate (LTO). Lithium titanate is highly stable 

because it operates at ~1.5 V vs. Li/Li+, which is well above the electrolyte reduction and lithium 

plating potentials. It also undergoes minimal volume expansion when lithiated to ~150 mAh/g and 

is readily available in <100 nm particles sizes, which reduces the ASI.139,140 This negative electrode 

material is often paired with LMO or NMC positive electrodes to produce a stable cell (3000 to 

7000 cycles) with a moderate voltage ~2.4 V.141 Extremely long-lasting batteries can also be 

developed using LFP positive electrodes with LTO.142,143 Lithium iron phosphate is highly stable 

because it operates at ~3.3 V, which is below the electrolyte oxidation potential. It is also highly 

reversible when operated at ~160 mAh/g and is readily available in <100 nm particle sizes.144,145 

Despite their long life, LFP-LTO cells are seldom used in energy storage applications due to their 

low voltage (1.8 V), which significantly hinders their energy, power, and cost metrics. 

In batteries in which one electrode degrades faster than the other (e.g., the graphite 

electrode in conventional lithium-ion batteries), overdesigning the poor-performing electrode can 

be a useful method for improving the lifetime without a large sacrifice in the other metrics.  This 

strategy is supported by the relatively low correlation between the energy and cost metrics in 
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Figures 3b and 6b and the N/P ratio, which is the ratio of negative to positive electrode loading 

and always has a value greater than one in this work.146 This form of selective overdesign suggests 

that complete optimization of both electrodes for performance may not guarantee long life and 

good metrics.  

 

9. Safety 

Safety issues occur when one or more of the degradation issues discussed in Section 8 lead 

to excessive temperature or pressure buildup, creating the potential of a catastrophic failure, such 

as a thermal runaway or chemical exposure.147–151 The first step toward ensuring safety is to reduce 

degradation in the cell. This includes operating the cell only within its warranty period, thereby 

ensuring it is removed from service before significant degradation occurs. When safety is the only 

metric that matters, the same lifetime-centric designs discussed in Section 8.3 are the best options, 

namely, choosing moderate voltages, active materials with low capacities, and cells with low ASI. 

In most applications, energy, power, and cost metrics are also important. Reducing degradation 

while maintaining optimal cell metrics can be achieved by using the strategies discussed in Section 

8 to minimize electrolyte/interface instabilities, reduce material changes, prevent electrode 

structural changes, minimize inhomogeneous reactions, and reduce heat generation in the cell. 

Operation-level strategies can also be implemented to reduce degradation and improve safety. 

These include setting appropriate current and voltage limits on the cell during operation and using 

thermal management systems to maintain the cell within a stable temperature.152 Note that the 

thermal management system will have influences on the device-level metrics, which are out of 

scope with the cell-level metrics that are the focus of this perspective. 
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However, reducing degradation is not enough to achieve the goal of 100% safe battery 

operation. The second step is to modify the materials and design of the cell to prevent the known 

mechanisms of catastrophic failure. The best example is in lithium-ion batteries, where 

catastrophic failure caused by thermal runaway can result in batteries bursting into flames.132,153,154 

Such flaming disintegration can occur through a combination of events. First, thermal runaway 

reactions can begin at temperatures of ~80 oC at the graphite negative electrode.155 These reactions 

are followed by decomposition of the electrolyte and then release of oxygen from the positive 

active material at over ~150 oC.147,148 The oxygen will further react with H2, COx, and/or light 

hydrocarbons within the cell to generate additional heat and accelerate thermal runaway. Hydrogen 

may be present because the common electrolyte salt, LiPF6, reacts with any moisture in the cell to 

produce H2 and highly corrosive HF. Oxides of carbon and light hydrocarbon compounds may be 

present because the organic solvent in the electrolyte decomposes at elevated temperatures. 

Thermal runaway is initiated when cell abuse or degradation causes excessive heat, which triggers 

the steps just described. The common causes are overcharging, short circuits (caused by lithium 

dendrites penetrating the separator), and loss of activity in local pathways (which creates channels 

of high lithium-ion transport, which in turn results in high resistance and heat).147–149 

Remedies for preventing thermal runaway are undertaken in the design and manufacturing 

of the cell and system. One option is to use temperature-resistant positive electrode materials, 

which have a higher temperature threshold for oxygen release. The temperature resistance has been 

shown to increase with decreasing voltage and specific capacity of the material.156 This 

relationship presents a drawback since materials with lower voltage and capacity make it more 

difficult to achieve targets for energy, power, and cost (see Figures 3a, 5a, and 6a). Another option 

is to reduce the flammability of the electrolytes by modifying the solvent, the salt, and the additives 
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to reduce the flash point.102 Only slight drawbacks are expected with this option since electrolyte 

properties and cost are not the major drivers for achieving energy, power, and cost metrics (see 

Figures 3a, 5a, 6a, and 7a). Replacing the flammable liquids with solid-state electrolytes and 

separators offers significant promise for improving safety. The ramifications of solid-state designs 

on the other parameters have been discussed previously in Sections 5.1, 6, and 7.4. Another 

important remedy is the removal of impurities (e.g., water) during the manufacturing of the cell. 

This strategy includes the effective use of dry rooms during cell assembly and proper degassing 

during the formation process.82 Refining these methods may impact the cell cost (see Figure 7b), 

but this drawback will likely be outweighed by concomitant improvements in cell yield and 

lifetime. 

The next two remedies are methods that “kill” the cell to prevent the thermal runaway 

process. The first method involves the use of temperature-sensitive separators whose pores 

collapse at elevated temperatures, shutting down the cell by stopping lithium transport. These 

separators are often lined with ceramic coatings to also provide structural stability and prevent 

dendrite penetration.157 This method likely has limited drawbacks since the properties and cost of 

the separator are only moderately correlated to the energy, power, and cost metrics (Figures 3, 5, 

and 6). The second method is applied on the system level and involves the use of a battery 

management system to detect and isolate cells that have the potential for safety issues.153,154 It 

involves the use of temperature sensors, pressure sensors, and current/voltage monitoring to detect 

anomalies in operation that may correspond to a failing cell. Recent studies have also shown that 

the thickness of the cell may serve as a good proxy for a cell’s state of health, which would be 

useful in pouch-cell designs.158 System-level methods are used in all applications, but they are 

particularly useful in large battery installations (i.e., electric vehicles and grid-level applications) 
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where the mass and volume of the hardware required to monitor the cells can be distributed among 

many cells. Distributing battery management in this way lessens the impact on the mass, size, and 

cost of the total installation (on a percent basis). System-level methods also include modifications 

to the final system design to allow for venting of the cells to expel flammable gas.154 In electric 

vehicles, this solution requires modifications to the cell, module, and pack designs, which penalize 

the mass, volume, and cost. Grid-level and stationary applications also require the addition of 

ventilation systems to prevent gas from building up within the structures housing the batteries.159 

 

10. Conclusions and Outlook 

We have presented a data-driven perspective that used Monte Carlo simulations to identify 

the material properties, cell designs, and manufacturing costs that most influence energy, power, 

cost, lifetime, and safety metrics. Table 6 provides an overview of the main findings by listing the 

parameters that most influence each cell metric. The results indicated that the best route for 

achieving high specific energy (Wh/kg) targets was through maximizing the cell voltage and 

specific capacities of the active materials. For example, 500 Wh/kg could be met in cells with 

voltages of 2, 3, 4, or 5 V only if the average specific capacities of the positive and negative 

materials was at least ~1100, ~750, ~500, or ~400 mAh/g, respectively. Most of the other physical 

properties (i.e., densities and thicknesses) of the materials and components in the cell had minimal 

impact when compared to voltage and capacity. The only exception was the electrolyte density, 

which had a moderate negative correlation with specific energy, indicating it may limit the specific 

energy if its value is too large. Another important strategy for reaching specific energy targets was 

to minimize the inactive materials in the cell (i.e., current collectors, separators, binders, carbon 
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additives, etc.) by increasing the cell loading and increasing the active material mass fraction in 

the electrode.  

 

 

Table 6. Summary of the most important parameters to maximize and minimize to achieve cell metrics. 

Metric Category Parameters to Maximize Parameters to Minimize 

Energy (Wh/L, Wh/kg) 𝑉̅, Q±,act, q±,loading, f±,act ASI 

Power (W/L, W/kg) 𝑉̅ ASI, q±,loading 

Cost ($/kWh) 𝑉̅, Q±,act, q±,loading, f±,act, Ycell ASI, C±,act, Clabor, Cformation 

Lifetime (cycles, years) – 𝑉̅, Q±,act, ASI 

Safety – 𝑉̅, Q±,act, ASI 

 

The best route for achieving high specific power (W/kg) targets was through maximizing 

the cell voltage and minimizing the area specific impedance (ASI). It was also important to reduce 

the current density between the electrodes by reducing the electrode loading, which increases the 

number of separators and current collectors. This trend was opposite to that observed for achieving 

high specific energy targets, which highlighted the fact that cells for high specific energy and high 

specific power often require fundamentally different designs. Cell designs with high specific 

energy maximize the amount of material packed into a given area, while cell designs for high 

specific power spread the material out over a large area. This tradeoff makes it difficult to design 

cells for both high power and high energy. The most direct route to achieve a cell with high specific 

energy and high specific power was through maximizing the cell voltage and reducing the ASI. 

Results for the cell cost ($/kWh) indicated that the best methods for reducing this metric 

were the same as the methods for increasing the specific energy (i.e., higher voltages, higher 
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specific capacities, higher loadings, higher active mass fractions, and lower area specific 

impedance). The methods are the same because they reduce the amount of material in the cell, 

which lowers the cost. For example, $75/kWh could be met in cells with voltages of 3, 4, or 5 V 

only if the average specific capacities of the positive and negative materials was at least ~1500, 

~1000, or ~800 mAh/g, respectively. It was also shown that changes to material properties and cell 

designs had more impact than changes to the costs of individual components. This relationship is 

reasonable because changing the cost of a component only impacted one component, whereas 

changing the value of a material or design parameter (i.e., voltage, capacity, loading, or active 

mass fraction) impacted multiple components. The most correlated cost and manufacturing 

parameters were shown to be the active material cost, the cell yield, and the cost of the cell 

formation manufacturing step. 

This work also included a discussion of the tradeoffs required to maintain optimal energy, 

power, and cost metrics while also preventing degradation that can hurt lifetime and safety. The 

main strategy was to modify the properties and costs of the components to facilitate the safe 

operation of high-voltage and high-capacity materials. The simulation results supported this 

strategy because increases in the cost or density of the electrolyte, separator, additives, and active 

materials had weaker correlation with cell metrics than the voltage and capacity did. Thus, the best 

way to guarantee long, safe operation was to adopt active materials with low voltages, low specific 

capacities, and low ASIs; however, such choices would be detrimental to the other cell metrics 

(excluding low ASIs, which were beneficial for all metrics). 

In addition, this work highlighted a tradeoff associated with solid-state electrolytes. The 

results indicated the potential of high ASI, high electrolyte density, and high separator cost to 

negatively impact one or more of the cell metrics. Note that these are three of the most common 
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drawbacks associated with solid-state electrolytes. The results also highlighted the importance to 

cell metrics of high voltages and high specific capacities, which are the most common benefits of 

cells with solid-state electrolytes. These competing effects present an intriguing tradeoff that will 

ultimately influence the adoption of solid-state electrolytes. This tradeoff suggests that research to 

develop new solid-sate materials should be accompanied by parametric studies to identify the 

target values of material properties, cell designs, and cost factors that are required to surpass 

lithium-ion metrics. 

Note that for all the cases discussed in this work, the directionality provided for improving 

metrics was broad in scope. The goal was to provide a general sense of the best directions to take 

research when trying to understand the true promise of a new material or novel chemistry. Case-

specific parametric studies should be conducted to confirm the best research direction for a specific 

chemistry and application. Such studies can be conducted using either models developed in-house 

or freely available software tools such as BatPaC.157 An example parametric study was provided 

in this work using the cost (in $/kWh) of LiNi0.8Mn0.1Co0.1O2/graphite (NMC811-G) energy cells 

as a baseline. The study indicated that new negative and positive active materials will produce 

cost-competitive cells only if the resulting voltages are greater than 3.15 V or 2.05 V, respectively. 

This conclusion was true regardless of the increase in specific capacity (assuming constant $/kg). 

The case study also indicated that new negative electrode materials will be cost-competitive only 

if they produce cells with an ASI less than 85 Ω cm2, regardless of the increase in specific capacity 

(assuming cell power and energy suitable for EVs). 

In summary, this work supports the overall conclusion that the battery field is moving in 

the correct direction, with significant effort focused on developing high-voltage cells and high 

specific capacity active materials.160 These attributes benefited most of the energy, power, and cost 
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metrics. The only exception was that power had minimal correlation to the specific capacity. This 

result suggests a potential opportunity to reexamine or refocus investigations on materials with 

low specific capacity that may possess other properties important for power metrics (i.e., high 

voltage and low ASI). This work also highlighted the importance of low ASI for energy, power, 

and cost targets and the importance of high electrode loadings for energy and cost. These two 

parameters are investigated less often during material discovery research than are voltage, specific 

capacity, and cycle life.161 It would be beneficial to develop and adopt consistent benchmarking 

and testing strategies to determine how new materials impact the ASI and/or the performance at 

high loadings. We acknowledge the difficulty in achieving reliable research-scale results and the 

uncertainty in comparing research performance to commercial cells.162–165 This difficulty is 

particularly acute for the ASI and rate capability at high loadings, where significant optimization 

can be done in the development stage. These shortcomings likely point to the importance of 

comparing data from new materials against cells containing commercially adopted materials (e.g., 

graphite, LFP, or NMC) fabricated under the same conditions (i.e., mixing, casting, calendering, 

and filling methods). Such a comparison would provide a method for benchmarking the ASI or 

high-loading performance of new materials against commercial competitors in a manner that is 

independent of fabrication conditions.  
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