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Gaseous inhibition of the transsulfuration pathway
by cystathionine b-synthase†

Neil R. McFarlane, a Jiangli Gui,a Julianna Oláh b and Jeremy N. Harvey *a

The transsulfuration pathway plays a key role in mammals for maintaining the balance between cysteine

and homocysteine, whose concentrations are critical in several biochemical processes. Human

cystathionine b-synthase is a heme-containing, pyridoxal 50-phosphate (PLP)-dependent enzyme found

in this pathway. The heme group does not participate directly in catalysis, but has a regulatory function,

whereby CO or NO binding inhibits the PLP-dependent reactions. In this study, we explore the detailed

structural changes responsible for inhibition using quantum chemical calculations to validate the

experimentally observed bonding patterns associated with heme CO and NO binding and molecular

dynamics simulations to explore the medium-range structural changes triggered by gas binding and

propagating to the PLP active site, which is more than 20 Å distant from the heme group. Our results

support a previously proposed mechanical signaling model, whereby the cysteine decoordination

associated with gas ligand binding leads to breaking of a hydrogen bond with an arginine residue on a

neighbouring helix. In turn, this leads to a shift in position of the helix, and hence also of the PLP

cofactor, ultimately disrupting a key hydrogen bond that stabilizes the PLP in its catalytically active form.

Introduction

In mammals, the transsulfuration pathway plays a key role in
sulfur metabolism and in intracellular redox regulation.1 At the
heart of the transsulfuration pathway is the regulation of
homocysteine and cysteine concentrations. Their concentra-
tions are crucial from two opposing perspectives: homocysteine
in high concentrations is toxic in mammals,2 and cysteine plays
an important part in many biochemical processes including the
production of the antioxidant glutathione,3 the biogenesis of
iron–sulfur clusters,4 and in the folding and stability of cellular
proteins via structural disulfide bonds,5 among many others.
There is also some recent evidence that cysteine has a cytopro-
tective function on tumour growth.6

The transsulfuration pathway formally begins with homo-
cysteine, which can react with serine to form cystathionine via
a b-elimination reaction with catalysis by cystathionine
b-synthase (CBS) (see Fig. 1).

In all organisms, CBS is a pyridoxal 50-phosphate (PLP)
dependent enzyme, but in higher organisms such as humans

(henceforth hCBS), it also contains a peripheral heme group.
The broad mechanistic and kinetic features of reactions occur-
ring in PLP-dependent enzymes are fairly well understood (see
Fig. S1 for the observed reactions, ESI†).7–9 Besides the regula-
tion of homocysteine concentration via the canonical reaction
of hCBS (shown in Fig. 1), this enzyme can also catalyse various
side-reactions leading to production of H2S (shown in Fig. S1,
ESI†).10,11 While traditionally considered as purely a toxic gas,12

there is increasing evidence that H2S plays a regulatory role in
critical biochemical processes involved in vasodilation and
neuromodulation.13–18 The importance of H2S as an intracel-
lular signalling molecule is a subject of increasing interest,
potentially joining CO and NO as the third endogenous gas
signalling molecule.19

hCBS exhibits various mechanisms of allosteric regulation
and inhibition, based on binding of commonly-occurring
intracellular molecules.20 One regulatory pathway which
remains challenging to understand is the binding of small
gas molecules to the aforementioned peripheral heme group.
In hCBS, the heme group is known to not be directly involved in

Fig. 1 The canonical reaction found in hCBS, where serine reacts with
homocysteine to form cystathionine with water condensation via a b-
elimination reaction.
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catalysis, and is located in a hydrophobic pocket near the
surface of the enzyme approximately 20 Å away from the
catalytic core.21 The heme group is 6-coordinate, and has a
coordination sphere of a distal histidine and a proximal
cysteine. The heme may exist in either the ferric or ferrous
redox states, but is ferric in the basal state,20 where ferrous
heme has been found to be approximately 2-fold less active
than ferric heme.22 Given the different activities of the electro-
nic states, the heme group in hCBS has been suggested to be
redox-active and has accordingly been designated as a heme
redox sensor protein.22–24

When reduced to the ferrous state, the heme group may
bind either CO or NO, with both causing complete inhibition of
hCBS.21 Upon CO binding, UV-vis. Spectroscopy shows a blue
shift of the Soret absorption maximum from 450 nm to
422 nm.25,26 Similarly, NO binding causes a larger UV-vis. Blue
shift from 450 nm to B390 nm.27–29 Compared to those reported
for CO binding, the equilibrium dissociation constants for NO
binding were initially predicted to be rather a lot higher than for
CO binding.27,28 However, more recent refinement of these
values shows that the equilibrium dissociation constants for
both gases are similar in magnitude, at KD = 0.8 mM and KD =
0.23 mM for CO and NO, respectively.29 Relative to another heme
signalling protein which binds both CO and NO, soluble guany-
late cyclase (sGC), these equilibrium dissociation constants are
slightly lower for CO (KD = 260 mM for sGC), and many orders of
magnitude higher for NO (KD = 53 nM–850 pM for sGC).30 The
above dissociation constants for hCBS do not take into account
the fact that it is a homodimer, with binding to the heme group
in one chain potentially being able to affect the binding strength
in the other chain. While there is evidence of such allosteric
effects for bonding of CO, with different KD1 and KD2 being
reported,25,26,29 we have not attempted to model these effects
here. In any case, whether NO or CO binds to hCBS, the heme
group is quickly oxidised back to the ferric state by O2, resulting
in total recovery of enzymatic activity.31

As shown by EPR spectroscopy, CO binding is associated
with decoordinatation of proximal cysteine in a two-step
fashion (A - D - E), where the initial loss of cysteine
(A - D) is the rate-limiting step (see Fig. 2). The final
inhibitory state, E, is found to be hexa-coordinate with prox-
imal CO and distal histidine.26,32 Also based on EPR spectro-
scopy, the NO binding pathway has been shown to occur in
two steps (A - B - C), starting with concerted displacement
of the distal histidine by incoming NO (A - B), followed
by (again rate-limiting) decoordination of proximal cysteine
(B - C). In this case, the final inhibitory state, C, is deter-
mined to be penta-coordinate, with a proximal NO, and both
amino acids decoordinated (see Fig. 2).26,27,32 Given the
mechanism for CO binding, we suggest that it is feasible that
D could bind to NO rather than CO equivalent, forming a
different hexa-coordinate heme group with proximal NO and
distal histidine (F) (see Fig. 2).

NO also binds to heme in a somewhat similar protein,
soluble guanylate cyclase, and in that case, the NO-bound form
is also suggested to be pentacoordinate, with NO binding being

accompanied by histidine sidechain decoordination. There is
also some evidence that the NO-bound form involves a prox-
imal NO ligand, i.e., bound on the same side as the departing
histidine sidechain. We have previously suggested33 that this
proximal NO state could be formed by reaction of a second NO
equivalent with the initially formed penta-coordinate Fe(II)–
NO system with a distal NO, to form a transient hexa-
coordinate NO–Fe(II)–NO system (C‡) that would then lose
the first NO to yield the isomeric penta-coordinate NO–Fe(II)
(C*) (see Fig. 2). We suggested that this proximal NO binding
(whose formation might be plausible during a short period of
elevated NO partial pressure) could be associated with slower
return to the initial state, as under low NO conditions, access
to hexa-coordinate C‡ would be difficult. It is possible that a
similar mechanism occurs also for hCBS, where experiment
does not allow a conclusive assignment of the bound NO state
to a C or C* form. If C* is indeed formed, this could explain
the reported lower rate of NO dissociation (B0.003 s�1)
compared to that of CO (B0.5 s�1) in hCBS, as has already
been suggested.29

Both CO or NO binding to the heme group can inhibit hCBS,
and it has been shown that this is due to conformational
changes in the PLP-dependent active site upon gas binding to
the heme site, ultimately leading to mechanical signalling
between the two sites. However, the detailed way in which this
signalling occurs and the way in which it causes the inhibition
are not yet fully understood. The environment of the heme
group and how it is structurally related to the PLP environment
is shown in Fig. 3.

The proximal Cys52 forms a salt bridge with Arg266, where
Arg266 is at one end of a short a-helix 8, and at the other end,
Thr260 and Thr257 exhibit strong hydrogen bonding with the
phosphate group of PLP.20,34–36 Mutation of both Arg266 and
Thr260/Thr257 has been shown to reduce enzymatic
activity.35,37–39 As well as the suggested mechanical signalling
between the heme group and PLP cofactor, a form of electronic
coupling between the heme group, a-helix 8 and the PLP
cofactor has been suggested40 to play a role in this inhibition,

Fig. 2 Gaseous inhibitory pathways shown in hCBS. Species A, B, C, D,
and E have been experimentally observed, and C and E are the final
inhibitory states for NO and CO, respectively. Species C‡, C* and F are
not experimentally observed, but are computationally and biochemically
suggested in this work.
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but the nature of this coupling is unclear,‡ and we will focus
here on the mechanical signalling hypothesis.

In the mechanical signalling model,41 the active ketoena-
mine form of PLP and its protonated Schiff base nitrogen is
stabilised by hydrogen bonding between Asn149 and the pyr-
idoxine ring oxygen atom, as shown in Fig. 3. The protonation
of the Schiff base nitrogen atom makes the imine carbon atom
more susceptible to nucleophilic attack.7,8,41 In case the PLP
centre undergoes tautomerisation, an inactive enolimine form
with a neutral imine nitrogen is obtained.41 Fluorescence
spectroscopy experiments show that upon binding of CO/NO,
the PLP cofactor changes character from the ketoenamine to
enolimine form.41 This was suggested to be due to helix 8
motion caused by breaking of the Cys52–Arg266 salt bridge,
with the strong hydrogen bonds between Thr257/Thr260 and
the phosphate group of PLP leading to movement of the PLP
group that cause disruption of the Asn149–O�(PLP) hydrogen
bond and hence the shift of the tautomerisation equilibrium
towards the inactive enolimine form. The experimental techni-
que does not however provide access to detailed atomistic
insight into the structural changes in helix 8 and the PLP site.

The goal of this study is to investigate the structural changes
occurring upon CO or NO binding to the heme group. To do so,
we first explore the free energy landscape associated with CO
and NO binding, using quantum-chemical methods, to obtain
accurate microscopic models of the C, E and F inhibited forms
of the heme group. Based on these models, extended MD
simulations of the inhibited forms are performed to study the
motion of a-helix 8 following breakage of the Cys52–Arg266 salt

bridge, and what effect this has on the structure surrounding
the PLP active site.

Computational details
Quantum chemical calculations

In all calculations, the heme ring was modelled as an Fe-porphin
ring,42,43 and cysteine and histidine were modelled as hydrosulfide
and imidazole, respectively. To provide adiabatic spin-state
energetics,42 each of the heme derivatives shown in Fig. 2 (exclud-
ing C‡ and C*, which is identical to C with the modelling approach
used) were geometry optimised in their low-, medium-, and high-
spin states using the hybrid B3LYP functional44,45 where Fe(II) was
described using the def2-TZVP basis set and all other atoms with
the def2-SVP basis set46 (TZVP/SVP basis in Table S1, ESI†). The D3
dispersion correction with the Becke–Johnson damping function
was used for all optimisations.47,48 Using second-derivative calcu-
lations, no imaginary frequencies were found, thus all heme
derivatives were found to be stable minima on their corresponding
potential energy surface. These optimisations and frequency ana-
lyses were performed with the Gaussian 16 program (see Table S6
for convergence criteria for these optimisations, ESI†).49 See the
data availability statement for the geometries for the optimised
species for the various spin states.

To identify the electronic ground states, single-point DLPNO-
CCSD(T1) calculations were performed on the optimised geome-
tries of the heme derivatives using the ORCA quantum chemistry
program package (see Table S7 (ESI†) for the accuracy settings for
all DLPNO-CCSD(T1) calculations).50 The coupled-cluster expan-
sion was based on hybrid B3LYP-D3 Kohn–Sham orbitals44,45

obtained using the TZVP/SVP basis set combination (see
Table S1, ESI†).46 The density-fitting approximation was used to
solve Coulomb integrals, and numerical chain-of-sphere integra-
tion was used for the Hartree–Fock exchange integrals.51 As
previously shown,52 test calculations using Hartree–Fock orbitals
for the coupled-cluster expansion showed very similar relative
energies. Scalar relativistic effects were also considered through
the zero-order regular approximation (ZORA).53–55 The ZORA
recontracted versions of the def2 basis sets were used within this
approximation.56 As auxiliary basis sets, the normal def2 family of
basis sets and the segmented all-electron relativistically con-
tracted (SARC) were used.46,56

On the calculated electronic ground state for each species, a
higher-level DLPNO-CCSD(T1) calculation was performed,
where two-point complete basis set limit extrapolation57

(details in ESI†) was applied with respect to the heme iron
using two basis set combinations, TZVPP(Fe(II))/TZVP(N,O,S,C)/
SVP(H) & QZVPP(Fe(II))/TZVP(N,O,S,C)/SVP(H) (see Table S1,
ESI†).46 All other parameters for the DLPNO-CCSD(T1) calcula-
tions remained the same as already outlined above.

To evaluate the Gibbs free energy changes associated with
the steps of the reaction pathways, two terms were added to the
complete basis set extrapolated DLPNO-CCSD(T1) electronic
energy. The first is the statistical mechanics Gibbs free energy
correction for each of the species at standard state (1 M) taken

Fig. 3 Environments of the heme group and active PLP site. All relevant
amino acids are shown, alongside the a-helix 8 which links the two sites.
a-helix 8 is approximately 12 Å in length. For simplicity, hydrogen atoms
are omitted, so intermolecular interactions (shown by dotted lines) invol-
ving hydrogen atoms are implied. The figure inset shows the tautomerisa-
tion of the PLP active site between the active ketoenamine form and
inactive enolimine form.

‡ Ref. 40 indeed shows very large changes in electron density distribution when
performing comparative density functional theory calculations on the heme
group, a-helix 8 and the PLP cofactor as separate fragments and in structures
as found in hCBS, but these large changes seem to be due to artefacts associated
with the gas-phase nature of the DFT calculations performed, which involve a
fragment with large negative charge (the PLP cofactor) being brought into close
proximity of the model for a-helix 8.
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from a frequency analysis of a hybrid B3LYP-D3 calculation
performed using the TZVPP/TZVP/SVP basis set combination.
The translational contribution to the Gibbs free energy was
removed for decoordinated amino acid models, hydrosulfide
and imidazole, since these remain bound to the protein even
upon dissociation from the heme group. The second is the
Gibbs free energy of solvation for each of the species, which was
calculated by the difference in hybrid B3LYP-D3 electronic
energy between a vacuum and implicitly solvated model using
a CPCM implicit solvent model with a protein-representative
dielectric constant of e = 4. We have also evaluated Gibbs free
energy changes associated with the steps of the reaction path-
ways using a selection of DFT functionals – see Table S2 (ESI†)
and the accompanying text.

Molecular dynamics simulations

To the best of our knowledge, there exist 8 crystal structures of
hCBS in the basal state (pdb-id: 1JBQ, 1M54, 4COO, 4L0D,
4L3V, 4L27, 4L28, 5MMS).20,24,34,58,59 On the basis of having the
best resolution (2.00 Å), being the wild-type form of hCBS, and
having all residues modelled in the relevant domains, 4COO
was used as the starting point in this work. For a detailed
comparison of all available crystal structures for hCBS, see
Table S8 (ESI†). hCBS is a biological homodimer and was
modelled as such. 4COO contains all three domains of hCBS:
the N-terminal heme domain, the central catalytic domain, and
the C-terminal regulatory domain.34 Since the C-terminal reg-
ulatory domain is not the main focus of this work and its
inclusion would surely increase computational expense, it was
excluded from modelling – a previously successful methodology
for catalytic domain focused modelling work.60 There are 64
missing residues at the N-termini for both chains which were
not added due to uncertainty in their secondary structures.
With these considerations in mind, both chains, residues 43–
381, were used for modelling throughout, giving a total of 676
residues. Within this selection, there are a few residues with
missing atoms – these were added back using SCWRL.61

The parameters for the covalently-bound PLP cofactor were
generated using CGenFF62 and deemed to be satisfactory for
the purposes of this work (see ESI† for parameters). To include
the heme group in the system topology, the native support
within CHARMM36 was used.63 Where relevant, the distal
His65 and proximal Cys52 were bonded to the heme group by
inclusion of a specbond.dat file. All other atoms also used the
native support within CHARMM36.63 The protonation states of
all titratable amino acid side-chains were assigned based on
their pKa predicted by PropKa64 and set accordingly within the
system topology (see ESI† for the protonation states of all
amino acids).

Prior to production MD, equilibration was performed for
species A (see Fig. 2), using the TIP3P water model,65 and
periodic boundary conditions with a rhombic dodecahedron
unit cell, where the protein was at least 20 Å from the box edge.
The total charge of the system was neutralised and set to a
realistic physiological concentration of NaCl (0.15 M).66 To
remove any initial bad contacts, an energy minimisation was

performed and NVT and NPT equilibrations were performed for
1000 ps each, using the velocity-rescaling thermostat67 and
Parrinello–Rahman barostat,68 thus equilibrating the system
at 300 K and 1 bar. Lastly, positional restraints on all atoms
were sequentially relaxed, and two 1000 ns simulations were
performed using different starting velocities in the NPT ensem-
ble with Parrinello–Rahman pressure coupling.68

In order to simulate a given inhibitory pathway (A - C, A -

F, and A - E – see Fig. 2), the final geometry from the trajectory
of A was extracted and structurally modified to represent the
relevant bonding for C, E, or F, and the specbond.dat file was
updated appropriately. Any CO or NO molecules were intro-
duced appropriately by making slight structural modifications
to the amino acids they displace to avoid any severe steric
clashes and were bonded to the heme group using the spec-
bond.dat file. These modifications were performed for both
monomers, so for each trajectory, there are two heme and PLP
groups to be modified. In all cases, the proximal Cys52 was
protonated upon decoordination from the heme iron. An
energy minimisation was used to mitigate any bad contacts
caused by the crude structural modifications. Following this,
NVT and NPT equilibrations were performed for 1000 ps each,
using the velocity-rescaling thermostat67 and Parrinello–Rah-
man barostat.68 Once each of the systems were sufficiently
equilibrated, all positional restraints were sequentially relaxed,
and simulations for each inhibitory state in the NPT ensemble
with Parrinello–Rahman pressure coupling68 were performed.
For each pathway, two 1000 ns simulations were performed
using different starting velocities. All MD simulations were
performed with GROMACS.69,70

Results and discussion
Quantum chemical calculations

Heme derivatives ground spin states. Many of the heme
derivatives which have been studied in this work have pre-
viously been investigated in detail, in some cases with more
accurate methods as compared to DLPNO-CCSD(T1). Never-
theless, for the sake of having a consistent dataset, and to
identify the ground spin states of species A and B (which have
not been studied previously, to the best of our knowledge), the
ground spin states of all species A–F have been studied here
(details in Table S3, ESI†).

In good agreement with previous ab initio and DFT
studies,71–74 F has a clear doublet ground state, and this is
also the case for C, again in agreement with previous work.75 As
already mentioned, there are no computational studies of
species B to the best of our knowledge, though the corres-
ponding ferric species has been studied, and found to have a
clear low-spin form (in that case, a singlet).76 This suggests that
B should be low-spin (i.e. a doublet), which we indeed find, with
a large spin state gap to the closest-lying spin state (sextet) of
20.5 kcal mol�1. We calculate a stable singlet ground state for
species E, in positive agreement with numerous previous
computational studies.71,74,77
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Moving now to the gas-free heme adducts, it is well established
from previous experimental78 and computational42 work that D
has a quintet ground state with a close-lying triplet, and this is
also found here, albeit with a larger quintet-triplet gap than in
some previous studies,42 perhaps due to the use of local coupled-
cluster with a relatively small basis set. For species A there is, to
the best of our knowledge, no previous experimental or computa-
tional work on the electronic nature of the ground state. We find
the ground spin state of A to be a singlet, albeit with a relatively
small spin state gap to the triplet of 4.2 kcal mol�1.

Gibbs free energy of reactions in hCBS. Having established
the ground spin states of the various heme adducts, we wish to
check that the Gibbs free energy changes associated with the
inhibitory pathways calculated using the ground spin states for
the electronic structure calculations are consistent with experi-
mental observations. As mentioned above, the free energies
calculated herein are composed of complete basis set limit
extrapolated DLPNO-CCSD(T1) electronic energies and a Gibbs
free energy correction. Before discussing the results, we want to
mention possible errors in our calculated values. First, the local
CCSD(T) approach used is not exact,79 especially for transition
metal complexes.80 We have tried to minimise these errors by
including the improved iterative T1 method as well as complete
basis set extrapolation with respect to heme iron.81 Pantazis
et al. recommend the use of complete PNO space extrapolation
to approach the limit of CASPT2/CC calculations,81 however
this was computationally unfeasible in the present study, so
some uncertainty remains.

As well as the inherent uncertainties coming from the level
of electronic structure theory used, our computational
approach is limited in accuracy due to three aspects, which
we discuss here. First, dissociation of histidine and/or cysteine
sidechains from the heme group does not involve formation of
a separate molecule, since the sidechains remain part of the
whole protein-heme system. Hence, within the ideal-gas-like
treatment of statistical mechanics, it is not clear how to treat
the dissociated species, as this will not have a large relative
translational partition function. In our calculations, we (some-
what arbitrarily) treat it as having no translational freedom. The
rotational and vibrational parts of the partition function are
computed using the usual rigid-rotor/harmonic oscillator
approaches. Since the dissociated sidechain does have some
range of possible motion, this may underestimate the entropy
(and hence overestimate the Gibbs energy) of the dissociated
states, but this may be partly compensated for by including the
full rotational partition function (the sidechain will in reality
have some degree of constraint on its rotational motion).

A second approximation involves the use of a continuum
solvent with a generic dielectric permittivity of 4 to describe the
medium surrounding the heme model used in our quantum
chemical calculations. The initial species A is an anion, but
dissociation of cysteine leads to neutral species, so solvation does
affect our calculated Gibbs energies to some extent, and the
polarity of the medium may not be well captured by a single
dielectric constant. We have checked that varying the dielectric
constant to that of water does not impact the calculated relative

Gibbs energies in a major way (for example, species C moves from
�0.4 to �2.9 kcal mol�1, with the difference being of the order of
the estimated error in the quantum-chemical method used), but
this approach does still introduce some additional error in our
estimated Gibbs energies. We note that the departing cysteine
sidechain is treated as anionic HS� in our calculations. The
cysteine sidechain has a pKa near 7, so that when using a standard
state for the proton concentration corresponding to pH 7
(i.e. using DG10 rather than DG1, see ref. 82) the standard Gibbs
energies of the anionic thiolate and neutral thiol forms are almost
equal, and we therefore do not need to account for the differential
solvation energies of the two forms. As an additional test for the
accuracy of this assumption and of the solvation treatment, we did
however compute the pKa of H2S at the same level of theory used
here, obtaining a value of 4.7, reasonably close to the experimental
value of 7. Cysteine residue have pKa values ranging from 3.5 to 12
depending on the protein environment and reactivity,83 so our
prediction is in reasonable qualitative agreement.

A third aspect relates to the conformational rearrangement
of the overall protein structure, a-helix 8, and the PLP cofactor
following CO or NO coordination, that will be discussed below.
This rearrangement is spontaneous and will hence lead to a
favourable contribution to the reaction free energy. As the
inhibition by CO and NO is observed to be total, the free energy
gain associated with relaxation of the structure after CO or NO
coordination must be significant, since otherwise a small
portion of the protein would remain in its active form. Assum-
ing inhibition by a factor of 100, the Gibbs energy change
should be �RT ln 100 or 2.7 kcal mol�1, but the precise value is
unclear. Of course, relaxation cannot be too favourable,
because otherwise the protein would not be stable in the active
form, even in the absence of CO or NO binding.

These provisos noted, we can compare our results with
experimental observations. The pathway leading to inhibition
by CO is believed to follow the route A - D - E. According to
our calculations, the first step is endoergic in Gibbs energy
terms (+11.2 kcal mol�1), and the second step is exoergic
(�15.1 kcal mol�1) (see Fig. 4). We note that our calculations do
not address energy barriers. As previously argued,72 gaseous
ligand binding, as in the second step, can be expected to be quite
fast so will have a low barrier. Decoordination of cysteine (with
concomitant protonation) in the first step will likely have a larger
barrier, consistent with the slow (k D 10�3 s�1, equivalent to a free
energy barrier of 21.5 kcal mol�1 at 298 K in terms of the Eyring
equation) observed binding of CO to ferrous hCBS.32 The net free
energy change from A to E is calculated to be �3.9 kcal mol�1.
Given the many sources of uncertainty mentioned above, this is
consistent with the observed binding affinity and KD = 0.8 mM,
which implies DG10 = �8.3 kcal mol�1.

Experimentally, NO has been observed to inhibit hCBS by
binding through the pathway, A - B - C. The alternative
pathway via intermediate D as for CO is presumably much less
favourable, given the difference in the observed kinetics. The
first step A Z B is calculated to be exogenic (�5.2 kcal mol�1)
and will have a barrier which we have not studied here.
Presumably, given the observed fast binding of NO, this barrier
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is relatively low, but the reason for the difference with CO, for
which this pathway is not observed, is less clear. The second
step is predicted as endoergic (+4.8 kcal mol�1), leading to an
overall predicted binding free energy of �0.4 kcal mol�1, which
differs by 8.7 kcal mol�1 from the value indicated by the
experimental dissociation constant of KD = 0.23 mM, which
means that DG10 = �9.1 kcal mol�1. Formation of C requires
dissociation of both the cysteine and histidine sidechains, so is
twice subject to the uncertainty mentioned above relating to the
translational entropy of the dissociated ligand. In case some
portion of the translational entropy does still contribute to the
dissociation Gibbs energy, this would account for some of
the mismatch between the calculated and experimental DG10.
The conformational change would also account for some of the
difference and bearing in mind possible inaccuracies local
CCSD(T), the computed values are overall roughly consistent
with experiment.

The suggested endpoint of NO binding based on experiment
is species C, while the a priori plausible F species not experi-
mentally observed. Our calculations suggest that F would be
more stable (see Fig. 4), but given the errors in our computa-
tional approach, and the small difference in computed Gibbs
energies, this is not a major inconsistency.

To conclude this section, the quantum chemical calcula-
tions are consistent with the experimental observations and
provide us with a solid basis for assigning the bonding pattern
to be used in the MD simulations addressing the conforma-
tional changes in structure upon NO or CO coordination, which
will be discussed next.

Molecular dynamics simulations. The goal of our MD simu-
lations is to understand the changes in structure around the
heme group, a-helix 8 and the PLP cofactor upon gas binding to
the heme group. To the best of our knowledge, no experimental
structural data on this inhibited form of hCBS is available. Based
on the atomistic structures for the heme group in the inhibited
form, together with extensive MD simulation, exploratory studies
can be performed to predict the nature of the structural changes.
Note that as hCBS is a homodimer, all simulations provide
duplicate structures for the two chains. In principle, some
coupling between motion in the two monomers could occur,
and could account for the mentioned difference in affinity

between the first and second CO binding affinity,25,26,29 but we
have not tried to model such allosteric effects here.

To confirm the quality of the CGenFF parameters for PLP
generated herein with respect to their validity for studying the
inhibitory pathways A - C, A - E, and A - F, simulations of the
resting state, A, were performed first. The core of our hypothesis is
that when Cys52 decoordinates from the heme group, it is quickly
protonated, and the strong salt bridge between Cys52 and Arg266
(see Fig. 3) would be broken as a direct consequence. Rupture of
this salt bridge may cause some mechanically induced signalling
pathway to PLP via a-helix 8 and enable the tautomerisation to the
enolimine form of PLP, thus inhibiting the enzyme’s activity. For
this hypothesis to be supported, the salt bridge must of course be
stable in the basal state A, so two separate simulations (1000 ns
each) were performed for this state, with the Cys52 still coordi-
nated to heme. These trajectories indeed show stable structures,
as evidenced by a flat overall root mean square deviation (RMSD)
for the protein as a whole (Fig. S2a & b, ESI†), an intact Cys52-
Arg266 hydrogen bond throughout the simulation (Fig. S4, ESI†),
and a largely unbroken hydrogen-bonding network around the
PLP cofactor. For this latter aspect, we will first define a criterion
for a hydrogen bond: the distance between the heavy atoms of the
donor and acceptor must be o3.5 Å, and the donor-hydrogen-
acceptor angle must be 41001.84 Using this criterion, returning to
the simulations of the basal state A, we find a stable Asn149–
O�(PLP) hydrogen bond throughout the simulations, with the
hydrogen bond being observed for an average of 84% of the
simulation time (Fig. S8, S9, S16, S17 and Table S5, ESI†). We do
note some slight weakening occurring during one of the replica
simulations for one of the homodimeric chains, where the
hydrogen bond is observed for 73% of simulation time (Fig. S8,
S9, S17 and Table S5, ESI†). Besides this key hydrogen bond, we
also expect that strong hydrogen bonds are formed between the
PLP phosphate group and the residues at the N-terminus of a-
helix 8, ultimately coupling the positioning of a-helix 8 to the PLP
cofactor. For these hydrogen bonds, we do not use the criteria
described above due to the large number of possible donor–
acceptor pairs complicating analysis and instead use only the
donor–acceptor distances. However, the stability and minimal
fluctuation of these donor–acceptor distances indicates that these
hydrogen bonds are, as expected, very stable throughout the
simulations (Fig. S24–S27, ESI†).

We now turn to simulations of the inhibited forms C and E
resulting from binding of NO and CO, respectively, as well as of
the possible modified inhibited form F, in which NO binds to
the heme group but the histidine residue also remains bonded
to the heme iron. We have performed two 1000 ns simulations
of each of the final inhibitory states (C, E, and F), representing
the pathways A - C, A - E, and A - F. From a MD
standpoint, the topologies of E and F are very similar and are
generated by modification of the topology of A, such that heme-
Cys52 bond is broken, and a distal CO or NO (for E and F,
respectively) molecule is introduced. While similar, the forcefield
parameters are also slightly different for the hexa-coordinate heme
groups. Again, from modification of a topology of A, generation of a
topology for C requires that both the heme-Cys52 and heme-His65

Fig. 4 Gibbs Free energy changes associated with the inhibitory pathways
caused by binding of CO/NO to hCBS. Relative free energies are calculated
relative to the basal species, A. All values are given in kcal mol�1.
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bonds are broken, and that a distal NO molecule is introduced,
resulting in a penta-coordinate heme group. For all simulations of
C, E, and F, Cys52 has been protonated as we expect this would be
the case given the proximity to bulk solvent and the typical pKa of
cysteine sidechains. Moreover, the experimental study of the
coupling between the heme group and the PLP cofactor suggested
that cysteine protonation is an essential step in the inhibition
pathway.41

As no structures are available for the inhibited form, it was
not clear which structural changes compared to species A
would be likely to be observed, nor on which timescale they
could be expected to occur, though minor conformational
change could certainly be expected to be visible on the micro-
second timescale of the MD simulations. We monitored a range
of structural coordinates relating to a-helix 8, the heme group
and the PLP cofactor for each of the species C, E and F, each of
the chains in the homodimers, and each of the independent
simulations.

In all simulations, the Cys52-Arg266 interaction is found to
break almost immediately upon modifying the heme group
topology. This is expected since the cysteine is protonated as
part of the change in topology. (see Fig. S5, S6 & S7 for C, E, and
F, respectively, ESI†). The forcefield partial charge on the
coordinated sulfur atom in species A is �0.8 but is only
�0.23 in the neutral cysteine form, leading to much weaker
electrostatic interactions. After the initial instantaneous
increase in d(SgCys52–N1ZArg266), slower and higher-amplitude
variations are also observed, associated with the fact that the
proximal Cys52 is part of a loop region of the secondary protein
structure. Consequently, upon decoordination from heme,
Cys52 (and His65 for the case of C) is free to move as its
position is no longer defined by the coordination sphere of the
heme group. On the other hand, the position of the heme group
is in some way locked by interaction of the propionate side-
chains with Arg51 and Arg224,85 which are not part of the
flexible loop region, so that despite the loss of the ligand, the
heme group remains reasonably well anchored. Motion of
Cys52 following decoordination occurs in all simulations of
C, E, and F, but the direction of translation of Cys52 is not
systematic, presumably due to the flexibility of the loop region.
Similar freedom of movement is seen for His65 for simulations
of C, again with no discernible pattern. Fig. 5 shows the types of
large-scale motions which are observed for both Cys52 and
His65 when they have decoordinated from heme to form C.

None of the simulations of species C, E and F show rapid or
major changes in the positions of the heme group, a-helix 8 or
the PLP cofactor, as shown by the moderate overall RMSD
values for the trajectories, with respect to their species
A–derived reference points (Fig. S2 & S3, ESI†). Nevertheless,
close inspection of these trajectories does show evidence for
structural change consistent with the mechanical signalling
hypothesis. The main metric showing this is the previously
mentioned Asn149–O�(PLP) hydrogen bond. Considering the
three species C, E and F, the two chains of the homodimer, and
the two independent MD simulations for each case, there are
12 time series to be analysed. Again, using the criteria defined

above, in a way that is not seen for the simulations of A, in three
of these time series, the Asn149–O�(PLP) hydrogen bond is
unambiguously disrupted in a major way, with it being
observed for 38, 25, and 13% of simulation times (Fig. S10,
S11, S14, S15, S19, S22, S23 and Table S5, ESI†). In a further
three time series, the hydrogen bond shows some weakening in
a similar fashion to that which was observed in one of the
replica simulations of A, where the hydrogen bond is observed
for 75, 71, and 79% of simulation times (Fig. S10, S11, S14, S15,
S18, S19, S22 and Table S5, ESI†). The remaining six simula-
tions do not show convincing evidence of hydrogen bond
elongation. Since our MD simulations cannot account for the
tautomeric change in the PLP cofactor, any weakening of the
hydrogen bonding must be due to the mechanical signalling
through a-helix 8. We note that the lack of clear changes in
hydrogen bonding in some of the timeseries may be due to
insufficient sampling, evidenced by the fact that there is no
clear pattern concerning the differences between species C, E
and F. In fact, the species showing the least evidence for
weakening of the interaction, E (Fig. S12, S13, S20, S21 and
Table S5, ESI†), is treated in an extremely similar way within the
forcefield to the related species F, which shows clear elongation
of the Asn149–O�(PLP) hydrogen bond in some of the time
series (Fig. S14 and S15, ESI†), strengthening the suggestion
that the differences between simulations are indeed due to
insufficient sampling.

Other structural metrics relating to the PLP cofactor are
stable throughout the simulation. For example, the strong
hydrogen bonds between the PLP phosphate group and the
a-helix 8 N-terminus are largely unbroken throughout
(Fig. S24–S39, ESI†) (some of the changes in distance shown
in these plots arise due to switching of hydrogen bonds between
the different phosphate oxygens). The a-helix is thereby firmly
attached to the PLP cofactor, and motion of the a-helix leads to
the above-mentioned weakening of the interaction of the PLP
cofactor with Asn149. See the data availability statement for initial
GROMACS geometry files for each of the species A, C, E, F as well
as selected forcefield parameters.

Fig. 5 Large scale motions of Cys52 and His65 during one of the 1000 ns
simulations for species C for chain B. The heme group and flexible loop
region is shown in orange and purple for 0 and 1000 ns, respectively.
Figure insets (a) and (b) show the motion of His65 and Cys52, respectively,
relative to their initial coordination with heme Fe(II).
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The elongation of the Asn149–O�(PLP) hydrogen bond is
associated with other slight structural changes relating to the
position of a-helix 8 and the PLP cofactor. Some insight into
these changes can be obtained by comparing a typical species A
structure and a typical structure in which the hydrogen bond is
surely broken (Fig. 6). This comparison is somewhat artificial
since the choice of the two structures is necessarily arbitrary,
but it has the benefit of providing an overall picture of the
changes arising with the mechanical coupling mechanism. In
Fig. 6, the two structures are aligned based on the positions of
the a-carbons of all amino acids, so that their protein back-
bones are maximally close to each other. As can be seen, there
is a clear change in the relative position of a-helix 8 and the PLP
cofactor with respect to Asn149, confirming that indeed a-helix
8 does play a role in mechanically induced signalling between
the heme group and PLP cofactor.

In principle, biased simulation techniques together with
free energy evaluation methods could be used to quantify the
differences arising when switching from the Cys-heme bound
species A to the free Cys species C, E and F. This would however
be rather challenging to model, given the extensive small
structural differences between the various species, and the lack
of a clearly identified reaction coordinate associated with the
mechanical coupling. Hence this has not been attempted here.

Conclusions

In this work, we have aimed to investigate in more detail the
role of a peripheral heme group found in hCBS that does not
directly engage in catalytic activities, but instead exerts regula-
tory control over the enzyme. This regulatory function mani-
fests when CO or NO gas molecules bind to the heme group,
leading to complete inhibition of PLP-dependent reactions.

Initially, we validated the CO/NO bonding models proposed
by EPR spectroscopy through detailed quantum chemical stu-
dies, analysing the Gibbs free energy changes associated with
the inhibitory pathways. Despite noted limitations in computa-
tional accuracy, our findings demonstrated positive agreement
with previous calculations on related heme derivatives, often
employing more sophisticated quantum chemical methods,

and our calculated Gibbs energies are consistent with observed
thermodynamics, giving confidence in the atomistic models for
the basal and ligand-bound states.

Using forcefields with bonding patterns identified using the
quantum chemical calculations, several 1000 ns molecular
dynamics simulations on the various inhibitory species were
performed. Through these simulations, we sought to investigate
in greater detail the proposed mechanical signalling model,
which suggests that the rupture of the Cys52-Arg266 salt bridge,
triggered by gas binding, initiates a cascade of allosteric
changes. We find that motion of a-helix 8 (which Arg266 is a
part of) which happens following breakage of the Cys52-Arg266
salt bridge leads to destabilisation of the active ketoenamine
form of PLP. This destabilization arises from the elongation of a
crucial hydrogen bond between Asn149 and a pyridoxine ring
oxygen atom, suggesting a lowered barrier to tautomerization
which produces the inactive enolimine form of PLP.

Our findings underscore the intriguing regulatory role of CO
and NO in hCBS, indicating that both gases have the potential
to inhibit the enzyme both experimentally and theoretically.
Moreover, reactions catalysed by hCBS at the PLP active site
cause production of H2S, yet further indicating the emerging
theme of complex interplay between CO, NO and H2S as
signalling molecules.
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Fig. 6 Overall structural changes following decoordination of Cys52 and
rotation of Arg266. The initial structure at 0 ns is shown in green and a
snapshot after 1000 ns is shown in blue (species F, chain A). The bond
length d(NdAsn149–O12PLP) is highlighted in the figure, increasing from 1.9 Å
(at 0 ns) to 6.5 Å (at 1000 ns). This figure was generated by a-carbon
backbone alignment in PyMOL.86
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