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stratospheric aerosol injection: a review†

Han N. Huynh *ab and V. Faye McNeill *cd

Given the rise in global mean temperature as a direct consequence of increasing levels of greenhouse gases

(GHG) in the atmosphere, a variety of climate engineering approaches, including stratospheric aerosol

injection (SAI), have been proposed. Often criticized as a distraction from global efforts towards reducing

GHG emissions, SAI aims to increase the Earth's albedo by seeding aerosols in the lower stratosphere.

Inspired in part by observations of temporary cooling of the Earth's surface following major volcanic

eruptions which introduced significant loadings of sulfate particles into the stratosphere, SAI has been

explored extensively in modeling studies. The cooling effect may be accompanied by other significant

consequences including stratospheric heating, stratospheric ozone (O3) depletion, and reduced global

mean precipitation. In order to understand the potential environmental and climate impacts of SAI, we

review the state of the knowledge regarding these issues, starting from an aerosol science perspective.

We summarize aerosol radiative properties and the role they play in defining the optimal chemical and

physical aerosol characteristics for SAI, and their implications for lower stratospheric warming. We then

review in depth the impacts of stratospheric aerosol heterogeneous chemistry on global O3 levels. We

review SAI modeling studies as well as their uncertainties, in comparison to the observed environmental

and climate impacts of volcanically derived sulfate aerosols, including impacts on global temperature,

stratospheric warming, and hydrological cycle. We also briefly discuss the current governance and

economic considerations of the application of SAI and raise essential questions from both research and

social standpoints that should be addressed before SAI is deployed for climate change mitigation.
Environmental signicance

Climate engineering approaches, including stratospheric aerosol injection (SAI), have been proposed as climate mitigation tools to complement efforts to reduce
greenhouse gas emissions or directly remove greenhouse gases from the atmosphere. SAI consists of injecting aerosol particles into the lower stratosphere which
will reect sunlight back to space, resulting in a cooling effect in the troposphere (lower atmosphere). The cooling effect is accompanied by other signicant,
potentially negative consequences including heating and ozone depletion in the stratosphere (upper atmosphere), and reduced global mean precipitation. We
review the state of the knowledge regarding these issues and raise questions from both scientic and social standpoints that should be addressed before SAI is
deployed for climate change mitigation.
1 Introduction

Global anthropogenic carbon dioxide (CO2) emissions have
increased steadily since 1750, with a signicant rise between
1970 and 2011 that accounts for almost 50% of the cumulative
emissions.1 The rise in global temperature at both land and
onmental Sciences (CIRES), University of

inistration (NOAA), Chemical Sciences
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bia University, New York, New York, USA

ciences, Columbia University, New York,
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14–143
ocean surfaces, more frequent observations of extreme weather
events, such as tropical cyclones2,3 and heat waves,4 together
with the projected increase in CO2 and other greenhouse gas
(GHG) emissions,5 have prompted an increase in international
commitment to battle global warming. As a result, the 2015
Paris agreement was adopted by almost 200 countries, setting
a goal of limiting global warming to less than 1.5 °C by reducing
GHG emissions signicantly. However, there have been
discrepancies in the estimated global carbon budget1,6–8 and
thus, uncertainty in the required trajectory for emission
reduction. In addition, the interpretation and implementation
of the nationally determined contributions (NDC) or emission
pledges from the participating countries have been
inconsistent.9–11 Depending on the level of pledges from
participating countries, how much global warming could be
reduced varies.12 Consequently, there is a risk that, unless the
© 2024 The Author(s). Published by the Royal Society of Chemistry
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global mitigation efforts are strengthened, total carbon emis-
sions may remain relatively constant by the near-term target of
2030.13 Therefore, concurrently with the efforts of lowering GHG
emissions, many different climate interventions, or ‘geo-
engineering’ techniques, have been proposed and researched
extensively (Fig. 1).

Radiative forcing geoengineering (RFG) has been considered
since at least the 1950s.14–16 RFG comprises two main categories
that focus on increasing either the outgoing terrestrial longwave
(LW) radiation escaping from the Earth's surface to space (i.e.,
Cirrus Cloud Thinning, CCT)17 or the amount of incoming
shortwave (SW) solar radiation reected back to space (solar
radiation management – SRM).18 SRM techniques include
Surface Albedo Geoengineering (SAG), Marine Cloud Bright-
ening (MCB), and Stratospheric Aerosol Injection (SAI).
1.1 Cirrus cloud thinning (CCT)

Cirrus clouds are optically thin clouds made of ice crystals that
are located in the upper troposphere. They were observed to
have a strong impact on the global top-of-atmosphere (TOA)
Fig. 1 An illustration of climate geoengineering techniques, including
marine cloud brightening (MCB), and their proposed delivery systems and
eruption is also shown for context. Surface albedo geoengineering (SAG
represented with two examples: installing white roofs on urban building

© 2024 The Author(s). Published by the Royal Society of Chemistry
LW radiative uxes and, thus, an overall warming effect on the
climate.19 First proposed by Mitchell and Finnegan in 2009,17

CCT involves seeding cirrus clouds with efficient heteroge-
neous ice nuclei, such as bismuth tri-iodide, to enable the
nucleation and growth of ice crystals, resulting in a quicker
sedimentation out of the clouds. The resulting optically
thinner cirrus clouds were modelled to reduce the amount of
trapped infrared radiation in the atmosphere, leading to a net
cloud forcing of about −2 W m−2 and a temperature drop of
∼1.4 K (ref. 20 and 21) at the Earth's surface. In addition to the
net cooling impact, CCT was also predicted to enhance the
hydrological cycle, including the strengthening of the Indian
monsoon.22 However, over-seeding cirrus clouds with ice-
nucleating particles could result in a net warming effect.20,23

The climatic responses to cirrus cloud seeding are also
uncertain depending on the seed particle size, properties, ice
saturation ratio, etc.24–26 For example, CCT was simulated to
increase the frequency of extreme precipitation events in the
Sahel and Central America regions albeit decrease them in
other regions globally.27
stratospheric aerosol injection (SAI), cirrus cloud thinning (CCT), and
potential impacts. Natural stratospheric aerosol release from a volcanic
), which is based on increasing the albedo of various surfaces, is also
s and modifying plants and shrubs surface. See the text for details.
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1.2 Surface albedo geoengineering (SAG)

Unlike CCT, surface albedo geoengineering (SAG) focuses on
increasing the Earth's albedo (i.e. the amount of incoming
shortwave radiation being reected back into space). A wide
variety of surface albedo modications have been explored,
including increasing the albedo of desert,28 cropland,28,29 grass-
land,30 and urban environment.31–33 If plants and shrubs, which
cover up to 7.5% of the Earth's surface,28 were bioengineered to
increase their albedo by 25%, a radiative forcing (RF) of about
−0.5 W m−2 would be achieved.15,30 At the same time, modifying
crops to increase their albedo by 80% (ref. 29) would lead to a RF
of−0.35Wm−2, assuming the crops are present year-round over
an area as large as 1.4 × 1013 m2.34 In addition to modifying
vegetation, albedo enhancement to urban regions has the ability
to combat the growing problem of urban heat islands (UHI),35,36

which was calculated to contribute up to 4% of gross global
warming.37 UHI was dened by Oleson and company (2010) as
the difference between “the air temperature in the urban canopy
layer to the 2 m air temperature from the “rural” surfaces (i.e. the
vegetated and bare soil surfaces).”38 By increasing the roof
albedo in their simulation, the authors determined that the
annual mean heat island in the control simulation decreased
from 1.2 °C (in the base case) to 0.8 °C, equivalent with a 33%
reduction in UHI. Thus, many cities in the US have started to
implement cool roofs.39 However, there are regional and
seasonal limitations to the cooling effectiveness of all of the SAG
techniques mentioned here. For example, Oleson et al. (2000)
found that, in the winter, the use of white roofs to mitigate UHI
is less efficient at high latitudes because of the high albedo of
deposited snow on the roofs, the reduction in incoming solar
radiation, and the concomitant increase in required space
heating. As a result, the cooling effect of white roofs may only be
local.37,38 Irvine et al. (2011) determined that by changing surface
albedo over the global desert area, the annual average surface air
temperature decreased by 1.1 °C. Similar to urban and crop
geoengineering, the cooling effect was simulated to have
regional disparity, where the desert regions such as Sahara were
signicantly cooler than other continental areas (−10 °C vs.−1.1
°C).28 In general, due to the dependence of all SAG methods on
land coverage, the Northern Hemisphere (NH) is more effectively
cooled than the Southern Hemisphere (SH). The regional
impacts of SAG are discussed in more detail for different climate
extreme scenarios in Seneviratne et al. (2018).
1.3 Marine cloud brightening (MCB)

Beyond the SAG techniques, other notable SRM options that have
been extensively researched are MCB and stratospheric aerosol
injection (SAI) (Fig. 1). The proposed concept of MCB40,41 is to
inject sea salt aerosols into the marine boundary layer to increase
the cloud droplet number concentrations, and therefore the
albedo of the low-lying clouds, due to their enhanced surface area
concentrations.42 The increase in cloud condensation nuclei
(CCN) concentrations also results in a reduction in droplet size,
and subsequently an increase in the cloud lifetime.43 As a result,
the degree of MCB's cooling effect could, in principle, be
controlled by adjusting the spraying rate of the seeding maritime
116 | Environ. Sci.: Atmos., 2024, 4, 114–143
aerosols.44 Over the ocean, the effects of aerosols on marine
clouds have previously been observed in ship tracks or other
particle-laden pollution plumes.45 Computer simulations have
yielded favorable results for MCB application. Randall et al.
(1984) estimated that a 4% increase in marine stratus clouds
could offset the global warming impact caused by the doubling of
CO2 level.46 Similarly, Latham et al. (2008) simulated that, under
optimal cloud seeding conditions where >25% of the ocean
surface is covered, a minimum globally averaged RF of −3.7 W
m−2 could be achieved.44 MCB was also modelled to restore
precipitation and sea ice values from the impact of increasing
GHG concentrations. Specically, Rasch et al. (2009) computed
that if∼70% of the ocean surface was seededmonthly over an 80
year period, polar sea ice in the NHwould recover to within 2% of
2009 value and that in the SH would increase by 20%. Without
cloud seeding, the control case, where CO2 level was doubled over
a 100 year period, yielded about 20% and 36% loss in sea ice area
over the NH and SH, respectively.47 However, there are uncer-
tainties in the albedo response to MCB from the variations in the
cloud structure (e.g., closed vs. open cell)48 and in cloud altitude,49

to name a few. Additionally, similar to the SAG methods, MCB
may only have a regional cooling impact, with a focus on the
ocean and coastal areas. In addition, the climate impacts of MCB
were simulated to be region-dependent, where precipitation was
predicted to decrease drastically in the Amazon rain forest.50

Horowitz et al. (2020) determined that by injecting sea salt
aerosols throughout the tropics to offset the 4.5 W m−2 RF from
the Representative Concentration Pathway 4.5 scenario (RCP4.5),
tropospheric reactive chlorine and bromine species would
increase leading to a 2–4% reduction in surface ozone. Subse-
quently, OH production would decrease resulting in a 3–6%
increase in methane lifetime.51 The 2020 study ndings suggest
that MCBmay have implications on air quality in coastal regions.
Aside from implementation limitations (e.g., creation and
dissemination of CCN),52–54 many environmental and meteoro-
logical concerns have been identied that require further study
before MCB deployment, such as the potential salt damage to
soils and plants,55 the climate feedback of the increase in land–
ocean temperature contrast (e.g., tropical circulation), and the
radiative effect of changing CCN in higher-level clouds.41,44,56,57

Recent studies have investigated the effects of MCB in more
comprehensive models as well as implementation methods such
as sea salt aerosol sprayers system.58–60
1.4 Stratospheric aerosol injection (SAI)

Proposed as a temporary relief to counterbalance the rapid rise
in global mean temperature, SAI involves seeding aerosols in
the lower stratosphere to harness their reectivity to offset the
positive anthropogenic RF.61–64 The eld of SAI, rst proposed
by Budyko in 1977,65 is inspired in part by observations of
a global cooling effect66–68 following major volcanic eruptions.

The eruption of Mt. Pinatubo (15 °N, 121 °E) in June 1991
released large quantities of volcanic materials directly into the
stratosphere, including ash and sulfur dioxide gas (SO2). In the
plumes of major explosive volcanic eruptions such as Mt. Pina-
tubo, SO2 has the most signicant impact on albedo because it
© 2024 The Author(s). Published by the Royal Society of Chemistry
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eventually forms sulfate aerosols aer getting oxidized by
hydroxyl (OH) radicals in the stratosphere. The initial OH
oxidation of SO2 in the Mt. Pinatubo plume was slow due to the
depletion of OH radicals by the large cloud of volcanic SO2.69 The
stratospheric aerosol loading from suchmajor volcanic eruptions
greatly perturbs the Earth's radiative balance, leading to
a temporary cooling effect in the troposphere as illustrated in
Fig. 2.70 Excessive cooling caused by volcanic eruptions has
resulted in volcanic winter, or “year without a summer,” with
devastating impacts like worldwide food shortage in 1816
following the 1815 eruption of Mount Tambora.71

Besides the tropospheric cooling effect, the increase in
stratospheric aerosol optical depth (AOD)72–75 causes warming in
the lower stratosphere (∼24 km).66,76,77 For example, aer the
1982 eruption of El Chichón (17 °N, 93 °W), tropospheric
temperature was cooled by 0.5 °C, while the lower tropical
stratosphere was warmed by 3–4 °C.78,79 Similar observations were
made aer Mt. Pinatubo's eruption in 1991: aer being corrected
for 1992 El Niño-Southern Oscillation (ENSO) the tropospheric
cooling was ∼0.5 °C as shown in Fig. 2, while stratospheric
warming was 2.5 °C.68,80 In the presence of a signicant loading of
strongly absorbing aerosols like sulfate, the rise in temperature,
especially at the tropical tropopause layer (TTL), drives up the
amount of water vapor entering the stratosphere.81,82 Since
stratospheric water vapor (SWV) is a GHG, this increase leads to
further warming in the stratosphere,81,82 resulting in changes in
the stratospheric–tropospheric tropical circulation83–85 and
accelerating stratospheric ozone depletion.81,86,87 In particular,
stratospheric heating induces major dynamic climate feedbacks
such as enhancement in tropical upwelling and extratropical
downwelling in the SH, affecting the Brewer–Dobson circulation
(BDC) in the stratosphere as well as the global O3 budget (e.g., the
O3 stratosphere–troposphere exchange (STE) process)88–93 (more
details in Section 3). In the scenario of submarine volcanic
eruption like that of Hunga Tonga-Hunga Ha'apai (HTHH) in the
South Pacic (20 °S, 175 °W) in 2022, more than 100 Tg of water
was injected directly into the stratosphere, contributing up to
10% of global stratospheric water.94,95 The increased strato-
spheric water burden enhanced the conversion rate of SO2 to
sulfate, leading to a quicker increase in stratospheric AOD.
Despite the initial observed radiative cooling, the presence of
large SWV from HTHH eruption was modelled to ultimately lead
to a net warming of the climate system.96,97
Fig. 2 The observed (black lines) global-mean (90 °N–90 °S) changes in
(dashed red) after Mt. Pinatubo's eruption in June 1991. From Soden et a

© 2024 The Author(s). Published by the Royal Society of Chemistry
Beyond stratospheric heating, volcanically derived sulfate
aerosols also chemically react with gas-phase reservoir species
of ozone (O3) catalytic loss cycles, such as HNO3, HCl, and N2O5,
resulting in signicant O3 depletion at mid-latitudes in the
stratosphere, which has been observed by TOMS and ground
spectrophotometers aer the eruptions of both Mt. Pinatubo
and El Chichón.98–101 In both eruptions, O3 depletion reached
about 10% between 16–19 km and 20% between 13–22 km in
altitude.68,79,80 Stratospheric O3 depletion leads to an increase in
UV-B radiation at the Earth's surface in the polar regions,102

causing adverse effects on human health, marine and terrestrial
species such as DNA damage and an increased risk of
cancer.103,104

The climate impacts of SAI would depend strongly on how,
where, and for how long aerosols or their gas-precursor are
injected in the atmosphere. While volcanic eruptions are one-
time pulsed injections, ideal SAI scenarios generally involve
continuous or periodic injection due to the larger particle sizes
and hence reduced albedo and shorter lifetime in the atmo-
sphere.81 The total injected amount of either aerosols (e.g.,
calcite) or their gas precursor (e.g., SO2 in the case of sulfate
aerosol) will depend upon the climate scenarios (i.e., how much
radiative forcing is desired), the extent of their impacts on the
atmosphere (e.g., stratospheric ozone chemistry, cirrus clouds,
etc.),105–107 and the injection scheme. Ideal engineered deploy-
ment scenarios are also different from more complex ones
which may be affected by, for example, unexpected environ-
mental disturbances or uncoordinated actors. Nevertheless, as
some of the only examples of large aerosol loadings in the lower
stratosphere, observations of volcanic eruptions and of their
environmental and climate impacts are informative.108

Depending on the climate scenario (i.e., the degree of cool-
ing, the continuous or periodic injection rate of aerosol mate-
rial, the injection location, the termination scheme), SAI could
be designed109 to minimize its negative environmental and
public health impacts.110 For example, Eastham et al. (2018)
approximated that at a continuous aerosol injection rate of 1 Tg
S per year, the increase in UV exposure will lead to an increase in
mortality. Yet that would be offset by the gains in improved
regional air quality due to reduced surface O3 exposure.111 In the
study by Madronich et al. (2018),112 about 40 Tg SO2 per year by
2080 was injected annually at four predetermined locations (15
°S, 15 °N, 30 °S, 30 °N) to keep the global temperatures at 2020
the lower tropospheric temperature compared to the modelled result
l., Science, 2002, 296, 727–730. Reprinted with permission from AAAS.
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levels. UV radiation in this case was modelled to reduce
substantially globally and across all seasons. Regardless of their
benets or potential environmental risks, there have long been
discussions about how SAI and other SRM studies could weaken
the resolve around mitigations efforts to reduce GHGs
emission.113–117 However, recent controlled studies have deter-
mined that the potential deployment of SAI or SRM either has
no effect on or increases the support of the surveyed public on
climate mitigation technologies (e.g., carbon capture).116,118,119

In addition, some modeling studies suggest that SAI could
reduce the global carbon burden and therefore ocean acidi-
cation via various pathways.120–122 For example, by inducing sea
surface temperature cooling, SAI improves the carbon uptake of
the marine environments.123 However, in the case of a sudden
SAI termination, carbon burden has been projected to increase
rapidly, causing a worse effect on the environment than the
absence of SAI.120,124–126 As a result, SAI implementation most
likely requires a gradual reduction in aerosol injection as the
rise in GHG levels slows down in the future. A combination of
SAI application and reduction in GHGs emission may yield the
best outcome.127

To understand the applicability of SAI to offset the rapid rise
in global surface temperature, a variety of models and related
frameworks has been proposed and extensively studied over the
years, many of which are summarized in the 2022 WMO Ozone
Assessment report.110 The overall uncertainties associated with
SAI are also discussed in detail in Kravitz and MacMartin
(2020).106 In this review, our goal is to examine in depth various
aspects of SAI with a focus on its foundation – aerosols.
Specically, aerosol radiative properties and their signicant
role in SAI application design are discussed in Section 2. Lower
stratospheric heating due to elevated aerosol loadings, and
potential ways to mitigate that unintended consequence of SAI,
are also examined in Section 2. The negative impacts of aerosol
heterogeneous chemistry on the global O3 budget are covered in
detail in Section 3, where we mainly focus on the mechanism
behind stratospheric O3 depletion in Section 3.1. The chemical
mechanisms behind changes in tropospheric O3 due to both
aerosol chemistry and the reduction in atmospheric water vapor
as a direct result of global cooling128 are included in Section 3.2.
We explore the SAI impact on other aspects of the climate
system, such as the hydrological cycle, extreme weather events,
and biodiversity in Section 4. Regarding international gover-
nance and economic framework for SAI research, implementa-
tion and maintenance, we offer a summary of current research
and proposals in Section 5. Section 6 includes suggestions and
recommendations for future research that is needed to evaluate
SAI's applicability for climate mitigation, including uncer-
tainties regarding SAI technology (e.g., seeding aerosols life-
time, termination strategy) and its human health and social
impacts.

2 Aerosol radiative properties

The capabilities of atmospheric aerosols to scatter or absorb
solar radiation at different wavelengths, collectively referred to
as the aerosols' optical properties, have direct effects on the
118 | Environ. Sci.: Atmos., 2024, 4, 114–143
Earth's radiative budget.68,129 The background stratospheric
aerosol layer, located between 15 and 25 km in altitude, consists
of aerosols either transported via different pathways from the
TTL130 or formed aer volcanic eruptions. Together with
tropospheric SO2, carbonyl sulde (OCS), a chemically inert
species, is the main contributor to non-volcanic background
sulfate aerosols. OCS and tropospheric SO2 enter the strato-
sphere through stratosphere–troposphere exchange (STE),131,132

where up to 80% of OCS undergoes photodissociation to form
SO2.131 SO2, in turn, converts into sulfate particles mainly via its
reaction with OH radical in the free troposphere and lower
stratosphere.133 Explosive (Plinian) volcanic eruptions perturb
the aerosol loading in the stratosphere. Within a month aer
Mt. Pinatubo's eruption in 1991, the resulting volcanically
derived sulfate aerosols dispersed longitudinally covering up to
42% of the Earth's surface72 and increasing the stratospheric
opacity of the tropics between 20 °S and 30 °N latitudes72,73 by
approximately two orders of magnitude as measured by SAGE
II75 (le, Fig. 3). This signicantly thicker stratospheric aerosol
layer at the tropics increased outgoing SW radiation and low-
ered the global-mean tropospheric temperature asmuch as 0.6 °
C by the end of 1991 (ref. 68 and 128) (Fig. 2). By the end of 1992,
the transient negative forcing produced by Mt. Pinatubo's
eruption, about −3 W m−2, exceeded the global climate forcing
(∼2 W m−2) that was caused by the rise in GHG from pre-
industrial (PI) to 1990 (1850–1990).68 This observation further
proved the remarkable impact stratospheric aerosol could have
on cooling the climate, albeit temporarily. Furthermore, even
though the AOD decreased by an order of magnitude from the
time of the eruption until September 1993 (right, Fig. 3) due to
gravitational sedimentation,68 the remaining loading of sulfate
aerosols in the stratosphere was still signicant enough to
result in a surface cooling effect that persisted till at least 1994
(ref. 128 and 134) as demonstrated in Fig. 2.

Aerosol and chemical species transport from the equator to
the poles following volcanic eruptions are driven by strato-
spheric circulation, Brewer–Dobson circulation (BDC), which
also changes seasonally.92 Based on the timing, location, and
magnitude of SAI, the climate response differs.135 For example,
Tilmes et al. (2017) determined that if 12 Tg SO2 per year was
injected over a 10 year period at 15 °N at 5 km above the
tropopause, the surface temperature would drop about 0.2 °C
per Tg S per year. The same SO2 amount being injected at 1 km
above the tropopause would lead to a reduction of 0.12 °C per
Tg S per year instead.136 Visioni and co-authors (2019) further
determined that aerosol injection limited to the spring season
at either 15 °N or 15 °S resulted in a higher global AOD than that
done year-round.137
2.1 Aerosol size

Aerosol particle size plays an important role in their radiative
effects138,139 and has been taken into account in SAI
models.86,140–143 Lacis et al. (1992) illustrated that if the effective
radius of a stratospheric aerosol exceeds ∼2 mm, its infrared
absorptivity could exceed the albedo effect.144 In the case of Mt.
Pinatubo's eruption, the aerosol effective radius was estimated
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Stratospheric aerosol optical depth, measured by the stratospheric aerosol and gas experiments-II (SAGE II), was observed to confine in
the tropics immediately after Mt. Pinatubo's eruption in June 1991 (left), before the aerosols were dispersed two years later (right). Reprinted with
permission of the publisher from McCormick et al., Nature, 1995, 373, 399–404.
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to increase from an average of 0.3 mm to roughly 1 mm.145,146 The
observed cooling effect78 aer this eruption is consistent with
the aerosol size evaluation by Lacis et al. (1992). In addition,
aerosol size directly affects its lifetime in the stratosphere147,148

and hence the duration of its radiative impact.
Aerosols have indirect effects on the Earth's climate by

impacting the concentrations and variations of both CCN149 and
ice nuclei.150,151 This nucleation ability of aerosols is exploited in
both CCT and MCB proposals,17,40 as discussed in Section 1. For
SAI application, once aerosols are transported from the strato-
sphere to the lower troposphere via gravitational settling,148,152

the ensuing aerosol–cloud interactions may have unintended,
albeit uncertain, consequences on the hydrological cycle (e.g.,
reduced precipitation153–156) (see Section 4.1 for more discussion
of this issue). In addition, similar to CCT andMCB, the increase
in the number of available aerosols to act as CCN could also
reduce the mean size of the cloud droplets, leading to an
enhancement in the cloud albedo.42,157 A positive change in the
cloud albedo effect would promptmore light reection and thus
a cooling effect. Schmidt et al. (2012) estimated that, by
including a hypothetical global volcanic sulfur ux based on
volcanic emission inventories, cloud droplet number concen-
trations could increase by 10% under 2012 conditions.158

Similar to the range stated in the 2007 IPCC report,159 the
authors calculated a total cloud albedo forcing range of roughly
−0.5 to −1.7 W m−2, including the effects of both anthropo-
genic (or background) aerosols and volcanic aerosol.
2.2 Aerosol optical properties

How much a change in stratospheric aerosol loading impacts
the global radiative forcing depends not only on AOD but also
© 2024 The Author(s). Published by the Royal Society of Chemistry
on aerosol composition and its corresponding optical proper-
ties. Wavelength-dependent aerosol refractive index, which
includes a real index and an imaginary index, accounts for how
much light would refract and be absorbed, respectively, by an
aerosol particle. An estimate of SW refractive index for various
aerosol types were calculated by Dykema and co-authors (2016)
and illustrated in Fig. 4. The real refractive index is more
frequently available through experimental measurement. The
imaginary refractive index, which accounts for the aerosol's
absorption capability, may be measured or calculated based on
methods used for astronomical applications.160 For solid aero-
sol materials, uncertainties in their refractive index values also
come from potential defects and impurities in the material.
Their refractive index also needs to be corrected for
birefringence.

For SAI application, aerosol absorption across both SW and
LW has an impact on the level of stratospheric heating. For
example, since diamond aerosols have no dipole moment, it has
a very low imaginary refractive index (orange line in Fig. 4)
compared to CaCO3 (grey line) and therefore absorbs LW radi-
ation minimally. In contrast, sulfate aerosols (yellow line)
absorb strongly in the infrared region due to the continuum
absorption of their liquid phase. In fact, sulfate has a stronger
absorption capability than most of the studied solid materials
as shown in Fig. 4. For solid aerosol optical properties, besides
their complex refractive index, SAI models also need to account
for their fractal aggregates especially upon injection.161
2.3 Aerosol types

Sulfate aerosols, the main component of background strato-
spheric aerosols162 as well as those produced aer volcanic
Environ. Sci.: Atmos., 2024, 4, 114–143 | 119
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Fig. 4 Shortwave real (left) and imaginary (right) refractive index of different aerosol types based on both available experimental data and
estimates from model dielectric functions. Reprinted with permission of the publisher from Dykema et al., Geophys. Res. Lett., 2016, 43, 7758–
7766.

Fig. 5 Stratospheric warming at 50 hPa between 30 °S and 30 °N in
the lower stratospheric region after nine major volcanic eruptions in
the period between 1870 and 2000 from both historical observations
and modeling simulations. Reprinted with permission of the publisher
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eruptions,130 have their radiative effects observed66–68 and
modelled89,163,164 in numerous studies over the decades. Beyond
tropospheric cooling effect, aqueous sulfate aerosols produced
from volcanic injections were determined to cause localized
heating in the lower stratosphere (30–100 hPa)70 by absorbing
solar near infrared radiation and upwelling LW radiation from
the surface.165–167 The extent of stratospheric radiative heating
post-volcanic eruptions varies with latitude and altitude.140,166 It
depends strongly on stratospheric aerosol loading or
AOD.70,81,168 The phase of the quasi-biennial oscillation (QBO) at
the time of the eruption is also an important factor in the case
of tropical injections.169–171 Fig. 5 illustrates the temperature
anomaly in the stratosphere as a result of major volcanic
eruptions mostly in the 20th century. For example, ∼30 Tg
stratospheric aerosol loading of Pinatubo75 increased the lower
tropical stratospheric temperature at 50 hPa by∼4 °C (ref. 70) in
1991. Previously, Labitzke et al. (1992) also reported signicant
stratospheric heating in 1991 at 30 hPa and 20 °N with the
biggest spike in September at 2.5 °C, about 3 standard devia-
tions higher than the 26 year monthly mean (1964–1990).66 As
demonstrated in Fig. 5, the largest recorded eruption between
1870 and 2000 was that of Krakatau (1883). Approximately 50 Tg
of stratospheric aerosols172 was loaded resulting in a volcanic
AOD of ∼0.15 at 550 nm between 30°S and 30°S compared to
that of <0.10 from Mt. Pinatubo's eruption.173 As a result, the
stratospheric heating in 1883 was substantially higher than that
in 1991 (∼5.5 °C vs. ∼4 °C).70 Overall, Fig. 5 shows that the
observed and modelled temperature response in the lower
stratosphere scaled with the measured volcanic AOD.

With the current knowledge of aerosols' direct and indirect
climate forcing effects, besides sulfate many different types of
aerosols have been proposed18,141 and explored in the context of
SAI, including but not limited to black carbon (BC),86,87,140 tita-
nium dioxide (TiO2),87,140,161 alumina (Al2O3),142 and lime-
stone140,143,161,174 as summarized in Table 1. Sulfate is the most
well-studied stratospheric aerosol due to its enhancement aer
volcanic eruptions. As a result, many SAI scenarios have been
120 | Environ. Sci.: Atmos., 2024, 4, 114–143
modelled using sulfate to offset different GHG trajectories set
out by the IPCC.

By varying SAI parameters (e.g., aerosol loading, aerosol
injection location, frequency, duration), the models yielded
scenarios, for example, with minimal stratospheric warming.81

A commonly used IPCC climate scenario, RCP6.0, is a scenario
where a RF of 6.0 Wm−2 may be caused by GHGs in 2150.180 Xia
et al. (2017) modelled a sulfate scenario, G4SSA, based on
Tilmes et al. (2015)181 for the period between 2020 and 2069 that
decreased the TOA solar ux by 2.5 W m−2 compared to RCP6.0
as seen in Table 1. For G4SSA a constant sulfate aerosol surface
area distribution at 60 mb was added at the beginning of the
from Driscoll et al., J. Geophys. Res. Atmos., 2012, 117, 17105.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Overview of the modelled anomalies of global mean surface temperature, stratospheric temperature, global ozone column, and global
averaged precipitation relative to the base case scenario as a result of SAI implementation in the literature. More details of all listed studies are
summarized in Table S1 in the ESI

Base case
scenario Model

SRM
scenario

SRM
period

Aerosol
studied

Particle
radiusa

(mm)

Aerosol
loading
(Tg per
year)

D

Surface
temp (K)

D Strat.
tempb

(K)
DGlobal ozone
columnc (%)

D

Precip.
(mm per
day)

Radiative
forcingd (W
m−2) Year Ref.

REF2 WACCM3 Geo-eng. 2020–
2050

Sulfate 0.43 2 −0.5 1.2 −10e <0.1 — 2009 175

GEO0 AER-2D GEO1 20
years

Sulfate 0.1 1 — 0.1 −2.3 — −0.37 � 0.42* 2009 81
SOCOLv2.0

GEO0 AER-2D GEO2 20
years

Sulfate 0.2 2 — 0.4 −3.2 — −0.78 � 0.38* 2009 81
SOCOLv2.0

GEO0 AER-2D GEO5 20
years

Sulfate 0.5 5 — 1.3 −4.5 — −1.06 � 0.31* 2009 81
SOCOLv2.0

GEO0 AER-2D GEO10 20
years

Sulfate 0.6 10 — 2.8 −5.3 — −1.68 � 0.42* 2009 81
SOCOLv2.0

GEO0 AER-2D GEO5p12 20
years

Sulfate 0.1 5 — 1.3 −4.6 — −1.29 � 0.35* 2009 81
SOCOLv2.0

GEO0 AER-2D GEO5p2 20
years

Sulfate 0.3 5 — 1.3 −4.9 — −1.64 � 0.23* 2009 81
SOCOLv2.0

2000 GISS
ModelE2

Def 2000–
2010

BC 0.08 1 −0.38 13 0 — −0.20 2012 86

2000 GISS
ModelE2

HA 2000–
2010

BC 0.08 1 −4.92 45 −27 — −0.95 2012 86

2000 GISS
ModelE2

SmR 2000–
2010

BC 0.03 1 −9.45 60 −47 — −1.97 2012 86

2000 GISS
ModelE2

LgR 2000–
2010

BC 0.15 1 −0.06 3 0 — −0.09 2012 86

2000 GISS
ModelE2

HALgR 2000–
2010

BC 0.15 1 −2.13 25 −13 — −0.50 2012 86

1991–
1995

ECHAM5-
HAM

GE 1991–
1995

Sulfate — 5 −4.9 2 — — −0.37 2012 164

1901–
2000

IGCM 4CO2 +
sulfate

2000–
2080

Sulfate 0.1 — −0.28 — — −0.25 — 2014 85

RCP4.5 ULAQ-
CCM

G3 2020–
2070

Sulfate — SAI — 0.20 −2.8 DU — −1.42† 2014 102

RCP4.5 GISS-E2-R G3 2020–
2070

Sulfate — SAI — −0.03 −2.1 DU — −0.21† 2014 102

RCP4.5 ULAQ-
CCM

G4 2020–
2070

Sulfate 0.61 5 — 0.40 −1.1 DU — −1.52† 2014 102

RCP4.5 GISS-E2-R G4 2020–
2070

Sulfate 0.35 5 — −0.45 −9.7 DU — −1.64† 2014 102

RCP4.5 MIROC-
ESM-
CHEM

G4 2020–
2070

Sulfate 0.24 5 — 0.16 −1.1 DU — −0.76† 2014 102

RCP4.5 GEOSCCM G4 2020–
2070

Sulfate 0.60 5 — 0.58 −2.1 DU — −1.22† 2014 102

— AER 2-D — 10
years

Al2O3 0.08 4* — — −10 — −0.1 2015 142

— AER 2-D — 10
years

Al2O3 0.16 4 — — −6 — −0.7 2015 142

— AER 2-D — 10
years

Al2O3 0.24 4 — — −3 — −1.1 2015 142

— AER 2-D — 10
years

Diamond 0.16 4 — — −6 — −1.8 2015 142

RCP8.5 HadGEM2-
CCS

GeoSulf 2020–
2100

Sulfate 0.376 14 0 7 — −0.1 — 2016 87

RCP8.5 HadGEM2-
CCS

GeoBC 2020–
2100

BC 0.0118 0.81 1 76 — −0.27 — 2016 87

RCP8.5 HadGEM2-
CCS

GeoTiO2 2020–
2100

TiO2 0.045 5.8 0.5 +22 — −0.15 — 2016 87

RCP6.0 RRTM Rutile 2040+ TiO2

(rutile)
0.130 1.3 — 1.9 — — −1 2016 161

RCP6.0 RRTM Anatase 2040+ 0.145 1.1 — 0.7 — — −1 2016 161

© 2024 The Author(s). Published by the Royal Society of Chemistry Environ. Sci.: Atmos., 2024, 4, 114–143 | 121
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Table 1 (Contd. )

Base case
scenario Model

SRM
scenario

SRM
period

Aerosol
studied

Particle
radiusa

(mm)

Aerosol
loading
(Tg per
year)

D

Surface
temp (K)

D Strat.
tempb

(K)
DGlobal ozone
columnc (%)

D

Precip.
(mm per
day)

Radiative
forcingd (W
m−2) Year Ref.

TiO2

(anatase)
RCP6.0 RRTM a-SiC 2040+ a-SiC 0.150 0.9 — 0.48 — — −1 2016 161
RCP6.0 RRTM Diamond 2040+ Diamond 0.150 1.0 — 0.05 — — −1 2016 161
RCP6.0 RRTM a-ZrO2 2040+ a-ZrO2 0.170 2.1 — 0.09 — — −1 2016 161
RCP6.0 RRTM a-Al2O3 2040+ a-Al2O3 0.215 2.6 — 0.18 — — −1 2016 161
RCP6.0 RRTM CaCO3 2040+ CaCO3 0.275 2.9 — 0.15 — — −1 2016 161
RCP6.0 RRTM Sulfate 2040+ Sulfate 0.300 3.0 — 1.3 — — −1 2016 161
RCP6.0 AER 2-D Calcite 2040+ CaCO3 0.275 5.6 — 0.2 6.4 — −2 2016 143
RCP4.5 HadGEM2-

ES
G4 2020–

2069
Sulfate 0.55 5 −1 — — −0.1 — 2017 176

RCP4.5 HadGEM2-
ES

G4NH 2020–
2069

Sulfate 0.55 5 −1 — — −0.7 — 2017 176

RCP4.5 HadGEM2-
ES

G4SH 2020–
2069

Sulfate 0.55 5 −1 — — 0.4 — 2017 176

RCP6.0 CESM
CAM4-
chem

G4SSA 2020–
2069

Sulfate — 8 −0.9 3 −3 −0.07 −2.5 2017 89

RCPP8.5 CESM1
(WACCM)

Low-
altitude

2042–
2049

Sulfate 0.42 32 −2 15 −28 to 8f −0.4 −4 2018 135

RCPP8.5 CESM1
(WACCM)

High-
altitude

2042–
2049

Sulfate 0.48 24 −2 10 −40 to 8g −0.6 −4 2018 135

RCP4.5 MPI ESM G3 2050–
2069

Sulfate — SAI −0.88 — — 0.26 — 2018 177

RCP6.0 AER 2-D Calcite 2040+ CaCO3 — 5.6 — — −5 to 25h — −2 2020 178
SSP5-8.5 CESM2

(WACCM)
G6sulfur 2020–

2100
Sulfate — 21 −3 7 4 DUi — −0.2 2022 107

SSP5-8.5 CNRM-
ESM2-1

G6sulfur 2020–
2100

Sulfate — — −2 5 2 DU — −0.2 2022 107
and
179

SSP5-8.5 ISPL-
CM6A-LR

G6sulfur 2020–
2100

Sulfate — 40 −3.5 13.5 — — −0.26 2022 107
and
179

SSP5-8.5 MPI-
ESM1.2-LR

G6sulfur 2020–
2100

Sulfate — 36 −2 11 — — −0.25 2022 107
and
179

SSP5-8.5 MPI-
ESM1.2-
HR

G6sulfur 2020–
2100

Sulfate — 36 −2 11 — — −0.25 2022 107
and
179

SSP5-8.5 UKESM1-
0-LL

G6sulfur 2020–
2100

Sulfate — 21 −2.5 5 −2 DU — −0.3 2022 107
and
179

a Particle radius is denoted as either effective, mode, or median radius depending on studies. b Around∼50mb in the tropics (30 °N–30 °S). c Global
O3 column change is given in % unless specied otherwise (e.g., DU). d The listed global annual mean net SW RF is calculated at the TOA. If the
values are followed by ‘*’ or ‘†’ then the RF is at the surface including cloud adjustments or at the tropopause. (127) net SW only. e Maximum ozone
loss at high latitudes in the SH. f Largest reduction (28%) was observed in the South Pole during ozone hole season, while the 8% increase was
simulated for Jan between 30 °N and 60 °N. g Largest reduction (40%) was observed in the South Pole during ozone hole season, while the 8%
increase was simulated for Jan between 30 °N and 60 °N. h O3 impacts were estimated using gas uptake coefficients that were calculated
dependently and independently from the aerosol layer thickness to yield the lower and upper limits, respectively, for O3 column change.
i Annual changes in total column ozone (TCO) in the tropics. Impacts in other regions and specic seasons are detailed in the cited reference.
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simulation and maintained over the 50 year period. This abrupt
change in aerosol loading reects the Geoengineering Model
Intercomparison Project (GeoMIP) G4 scenario as proposed by
Kravitz et al. (2011).182 Similar to previous observations, the
2017 study also reported an increase in the lower tropical
stratospheric temperature (∼3 K) at 30–50 mb. Besides
122 | Environ. Sci.: Atmos., 2024, 4, 114–143
investigating the effect of sulfate aerosols on stratospheric
temperature, Dykema et al. (2016) also studied a variety of
alternative aerosols to improve aerosol radiative properties for
SRM application. Sulfate aerosols have one of the strongest
infrared absorptions among the studiedmaterials, leading to an
increase of ∼1.3 K in stratospheric temperature.161 Note that
© 2024 The Author(s). Published by the Royal Society of Chemistry
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this heating rate is lower than those observed in the Pinatubo
eruption and in Xia et al. (2017) due to a smaller induced RF
(−1 W m−2) compared to −3 W m−2 (ref. 68) and −2.5 W m−2,89

respectively. The model indicated that, among the studied
materials, diamond has the smallest stratospheric heating at
∼0.05 K due to its minimal absorption of LW and SW radiation.
Even though diamond only requires a third of total mass of
70 wt% sulfate to achieve a RF of−1Wm−2,161 the delivered cost
per unit weight of diamond is estimated to be about two orders
of magnitude higher.183 Due to their high refractive index, Al2O3

and calcite (CaCO3), ubiquitous mineral oxides, were also
simulated to have a low rate of stratospheric heating (<0.2 K),
which have spurred additional studies to test their applica-
bility.142,143,178,184 Another mineral SAI candidate, TiO2, has
previously been proposed due to its high refractive index (i.e. an
efficient light scatterer) compared to sulfate (2.5 vs. 1.55 at 0.55
mm),141 requiring 40% less stratospheric aerosol burden for the
same cooling. Nevertheless, despite its strong scattering ability,
TiO2 wasmodelled to heat the lower stratosphere with a rate ve
times larger than sulfate87,161 due to its efficient absorption of
solar UV radiation.

In addition to mineral oxide aerosols, BC, predominantly
emitted from fossil fuels transportation or biomass burning,
was also previously suggested, since only less than 2% of the
mass of sulfur would be required to achieve the same cooling as
sulfate.18 BC is oen considered the strongest absorber among
all atmospheric aerosols, with an estimated total climate
forcing of +1.1 Wm−2, only second aer CO2.185 By reducing the
amount of incoming solar radiation reaching the surface, BC is
capable of cooling the global mean temperature. However, due
to its dominant ability to absorb SW radiation, BC's heating
pattern varied latitudinally with solar radiation. A signicant
heating of the stratosphere, upward of +70 °C, was simulated in
a scenario where enough BC was injected to maintain the
global-mean temperature throughout the 2020–2100 period
relative to RCP8.5.87 BC injection may also result in strato-
spheric O3 loss86 further making BC an undesirable material for
stratosphere seeding.

SAI aerosols could cause public health issues once they
sediment out of the atmosphere. However, Eastham et al. (2018)
estimated that aerosol sedimentation contributed less to SAI-
driven annual mortality rate than other SAI impacts, such as
reduction in precipitation and global mean temperature.111 The
presence of stratospheric aerosol layer increases diffuse radia-
tion that potentially leads to sky whitening186 and enhanced
canopy photosynthesis187 among other effects. Thus, estimating
the LW RF caused by SWV increase, as well as the SW diffusive
ux, are important benchmarks for evaluating the efficacy of
different aerosols as potential SAI candidates. Dykema et al.
(2016) estimated that rutile and sulfate had the strongest LW RF
at 0.24 and 0.18 W m−2, respectively, due to only SWV, leading
to a reduction in their SAI efficacy by∼20%.161 Rutile and sulfate
also have the largest LW RF due to only aerosol. Expectedly, the
SAI application of these two aerosol materials causes the most
stratospheric heating at 1.9 K and 1.3 K, respectively (Table 1).
On the other hand, materials that have the least impact on
stratospheric temperature (diamond, Al2O3, and CaCO3) were
© 2024 The Author(s). Published by the Royal Society of Chemistry
calculated to have the lowest LW RF from SWV (<0.3 W m−2).
Considering all the aerosols' radiative effects, as well as
economics, CaCO3 and Al2O3 were suggested to be the most
promising SAI candidates among all the studied materials in
this 2016 study. Overall, our current understanding of SAI
points to the inevitable heating of the stratosphere despite the
variations in aerosol size, composition or change in RF as
summarized in Table 1.
3 Aerosol heterogeneous chemistry
ozone impacts

In this section we discuss in detail the impacts of SAI on
stratospheric and tropospheric ozone levels.
3.1 Stratospheric ozone

Surface chemistry taking place on the surfaces of aerosol
particles in the stratosphere plays a role in stratospheric ozone
depletion. Here we discuss observations of stratospheric ozone
and related chemistry following volcanic eruptions, then we
review relevant experimental and modelling studies of strato-
spheric aerosol chemistry.

3.1.1 Observations following volcanic eruptions. In general
heterogeneous chemistry of aerosols could directly and indi-
rectly affect stratospheric O3. The direct effect results from
reactions of chlorine reservoir molecules HCl, HOCl, and
ClONO2, on polar stratospheric cloud (PSC) particles
(R1)–(R3),188–192 to convert Cl into more photolabile forms, ulti-
mately forming more chlorine radicals for ClOx cycles to destroy
stratospheric O3.

ClONO2 + HCl(s) / Cl2 + HNO3(s) (R1)

ClONO2 + H2O(s) / HNO3(s) + HOCl (R2)

HOCl + HCl(s) / Cl2 + H2O (R3)

The indirect effect comes from partitioning of reactive
nitrogen species (NOx), specically the reactive uptake of N2O5,
by background or volcanic aerosols (R4) to sequester NOx and
therefore slow down NOx cycle.188,193,194

N2O5 + H2O(s) / 2HNO3(s) (R4)

By trapping HNO3, a reactive nitrogen reservoir species
(NOy), these aerosol reactions also reduce the amount of NOx

available to convert photolytically active chlorine back to its
reservoir species (ClONO2). The reduction of NOx species
coupled with the increase in Cl radicals in the presence of
stratospheric aerosols make reactive chlorine species more
effective at depleting the O3 layer than reactive nitrogen species.

The main source of stratospheric chlorine has been
anthropogenic chlorouorocarbons (CFCs), with a minor
contribution from volcanic eruptions.195 The concentrations of
CFCs have decreased since the implementation of the Montreal
Protocol leading to a reduction in stratospheric ozone loss.196

However, a recent study by Western et al. (2023) reported that
Environ. Sci.: Atmos., 2024, 4, 114–143 | 123
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Fig. 6 Measurements of ratios of NOx/NOy and ClO/Cly (open circles)
versus the stratospheric aerosol surface area (solid circles) from the
NASA Airborne Arctic Stratospheric Expedition II (AASE II) following Mt.
Pinatubo's eruption in June 1991. Simulations of aerosol heteroge-
neous chemistry via (R4) are also represented with crosses. Reprinted
with permission of the publisher from Fahey et al., Nature, 1993, 363,
509–514.
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the emissions of ve CFCs species (CFC-112a, CFC-113a, CFC-
114a, CFC-115, CFC-13) have increased by a factor of 3
between 2010 and 2020 albeit with minimal impact on ozone
hole recovery for the time being.197 In addition to chlorine
reservoir, surface emission of N2O, a greenhouse gas and
a primary source of stratospheric NOx, has accelerated over the
last two decades, 43% of which was driven by anthropogenic
sources.110,198,199 With the continuous growth of N2O budget in
the atmosphere, NOx cycle may impact stratospheric ozone loss
more dominantly in the next few decades.

Observations following Mt. Pinatubo's 1991 eruption deter-
mined that volcanic HCl did not add signicantly to the
stratospheric chlorine burden.200,201 Tabazadeh and Turco et al.
(1993) also showed in a modeling study that injected HCl was
quickly removed in condensed supercooled water droplets.202

However, recent studies203–206 have suggested that explosive
volcanic eruptions were capable of injecting signicant quan-
tities of halogens into the lower stratosphere (e.g., HCl and HF
from Hekla's 2000 eruption in Iceland207,208). Based on previous
volcanic halogen observations, Brenna et al. (2019) modelled
that an injection of∼3Mt. chlorine and 9.5 Kt. bromine at 14 °N
and 30 hPa would lead to a 20% reduction in global mean ozone
column within the rst 18 months of a 12 year period.206

Numerous studies in the 1990s79,209,210 determined that hetero-
geneous chemical reactions on the surfaces of aerosols,
including both background and volcanically-derived sulfate
aerosols, contributed more than 50% of the total O3 loss aver-
aged globally between 69 °S and 69 °N.204 The importance of
heterogeneous reactions on aerosols was rst realized from the
observations of polar O3 depletion on PSCs in both the Arctic
and Antarctic lower stratosphere.188,211 In the presence of
signicant stratospheric aerosol loading following major erup-
tions, further reductions of the O3 column are expected.212,213

For example, aer the eruption of Mt. Pinatubo, there was
a signicant loss of global O3 well into 1993 with the global O3

column mean dropping approximately 6% (∼18 Dobson Unit
(DU)) by April of that year.68 The bulk of the O3 column loss was
observed in the tropics below 28 km (ref. 214 and 215) and was
as large as 20% near 24–25 km.67,216 Aside from Mt. Pinatubo,
Cerro Hudson at 46 °S also erupted in August 1991, leading to
an almost 50% O3 loss between 11 and 13 km over 30 days.217

The downward trend of O3 mixing ratio was driven largely by the
signicant increase in the available stratospheric aerosol
surface area for heterogeneous reactions. The Pinatubo erup-
tion caused the average mid-latitude stratospheric aerosol
surface area to jump by a factor of 20 by 1992, from about 1.0
mm2 cm−3 to 20 mm2 cm−3,193 as illustrated in Fig. 6. The peak
aerosol surface area was as high as 35 mm2 cm−3 by the end of
1991.218 As a result, the ratio of ClO/Cly increased by a factor of 3
(Fig. 6), consistent with the aforementioned (R1)–(R3). On the
other hand, the NOx/NOy ratio was reduced, as expected due to
the heterogeneous hydrolysis of N2O5 on stratospheric aerosol
surfaces (R4) as well as the trapping of HNO3 via (R1) and
(R2).219 This column reduction in NOx, in particular NO2,
reached as high as 40% at northern mid-latitudes by October
1991.220 By April 1992, a similar decrease in NO2 column was
also observed in southern mid-latitudes221 as measured in SAGE
124 | Environ. Sci.: Atmos., 2024, 4, 114–143
II. Similarly, El Chichón's major eruption in 1982 also led to
a ∼50% drop in NO2 column and most likely contributed to the
substantial loss of stratospheric O3 between 1982 and 1983.79,222

As NO2 was reduced substantially, HNO3 was observed to
increase up to 50% (ref. 223) and 30%,224 respectively, between
1991 and early 1993 at both northern and southern mid-
latitudes.

Despite the general reduction in NO2 column in both
hemispheres aer Mt. Pinatubo's eruption, there was a spatial
and temporal disparity in the global O3 loss as measured by
TOMS (Fig. 7). In particular, the stratospheric O3 depletion was
mostly concentrated in the NH while there was an observed
increase in the O3 column up to∼10% at the southernmiddle to
high latitudes till the end of 1992.225–227 Aquila et al. (2013)
determined that the positive O3 anomaly in the SH was induced
by the enhanced extratropical downwelling, a direct result of
stratospheric heating,90–92 coupled with the downward direction
of the BDC at the time of the eruption. This increase in the
southern O3 concentration counteracted the O3 depletion due to
sulfate aerosol heterogeneous chemistry resulting in an overall
increase in the O3 column mean in the SH.93 The discrepancy
between the observed spatial distribution of NO2 and O3

columns was most likely because of the shorter timescale of
NOx chemical perturbation compared to that of O3 depletion.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 Zonal mean ozone column change (%) compared to the 1979–
1990 baseline from TOMS observation. The green and purple triangles
marked the locations of the volcanic eruptions of Mt. Pinatubo (June
1991) and Cerro Hudson (August 1991), respectively. © American
Meteorological Society. Used with permission from V. Aquila, L. D.
Oman, R. Stolarski, A. R. Douglass and P. A. Newman, Journal of the
Atmospheric Sciences, 2013, 70, 894–900.
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3.1.2 Experimental studies of aerosol heterogeneous
chemistry. SAI aerosol alternatives to sulfate have been studied
experimentally in order to better understand their chemical
impact on stratospheric O3. Table 2 summarizes experiments
performed on particulate samples of different materials with
high potential as SAI candidates. Solid aerosols with high
refractive indices are of particular interest, as mentioned in
Section 2.

As a common catalysis material and one of the main
components of space shuttle solid-fueled rocket motors
exhaust,228 Al2O3 heterogeneous chemistry has been studied in
the past for its potential stratospheric impact. There is also
abundant industrial experience in producing Al2O3 nano-
particles229,230 that would provide great groundwork if Al2O3

aerosols were to be used for SAI deployment. However, besides
the potential of Al2O3's absorption of outgoing terrestrial LW
radiation and thus warming the stratosphere,231 Al2O3 was
predicted to cause substantial damage to stratospheric O3 (ref.
232–234) upon release in the atmosphere. Specically, Molina
et al. (1997) determined experimentally that (R1) occurred more
efficiently on Al2O3 particles with an uptake coefficient (g) of
0.02 than on background sulfate aerosols (g < 0.0001) under
similar conditions.235 This would most likely increase chlorine
activation that leads to additional stratospheric O3 depletion.

Besides Al2O3 aerosols, other components of mineral dust
particles,236,237 including TiO2, have also been investigated in
terms of their heterogeneous chemistry impact on stratospheric
O3 as listed in Table 2. Since TiO2 is a well-known efficient
photocatalyst that could, for example, convert NOx species to
HNO3, its heterogeneous reaction with NO2 has been studied
extensively to remove NOx from the troposphere.238–241 However,
very little data exist for TiO2 aerosol chemistry with relevant
stratospheric gases. Tang et al. (2014) reported the rst experi-
mental measurement of the heterogeneous reaction of airborne
TiO2 particles with N2O5 gas, an important NOx reservoir
species, at ambient conditions over a range of relevant relative
humidities (RH) for the lower stratosphere (RH < 40%).242
© 2024 The Author(s). Published by the Royal Society of Chemistry
CaCO3, one of the most reactive constituents of mineral
dust,237 was also proposed and studied as a SAI alternative to
sulfate aerosols.140,142,143,161 Yet there is a lack of reliable kinetics
data for CaCO3 aerosol heterogeneous chemistry in the lower
stratosphere, the intended region of SAI application.142 There-
fore, it is essential to experimentally measure the uptake coef-
cients of relevant gases on CaCO3 aerosol surface under
stratospheric conditions.243 Up until recently, there have been
numerous studies on the heterogeneous reactions between
CaCO3 and NOx reservoir species, such as HNO3 (ref. 184 and
244–250) and N2O5,251–254 at ambient conditions in the context of
urban pollution. However, due to variations in experimental
techniques and conditions, the uptake coefficients of HNO3 and
N2O5 on the surface of CaCO3 particles vary over a few orders of
magnitude, 10−5 < gHNO3

< 0.3 and 10−4 < gN2O5
< 0.1, respec-

tively (Table 2). Besides, only a few of those studies experi-
mented with airborne CaCO3 particles,249,252,254 a technique that
reduces experimental diffusion limitations and is a better
representation of aerosols used in the case of SAI application
than, e.g., studying particles deposited on a surface. In addition,
there are just two room temperature studies on the uptake of
HCl, a ClOx reservoir species, on CaCO3 particles, where only
Huynh and McNeill (2020) explored the reaction of CaCO3

aerosols using an aerosol ow tube (AFT) coupled with a quad-
rupole chemical ionization mass spectrometer (CIMS).184

Building upon the understanding of CaCO3 heterogeneous
chemistry at ambient conditions, two experimental studies were
recently conducted at stratospheric temperature to further
explore the gas uptake on CaCO3 particles. Dai et al. (2020)
performed experiments on a range of reactions at 200 K and 1.6
Torr with a coated-wall ow tube coupled with a CIMS. The
authors determined both the HNO3 and HCl uptake coefficient
values on the surface of CaCO3 layers to be very small, ∼10−5 <
go < 10−4 for initial uptake coefficients (go) and ∼10−12 < gss <
10−7 for steady-state uptake coefficients (gss).178 Huynh and
McNeill (2021) derived the initial uptake of HCl on the surface
of airborne CaCO3 aerosols at 207 K and ambient pressure to be
go ∼0.076,263 at least three orders of magnitude higher. Again,
the difference in experimental techniquesmay have contributed
to the disparity in go values. The measured gas uptake in Dai
et al. (2020) may also have been inhibited by the diffusion
limitations associated with a coated-wall AFT or by a residual
organic coating on CaCO3.237,264 By using the same aerosol
generation process and experimental method (AFT-CIMS)
between their ambient and stratospheric studies, Huynh and
McNeill (2021) also determined that the heterogeneous reaction
between CaCO3 aerosols and HCl gas proceeds more efficiently
under stratospheric conditions.

3.1.3 Modeling of SAI ozone effects. Stratospheric O3

depletion caused by substantial stratospheric aerosol burden
has been extensively investigated using numerical simulations
in several SAI scenarios using sulfate81,89,102,175,265 and other
aerosol materials.86,142,143 Pitari et al. (2014) conducted
a comprehensive study of sulfate SAI. The authors modelled the
global O3 response for different SO2 injection scenarios, G3 and
G4 of GeoMIP,182 using two general circulation models, GISS-E2-
R and MIROC-ESM-CHEM, and two coupled chemistry-climate
Environ. Sci.: Atmos., 2024, 4, 114–143 | 125
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Table 2 Overview of experimentally measured reactive uptake coefficient (g) of relevant stratospheric trace gases on various proposed SAI
aerosols in the literature. Aerosol heterogeneous chemistry with these reservoir species of stratospheric O3 catalytic loss cycles greatly affect the
global O3 column as discussed in Section 3

Aerosol
Sample
type

Gas-phase
species

RHa

(%)
Temp. (K)
[pressure]b

Gas concentration
(molecule cm−3) Initial uptake coefficient (go)

Experimental
techniquec Ref.

Pub.
year

a-Al2O3 Particle ClONO2 <5 195–230 (1–10) × 10−7 Torr 0.02 AFT-EIMS 235 1997
HCl [1.0 Torr] (1–10) × 10−6 Torr

Al2O3 Powder HNO3 <5 298 6.5 × 1010 to 1.3 × 1012 0.13 � 0.033 Knudsen-MS 247 2001
a-Al2O3 Powder HNO3 <5* 298, 295 n/a (9.7 � 0.5) × 10−5 Knudsen-MS 255 and

256
2001

a-Al2O3 Powder HNO3 <5 296 1014 (4 � 1) × 10−8 FTIR 257 2001
g-Al2O3 Powder HNO3 <5* 298 1 × 1011 to 2 × 1013 0.13 � 0.02 Knudsen-MS/

DRIFTS
258 2004

TiO2 Aerosol N2O5 5 � 1 296 � 2 (1–5) × 1013 d (1.2 � 0.2) × 10−3 AFT-CLD 259 2014
23 �
2

(0.7 � 0.1) × 10−3

45 �
3

(1.5 � 0.3) × 10−3

60 �
3

(3.0 � 1.4) × 10−3

TiO2 Aerosol ClONO2 7 � 1 296 � 2 1.7 × 1013 1.2 × 10−3 AFT-CLD 260 2016
33 �
3

TiO2 Aerosol HO2 11 �
1

293 � 3 1.6 × 109 d (2.1 � 0.1) × 10−2 AFT-FAGE 261 2018

30 �
1

(2.5 � 0.2) × 10−2

45 �
1

(2.9 � 0.5) × 10−2

66 �
1

(3.6 � 0.7) × 10−2

CaCO3 Powder HNO3 <5 298 1010 to 1013 0.071 Knudsen-MS 244 1995
CaCO3 Pellet HNO3 <5 298 1010 to 1013 0.06 Knudsen-MS 244 1995

>5 0.15 � 0.03
CaCO3 Powder HNO3 <5 298 1 × 1011 1.4 × 10−5 Knudsen-MS 245 2000
CaCO3 Powder HNO3 <5* 295 1 × 1012 (2.5 � 0.1) × 10−4 Knudsen-MS

DRIFTS
246 2000

CaCO3 Powder HNO3 <5* 298 6.5 × 1010 to 1.3 × 1012 e 0.10 � 0.025 Knudsen-MS 247 2001
e 0.18 � 0.045

CaCO3 Powder HNO3 <5 296 6.5 × 1010 (2 � 1) × 10−3 Knudsen-MS 248 2005
CaCO3 Aerosol HNO3 33 296 1012 0.11 AFTb-denuder 249 2006
CaCO3 Powder HNO3 <5 300 � 1 (3–7) × 1011 0.3 Knudsen-MS 250 2006
CaCO3 Particle HNO3 40 298 ∼(2–6) × 1011 f 0.06 PS-SFR SEM/EDX 262 2008

80 0.21
CaCO3 Particle HNO3 <5 298 � 1 5.2 × 1010 to 7.8 × 1013 0.013 # go # 0.14 Particle-FTIR 184 2020
CaCO3 Layer HNO3 <5* 215 � 2 n/a (2.5 � 1.8) × 10−4 Coated-wall FT-

CIMS
177 2020

[1.7 Torr]
CaCO3 Powder HCl <5 300 � 1 6 × 1011 0.13 Knudsen-MS 250 2006
CaCO3 Particle HCl <5 298 � 1 7.0 × 1011 to 1.6 × 1014 0.0011 # go # 0.012 Particle-FTIR 184 2020
CaCO3 Aerosol HCl <5 298 � 1 5.4 × 1012 0.013 � 0.001 AFT-CIMS 184 2020
CaCO3 Layer HCl <5* 215 � 2 7.2 × 1011 (7.2 � 5) × 10−5 Coated-wall FT-

CIMS
178 2020

[1.7 Torr]
CaCO3 Layer HCl <5 200 � 2 5.4 × 1014 to 3.6 × 1017 f (3.0 � 0.6) × 10−12 to (3.3 �

0.6) × 10−7
Flask-CIMS 178 2020

CaCO3 Layer HCl <5* 298 n/a g (9.8 � 9) × 10−5 Coated-wall FT-
CIMS

178 2020
ClONO2 215 � 2

[1.7 Torr]
CaCO3 Aerosol HCl <5 207 � 3 3.6 × 1012 0.076 � 0.009 AFT-CIMS 263 2021
CaCO3 Powder N2O5 <5* 298 � 2 (4.0 � 1.0) × 1011 0.12 � 0.04 Knudsen-MS 251 2006

f 0.021 � 0.006
CaCO3 Aerosol N2O5 <1 290 2.5 × 1015 (1.9 � 0.2) × 10−4 Chamber-FTIR 252 2006
CaCO3 Powder N2O5 0* 296 � 2 3 × 109 to 2 × 1010 e 0.026 � 0.008 Knudsen-MS 253 2008

e 0.05 � 0.02
CaCO3 Aerosol N2O5 0* 296 � 2 (1–40) × 1012 h (4.8 � 0.7) × 10−3 AFT-CLD 254 2009

(5.3 � 1.0) × 10−3

126 | Environ. Sci.: Atmos., 2024, 4, 114–143 © 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 2 (Contd. )

Aerosol
Sample
type

Gas-phase
species

RHa

(%)
Temp. (K)
[pressure]b

Gas concentration
(molecule cm−3) Initial uptake coefficient (go)

Experimental
techniquec Ref.

Pub.
year

29 �
2
58 �
3

(11.3 � 1.6) × 10−3

71 �
4

(19.4 � 2.2) × 10−3

a Dry condition is denoted as RH (%) < 5 if not specied by the studies. If the sample was generated from aqueous slurry and then dried under
vacuum, RH (%) < 5*. b Pressure is only specied for studies not conducted at ambient pressure. c A full list of experimental techniques are
included at the end of the paper. d See the referenced papers for the full range of studied RH. e Heated and unheated powders that was
previously mixed with ethanol. f Steady-state uptake coefficient. g CaCO3 layers were exposed to HCl rst for 8 h at room temperature before
being exposed to ClONO2.

h The true uncertainty of the uptake coefficient values may be a factor of two to four due to particle shape assumption.
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models, ULAQ-CCM and GEOSCCM.102 Even though both
scenarios have RCP4.5 (ref. 180) as the anthropogenic forcing
prole, G3 involves periodic injections of SO2 to keep the TOA
net radiation constant, whereas G4 involves a constant injection
of 5 Tg SO2 annually. A summary of the study results is included
in Table 1. During the simulated SAI period of 2020–2070, the
global O3 column was depleted at a slower rate over time for G4,
as seen in Fig. 8a. Due to the estimated decline in stratospheric
chlorine burden via the Montreal Protocol and the continued
suppression of the NOx cycle via (R4), global O3 level was pro-
jected to recover over the SAI period. Unlike G4, G3 simulations
predicted a steeper increase in global O3 loss especially in the
absence of aerosol heterogeneous chemistry (Fig. 8b). Fig. 8c
depicts the varying latitudinal distributions of O3 column
anomaly for the decade 2040–2049, which was caused by the
different assumptions in the models, such as aerosol hetero-
geneous chemistry, microphysics, and photolysis changes. For
example, GISS-E2-R G4nhc simulated up to 15 DU reduction in
the mid-latitudes due to the lack of NOx cycle in the model to
Fig. 8 Modeling simulations of global O3 column changes in (a) G4
and (b) G3 with respect to the base case RCP4.5 over time. (c) Zonally
and time-averaged column ozone changes (2040–2049). Reprinted
with permission of the publisher from Pitari et al., J. Geophys. Res.,
2014, 119, 2629–2653.

© 2024 The Author(s). Published by the Royal Society of Chemistry
compensate for the photochemical O3 depletion. On the other
hand, other G4 simulations like ULAQ-CCM only predicted less
than 5 DU reduction in the O3 column. Despite the varying
degrees of stratospheric O3 depletion based on model parame-
ters, this 2014 study like many other modeling
studies81,142,143,175,265 have modelled that sulfate SAI generally
depleted the O3 column regardless of SAI scenarios. The
modelled negative effect on the stratospheric O3 level is
consistent with observations made following volcanic erup-
tions, as discussed previously. A recent modeling study by
Visioni et al. (2021) and Tilmes et al. (2022) simulated the
climate impacts of sulfate SAI against SSP5-8.5,266 a projected
high GHG emission scenario (Table 1).107,179 The authors
determined that changes to TCO are small (<20 DU) compared
to the base case scenario of SSP5-8.5. However, the simulation
required a continuous increase in SO2 injection.107 The associ-
ated risks of SAI like stratospheric O3 depletion, as a result, may
increase over time.

Al2O3 particles, a potential alternative to sulfate, had their
impact on global O3 levels explored by Weisenstein and co-
authors (2015) via a 2-D chemistry-transport-aerosol model.142

As seen in Fig. 9, for the range of tested Al2O3 particle sizes,
between 80 nm and 240 nm in radius, coated or uncoated with
existing aqueous sulfate in the stratosphere, there was signi-
cant O3 depletion at middle and high latitudes in both hemi-
spheres (∼6–10%), albeit less than that caused by sulfate. The
modelled O3 loss scales inversely with the Al2O3 particle size,
with 240 nm Al2O3 particles causing the least damage to the O3

level compared to all tested aerosol materials, conrming that
aerosol size is an important factor in designing SAI aerosol.
Although the application of Al2O3 aerosols in SAI should be
investigated more in depth in a 3-D transport model, this 2015
study suggests that Al2O3 particles of a suitable size may be able
to limit damages to stratospheric O3 compared to sulfate. The
study also modelled the use of diamond particles, but, in
addition to economic considerations, heterogeneous reactions
on diamond have not been studied.

TiO2 particles were experimentally studied then applied by
Tang et al. (2014)242 in their chemistry-climate model. The
Environ. Sci.: Atmos., 2024, 4, 114–143 | 127
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Fig. 9 Average O3 column change per year as a function of latitudes
with an annual injection rate of 1 Tg of Al2O3 monomers of 80 nm
(blue), 160 nm (green), 240 nm (red), 160 nm diamond monomers
(dark yellow), SO2 (magenta), and H2SO4 (orange). Reprinted from
Weisenstein et al., Atmos. Chem. Phys., 2015, 15, 11835–11859.
Distributed under a Creative Commons Attribution 4.0 License (CC BY
4.0) https://creativecommons.org/licenses/by/4.0/.

Fig. 10 O3 column change compared to the 2040 baseline under
various assumptions of CaCO3 aerosol heterogeneous chemistry
measured in a coated-wall flow tube coupled with a CIMS (Table 2).
The gas uptake coefficients were calculated both dependently
(denoted with thik-dep) or independently (thik-ind) of CaCO3 layer
thickness. Reprinted from Dai et al., Commun. Earth Environ., 2020, 1,
1–9. Distributed under a Creative Commons Attribution 4.0 Interna-
tional License (CC BY 4.0) https://creativecommons.org/licenses/by/
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authors used a range of uptake coefficient values of N2O5 on
TiO2 particles, 0.001 to 0.005, where the lower limit was derived
experimentally and the upper limited was estimated based on
stratospheric conditions. N2O5 stratospheric concentration was
projected to reduce by 30% in the presence of stratospheric TiO2

particles compared to ∼90% in the presence of Pinatubo's level
sulfate aerosols. Heterogeneous chlorine activation on TiO2

particles has not been studied experimentally and, therefore,
was not included in the 2014 model. As a result, the impact of
TiO2 particles on stratospheric O3 is still uncertain.

For CaCO3 particles, commonly used as a proxy for mineral
dust, Keith et al. (2016) analyzed the effects of stratospheric
CaCO3 injection on O3 loss by investigating the perturbations of
CaCO3 heterogeneous chemistry to individual O3 catalytic
cycles. For a CaCO3 injection rate of 5.6 Tg per year,143 ∼20% of
the peak sulfate level post Pinatubo's eruption,75 the fraction of
total O3 loss due to the NOx cycle was drastically reduced by 10%
in the lower stratosphere (∼12–30 km), while that due to the
other catalytic cycles, such as ClOx, HOx and BrOx, becamemore
prominent in the same region. These cycle shis were consis-
tent with the aerosol heterogeneous chemistry expressed earlier
via (R1)–(R4). The annual average O3 column increased by 6.4%
in this CaCO3 SAI scenario despite some O3 loss in the lower
stratosphere and upper troposphere, compared to the general
O3 loss caused by other studied materials including Al2O3,
diamond, and sulfate. However, the authors only included
CaCO3 reactions with the following acidic gases: HCl, HBr,
HNO3, and H2SO4, using estimated mechanisms and rate
coefficients in the aerosol transport model. The other important
NOx and ClOx reservoir species, N2O5 and ClONO2, respectively,
whose reactions on aerosol surfaces disrupt stratospheric
photochemical cycles and lead to ozone depletion (R1)–(R4),
were not included in the 2016 modeling study. More
128 | Environ. Sci.: Atmos., 2024, 4, 114–143
importantly, there are uncertainties in that 2016 estimate of O3

stratospheric chemical processes since there was little under-
standing of CaCO3 aerosol chemical kinetics in the stratosphere
at the time.

Following experimental studies of CaCO3 heterogeneous
chemistry under stratospheric conditions as summarized in
Table 2, Dai and co-authors also modelled the impact of CaCO3

heterogeneous chemistry on the O3 column as shown in Fig. 10.
A wide range of global O3 column change, between −5% to
+25%, was estimated based on various assumptions of trace gas
uptake on CaCO3 aerosols. Applying the HCl uptake coefficient
determined in Huynh and McNeill (2021), there was estimated
to be about 5% reduction in the O3 column at the middle to
high latitudes in the SH. Overall, additional experimental
studies are needed to measure the uptake of stratospherically
relevant gases on CaCO3 aerosols under realistic SAI conditions.
Nevertheless, coupled with a minimal rate of stratospheric
heating (<0.2 K) as discussed in Section 2, the potentially
limited stratospheric O3 loss makes CaCO3 a promising alter-
native compared to other proposed aerosols.

3.2 Tropospheric ozone

Tropospheric O3 level is controlled by STE, atmospheric water
vapor level, and the following reaction sequence as summarized
by Xia et al. (2017).

NO2 + hn (l < 420 nm) / NO + O(3P) (R5)

O(3P) + O2 + M / O3 + M (R6)

Tropospheric O3 production is driven by NO2 photolysis
followed by a three-body reaction (R5) and (R6). NO2 production
4.0/.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 11 12 Month running means of global (a) STE O3 fluxes, (b)
tropospheric O3 columns, and (c) downward air mass fluxes at 100 hPa
for the period of 1991–1995 for both volcanic (Vol) and non-volcanic
(NoVol) scenarios. Reprinted with permission of the publisher from
Tang et al., Geophys. Res. Lett., 2013, 40, 5553–5558.
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depends on the oxidation of NO by reaction with peroxy radicals
in the atmosphere (e.g., (R7) and (R8)) where R represents
a generic organic group such as CH3.

HO2 + NO / NO2 + OH (R7)

RO2 + NO / NO2 + RO (R8)

RO2 is produced via oxidation of volatile organic compounds
(VOCs) with OH which is formed via O3 photolysis and the
subsequent reaction with tropospheric H2O vapor (R9) and
(R10).

O3 + hn (l < 320 nm) / O(3P) + O2 (R9)

O(1D) + H2O / 2OH (R10)

Since the global surface temperature is cooled across all SAI
scenarios, we expect tropospheric H2O vapor concentration to
decrease with reduced solar radiation,128 which in turn slows
down OH production as well as O3 loss via (R10) and (R9),
respectively. Furthermore, since stratospheric O3 is very likely
depleted as discussed previously in Section 3.1, more UV radi-
ation could reach the troposphere and increase the rates of
photochemical reactions, affecting both O3 production (R5) and
O3 consumption (R9).267,268

Following Mt. Pinatubo's eruption, tropospheric O3 level was
observed to decline signicantly at both middle and high lati-
tudes in 1992 and 1993.269,270 Tang et al. (2013) speculated that
the tropospheric O3 decrease was largely driven by a signicant
reduction in the STE of O3, at a maximum of about −70 Tg per
year in January 1993 (Fig. 11a).88 The decline in the global mean
tropospheric O3 column peaked at 1.9 DU in November 1992 as
illustrated in Fig. 11b. The change in O3 STE is driven by
changes in either stratospheric O3 concentration or the strength
of the BDC that is responsible for the exchange of air masses
between the stratosphere and the troposphere. As seen in
Fig. 11c, there is no statistically signicant difference in the
global downward air mass ux at 100 hPa aer the volcanic
eruption, further reinforcing that stratospheric O3 depletion
was mainly responsible for the decrease in the O3 STE. An
increase in tropospheric photochemical O3 production in 1991–
1995 was estimated to compensate for ∼67% of the decrease in
the O3 STE ux. As a result, O3 level was projected to go up in
some tropical regions.88 This regional increase in surface level
O3 is consistent with TOMS data from the period of 1979–
1995.270

For the SAI simulation of injecting 8 Tg per year of sulfate
aerosols over a 50 year period (Table 1), Xia et al. (2017) also
reported a global reduction in surface O3 level except with
a regional increase in the tropics across all latitudes.89 In this
study the dominant pathway was determined to be the reduc-
tion of H2O vapor in the atmosphere, accounting for ∼90% of
the overall reduction in O3 loss. The reduction in tropospheric
O3 loss dominated in the tropics and thus led to an increase in
surface O3 level there (+1.2 ppb), while the reduced STE of O3

dominated at middle to high latitudes, resulting in surface O3

decrease (−1.6 ppb). The regional differences in surface O3
© 2024 The Author(s). Published by the Royal Society of Chemistry
concentration are due to characteristics of SAI simulation
(injection location, frequency, etc.) As an air pollutant and
a GHG, both potential increases and decreases in tropospheric
and surface O3 should be considered in future SAI research
planning and deployments.

4 Other climate effects
4.1 Hydrological cycle

As global warming continues due to the projected increase in
anthropogenic emissions of CO2 in the next few decades,
atmospheric moisture content is expected to increase due to
higher evaporation rate, leading to an enhancement in precip-
itation rates. The predicted rise in both heavier rainfalls and
their frequency may increase the risk of ooding especially over
the monsoonal regions.271–273 It is, therefore, important to
investigate to what extent climate geoengineering proposals
such as SAI would inuence the hydrological cycle.156,274–276

Trenberth et al. (2007) investigated the hydrological response to
Environ. Sci.: Atmos., 2024, 4, 114–143 | 129
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previous major volcanic eruptions with a special focus on Mt.
Pinatubo's eruption (June 1991). According to historical
records, from October 1991 to September 1992 the land
precipitation was about three standard deviations below
normal, while the river discharge into the oceans was almost
four standard deviations below normal.153 The record decrease
in precipitation and thus freshwater sources imply a potential
risk for widespread drought in SAI scenarios. In fact, Haywood
et al. (2013) suggested that the volcanic eruptions in the NH
contributed signicantly to the Sahelian drought in the 1970–
1990s.275 In 2015, Iles and Gerberl277 also detected signicant
regional differences in the streamow volume of large rivers
globally following explosive eruptions, prompting additional
research on the regional hydrological responses to SAI. In
a 2019 study, Simpson and co-authors180 explored the hydro-
climate responses for different regions across the globe by
simulating sulfate SAI under the most severe forcing scenario,
RCP8.5 (Table 1). Fig. 12 below from their study illustrates the
projected precipitation changes from offsetting the increase in
global mean surface temperature over many 20 year periods
starting in 2020 until 2095.

As illustrated in Fig. 12, there seems to be a linear correlation
between the negative precipitation change and the globally
averaged temperature anomalies278 for most regions. Since the
study assumes that SAI is required to offset more global
warming over time, the modelled areas are projected to get drier
with a steeper reduction in precipitation. However, there are
exceptions in the following regions: Amazonia in the summer
(JJA) (Fig. 13c), West Australia and Mediterranean in the winter
(DJF) (Fig. 12g and k). The reason for these exceptions is
currently unclear. The study also observed that stratospheric
heating in the tropics, which was caused by the signicant
loading of stratospheric sulfate aerosols as discussed previously
in Section 2, reduced precipitation in regions of climatologically
high precipitation, including monsoonal regions such as
central India. Despite uncertainties (e.g., precipitation biases)
in the 2019 model, the projected trend of reduced precipitation
over most of the globe from the application of SAI is consistent
with historical observations aer volcanic eruptions. Besides
stratospheric warming, there are also additional mechanisms
that could be responsible for changes in the hydrological cycle,
including the aerosol–cloud interactions as covered in Section
2. Overall, depending on the SAI scenarios, changes to both
global and regional hydrological cycles could vary and, there-
fore, this is an active research area of SAI modeling studies.270
4.2 Tropical cyclones

In addition to the hydrological cycles, other climate effects of
SAI application have been explored, notably how it would affect
extreme weather events such as tropical cyclones (TC) and
hurricanes.176,279,280 Irvine et al. (2019) determined that the
global warming caused by a two-fold increase of CO2 over a 130
year period would be halved, if the solar constant is reduced by
1% by SAI over the same period.280 Not accounting for strato-
spheric aerosol chemistry, Irvine et al. simulated that SAI in this
case offset most of the increase in TC intensity with <0.4% of
130 | Environ. Sci.: Atmos., 2024, 4, 114–143
land surface experiencing climate risks such as extreme
precipitation. Other modeling studies have determined that
volcanic eruptions could shi the Intertropical convergence
zone (ITCZ) which, coupled with the change in surface
temperature, affects TC activity.176,279,281 Applying that hypoth-
esis to SAI applications, Moore et al. (2015)279 estimated that for
both G3 and G4 scenarios of GeoMIP182 stratospheric sulfate
aerosol loading ameliorated the intensity and frequency of
Atlantic hurricanes as well as reduced coastal oor risk during
the SAI simulated period (Table 1). Nevertheless, there was no
clear evidence that SAI would be able to mitigate the predicted
increase in storm surge events as severe as Hurricane Katrina
(2005) under RCP4.5 scenario. Similarly, Jones et al. (2017)176

also estimated how SAI would affect North Atlantic TC
frequency and intensity compared to the same base case
(RCP4.5) with a general circulation model (GCM). In addition to
simulating a relatively uniform global distribution of strato-
spheric sulfate aerosols (G4), the 2017 paper also studied the
impacts on TCs of regional SAI applications, specically in the
NH (G4NH) and in the SH (G4SH) (Table 1) using three different
approaches. First, by training the model with historical TC
observations, the model predicted a signicant reduction in the
North Atlantic storm frequency (TCs per year) for G4NH
scenario, consistent with observations of attenuated TC activity
aer the eruptions of Mt. Pinatubo and El Ch́ıchon.282,283 On the
other hand, G4SH was predicted to increase the storm
frequency by more than 50% over the 50 year SAI period. G4 was
also modelled to increase the numbers of TCs per year but not
signicantly (<20%). The model also yielded relatively similar
predictions when simulated with meteorological parameters
known to affect TC activity, including wind shear over the main
storm development region, precipitation, and relative sea
surface temperature.284–286 Lastly, by employing a downscaling
model the authors investigated not only the frequency but also
the intensity of different storm categories (TC, hurricanes, and
major hurricanes) as illustrated in Fig. 13.

This statistical-dynamical downscaling algorithm predicted
an increasing trend for TC activity for the base case scenario,
RCP4.5, compared to the stable trend from the previous two
approaches. The disparity between a downscaling simulation
and the previous two GCM simulations have also been observed
in other studies, and origin of the discrepancy remains
unclear.287–289 The third simulation also projected that all SAI
scenarios lowered the storm frequency during the entire SAI
period, with G4 and G4NH having the strongest reduction
capability (up to 50%). Despite the varying results across three
simulations during the SAI implementation period, immedi-
ately aer SAI was abruptly stopped the numbers of TCs were all
modelled to return to the base case level over a 20 year period.
Despite the positive predictions of both the 2015 and 2017
models on SAI's ability to reduce the frequency and intensity of
TCs, they both focused on the Northern Atlantic region only. A
recent study by Pausata and Camargo (2019)281 suggested that
volcanic eruptions do not reduce TC activity but rather redis-
tribute the TCs globally, prompting similar research before we
could ascertain SAI true impact on such extreme weather events.
Additionally, future studies should consider the likely
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 12 (a) Zonal mean stratospheric temperature at 61 hPa. (b)–(k) Precipitation anomalies as a function of globally averaged temperature
anomalies (RCP8.5-BASE), where RCP8.5 represents years 2075–2095 of a three-member ensemble run from 2010 to 2099 under RCP8.5
forcings and BASE are 2010–2030 simulations under RCP8.5 forcings. The illustrated regions were all modelled to sustain significant drying.
Reprinted with permission of the publisher from Simpson et al., J. Geophys. Res. Atmos., 2019, 124, 12587–12616.
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difference between regional and global SAI applications on
other extreme weather events (e.g., heat waves).
4.3 Biodiversity

As a general threat to biodiversity, global warming has been
determined to elevate sea surface temperatures, that in turn has
caused widespread coral bleaching.290–292 In addition, the rapid
rise in global CO2 levels has led to an unprecedented rate of
ocean acidication, further destroying the coral communities
via calcication.293,294 Besides coral reefs, other marine and
terrestrial biodiversity are also at risk of extinction since they
are estimated to not be able to adapt to the rapid rate of climate
change.295,296 Trisos et al. (2018)297 explored the impacts of SAI
implementation on a variety of global biodiversity hotspots by
modeling their climate velocities, specically the rate of change
in precipitation and temperature in km per year (Fig. 14).
© 2024 The Author(s). Published by the Royal Society of Chemistry
Dened as the rates and directions that isotherms shi over
time, the velocity of climate change has been demonstrated to
be a good predictor of the geographical shis of both marine
and terrestrial species.298–302 As illustrated in Fig. 14, Trisos and
co-authors simulated the temperature velocities for different
climate scenarios, including the global SAI scenario GeoMIP G4
over a 50 year geoengineering period, 2020–2069, and its 10 year
sudden termination period starting in 2070. Fig. 14a highlights
that most of the world's biodiversity hotspots are in the tropics,
a region that has been predicted to suffer signicant climate
change effects such as increasing intensity of the hydrological
cycle.156,271,272,274 During G4 implementation, terrestrial species
were modelled to sustain decreasing precipitation (Fig. 14b)
and almost stable temperature across all studied categories
(amphibians, birds, mammals, and reptiles) as shown in
Fig. 14d. The reduction in climate velocities for land species
once climate geoengineering is implemented compared to the
Environ. Sci.: Atmos., 2024, 4, 114–143 | 131
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Fig. 13 Storm frequencies were modelled with a statistical dynamical
downscaling method. (a) North Atlantic tropical cyclones (max wind-
speed > 20 m s−1), (b) hurricanes (max windspeed > 37 m s−1), and (c)
major hurricanes (max windspeed > 96 m s−1) were simulated for both
the SAI 2020–2070 period and the period after SAI was stopped
abruptly (2070–2090). HURDAT is the historical observations of storm
tracking for 1960–2014, while RCP4.5 represents the base case
scenario. G4 is a global SAI scenario, whereas G4NH and G4SH are
hemisphere-specific SAI scenarios. More simulation details and results
are included in Table 1. Reprinted from Jones et al., Nat. Commun.,
2017, 8, 1–10. Distributed under a Creative Commons Attribution 4.0
International License (CC BY 4.0) https://creativecommons.org/
licenses/by/4.0/.
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base case RCP4.5 signies a mitigation to the warming-induced
habitat migration. The rst decade of implementing G4 has an
even stronger effect on tropical marine species (corals, sh, and
mangroves) with considerable negative temperature velocities
(Fig. 14c). However, during the next 40 year G4 continuation
period, the climate velocities for all species return to the same
levels as those of RCP4.5, implying that G4 only provides
a short-term relief to the climate change effects on the biodi-
versity hotspots. Once G4 is terminated in 2070, the marine and
terrestrial species over the next decade were predicted to expe-
rience extreme temperature velocities that are 2–4 times higher
than both historical trends and RCP4.5 scenario. Especially
poorly dispersing species, such as corals and amphibians, were
modelled to be at an increased risk of extinction in the scenario
of SAI sudden termination, as they would be due to climate
change.303 SAI modelling studies have looked at how different
SAI implementation schemes may impact the environ-
ment.109,136 As a result, it is unlikely for SAI implementation to
be terminated abruptly given its negative effect as pointed out in
this study. Regardless, it is important to note that SAI has the
ability to negatively affect the global biodiversity hotspots even
132 | Environ. Sci.: Atmos., 2024, 4, 114–143
more than the rapid rise in GHGs concentrations, if not
designed properly.

5 Governance and economics

Any successful application of SRM would, by design, impact the
climate and ecosystems of multiple nations. Therefore, multi-
national cooperation and agreement should be sought out
before such a deployment.304 The National Academies of
Sciences, Engineering, and Medicines reported in their 2021
study305 that almost one thirds of all geoengineering studies
from 1983 to 2020 was on governance, economics or social
sciences. However, there is limited diversity both in the
research community for solar geoengineering and in relevant
public engagement.306–308 In addition, there is still little to no
governance and economic frameworks in place as summarized
by Flegal et al. (2019).309 Such frameworks would entail guide-
lines and regulations regarding the scope and responsibility of
SRM research, including regional and global deployment and
maintenance. In 2019, MacMartin and co-authors310 examined
the technical dimensions of an SAI deployment that will most
likely affect the on-going decisions of whether to continue SAI
and, if so, how to continue. The study suggested that some SAI
uncertainties could be managed via a feedback system as
demonstrated in previous modeling studies.311–314 For example,
the amount of aerosol injection needed could be adjusted
during the SAI implementation process based on how much of
the ‘observed’ global mean temperature we aim to offset.314

However, before SAI application there are still several important
questions that lack a systematic response, including the
following: who should decide when and where the SAI deploy-
ment should be?Who will be paying for the research cost, initial
and ongoing deployment cost? What is the termination plan?
Who will shoulder the compensation costs in the scenario that
SAI causes unexpected major health or environmental impacts?
Etc. A detailed review of ethical aspects of SRM has previously
been covered by Preston et al. (2013), where potential concerns
regarding different stages of SRM was analyzed.

The potential impacts of SRM deployment are estimated to
be most severe for communities vulnerable to climate change,
such as coastal areas and those around the tropics.305 Within
the past decade, Solar Radiation Management Governance
Initiative (SRMGI), now known as the DEGREES (DEveloping
Governance REsearch and Evaluation for SRM) Initiative, has
administered grants to teams of 21 developing countries to
research the impacts of SRM on their respective communi-
ties.315 So far, this NGO funding effort has facilitated modeling
studies of SAI regional impacts on climate extremes (e.g.,
droughts)316–318 and health risks319 in Africa, the Middle East,
and Southeast Asia to name a few.

In terms of governance, there have been proposals
attempting to establish a hypothetical framework to govern the
SRM process, including but not limited to research, aerosol
production, deployment, and ongoing maintenance.320–324 The
general consensus is the need to expand SRM research beyond
North American and European institutions and to begin
assessing the possibility and applicability of SRM through
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 14 Climate velocities for global diversity hotspots for different climate scenarios. (a) The locations represent the top 10% most species-rich
areas where a given taxonomic group is found. (b) Precipitation velocities for terrestrial biodiversity hotspots. Temperature velocities for (c)
marine biodiversity hotspots and (d) terrestrial biodiversity hotspots. Reprinted with permission of the publisher from Trisos et al., Nat. Ecol. Evol.,
2018, 2, 475–482.
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a formally established governance.305 It has been suggested that
SRM or SAI research should be restricted to only numerical
modeling and laboratory studies until multinational gover-
nance is established and adequate public outreach has been
made.

Previously two preliminary SAI outdoor experiments were
proposed and unsuccessfully attempted: the Stratospheric
Particle Injection for Climate Engineering (SPICE) study and the
Stratospheric Controlled Perturbation Experiment (SCoPEx).
Mainly funded by the UK Engineering and Physical Sciences
Research Council (EPSRC), the SPICE study had to postpone
their rst eld trial in 2011 to spray H2O at 1 km altitude due to
backlash from NGOs and environmental groups.325 In 2021, the
rst ScoPEx dry run in Sweden to test their instruments plat-
form without injecting any particles received major pushbacks
from local environmental groups as well as the indigenous
community.326 Despite having created an independent advisory
board, ScoPEx has received general backlash including an open
© 2024 The Author(s). Published by the Royal Society of Chemistry
petition327 signed by global environmental groups prior to their
rst attempt at outdoor experiments. In general, SAI research
eld experiments may continue to face scrutiny in the absence
of international agreements and oversight.

Besides governance, the potential costs regarding imple-
mentation and maintenance of SAI have also been discussed in
a few comprehensive studies.328–330 McClellan and Keith et al.
(2012) determined that there is existing technology capable of
delivering millions of tons of SO2 to the stratosphere. The
authors estimated that it would cost about $5–8 billion annually
to use new aircra designs or ∼$5 billion per year to use Boeing
747 Class airplanes to deliver 5 Mt of SO2 annually to an altitude
range between 20 and 30 km. This SAI implementation was
estimated to zero out the anticipated increase in RF over a 50
year period starting in 2012.328 Smith and Wagner (2018) also
recommended an aircra-based aerosol delivery system. Yet
they concluded that existing technologies either could not reach
the required altitude of at least 20 km (e.g., military, or
Environ. Sci.: Atmos., 2024, 4, 114–143 | 133
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commercial transport aircra) or are too expensive to use (e.g.,
NASA's high-altitude aircras). Including all development and
operating costs, the 2018 study evaluated that about $2.25
billion per year is needed to inject∼0.2 Mt of SO2 yearly starting
in 2033 over a 15 year period to halve the projected global
warming caused by anthropogenic GHG emissions.330 None-
theless, none of the studies so far included the costs of moni-
toring and measuring the impacts of SAI application and any
other indirect costs, suggesting it to be at the lower end of the
true costs. In addition, the estimates did not consider potential
costs of remediation associated with possible unintended
consequences of SAI implementation. Overall, SAI imple-
mentation andmaintenance costs are functions of the designed
scenario, including the duration, aerosol injection amount as
well as injection location.

6 Conclusions and future research

Since its conception until today, SAI has prompted advanced
modeling studies, many of which fully coupled different climate
processes, including atmosphere, ocean, and land surface
models. However, model simulations are necessarily limited in
complexity compared to the real atmosphere and may not predict
unintended consequences if the process in question is not rep-
resented in the model. Models necessarily involve many
assumptions about poorly constrained processes such as aerosol
microphysics and stratospheric chemistry.105,106 For example, the
refractive indices of many solid aerosols, the main alternatives to
commonly studied sulfate aerosols, were empirically calculated,161

reecting uncertainties in the estimates of solid aerosols' radia-
tive effects on both the level of stratospheric heating and changes
in stratospheric water vapor.82,140 The injected aerosol size and
their temporal evolution (e.g., via coagulation), despite being
included in many modeling studies as listed in Table 1, have only
been considered in the context of their radiative effects. The
chemical evolution of injected aerosols over its stratospheric
lifetime have not been accounted for, even though the aerosol
size, especially surface area density, will inevitably transform due
to the saturation of products on the aerosol surface upon reacting
with traces gases250 in the stratosphere. Therefore, the radiative
impacts of aerosols require further research, especially because
the extent to which aerosols could inuence the Earth's albedo
dictates the characteristics of SAI deployment, including aerosol
injection rate, frequency, location as well as SAI implementation
duration.62,280,331

Besides uncertainties about aerosol microphysics, so far few
lab experiments have been conducted to characterize the strato-
spheric chemistry of proposed SAI aerosols,178,184,259,263 most of
which have only been studied at ambient conditions as summa-
rized in Table 2. Aerosol heterogeneous chemistry with strato-
spheric NOx and ClOx reservoir species (e.g., HNO3, N2O5, and
HCl) greatly affects global O3 level as discussed in Section 3, and
thus should be experimentally measured to provide reliable
kinetic data for SAI modeling studies. As seen in Table 2, the wide
range of measured gas uptake on aerosol surface, for example
CaCO3, is a result of not only by the various experimental tech-
niques but also assumptions about the available aerosol surface
134 | Environ. Sci.: Atmos., 2024, 4, 114–143
area. Measurements involving airborne aerosol instead of powder
provide a more accurate representation of the available surface
sites for gas uptake upon aerosol release in the stratosphere. Our
stratospheric temperature study of HCl uptake on airborne CaCO3

aerosols with AFT-CIMS263 sets up a good standard for other low-
temperature experimental studies of aerosol heterogeneous
chemistry. However, our current experimental technique is only
applicable of measuring the initial gas uptake on aerosol surface.
It is also essential to measure long-term gas uptakes to derive
stratospheric lifetime of the studied aerosol. Dai et al. (2020) is the
rst study to measure long-term HCl uptake on the surface of
CaCO3 powder.178 However, there are diffusion limitations when
using a ask or a coated-wall ow tube technique as in their
experiments, suggesting uncertainties with the results. Water
plays an important role in increasing the reactivity of CaCO3

aerosols and this should be explored under stratospheric condi-
tions. Nevertheless, since there is only a trace amount of water in
the lower stratosphere, 4 × 10−4 Torr H2O vapor,194 we do not
expect a signicant increase in gas uptake by CaCO3 aerosol.

Together with the stratospheric chemical effects, down-
stream processes once the injected aerosols are transported to
the troposphere, such as aerosol–cloud interactions and gravi-
tational settling, have been projected to induce major climatic
effects notably on the hydrological cycles,156,274,276 extreme
weather events,62,176,279 and biodiversity297,332 at both regional
and global levels (Section 4). Although there are uncertainties in
the modeling results due to variations in model parameters
(e.g., aerosol size distribution, stratospheric transport,
etc.),106,333 SAI was oen determined to offset the negative
impacts of climate change. Nevertheless, some studies pro-
jected that the abrupt termination of SAI would result in far
more detrimental effects on the climate than the rise in
anthropogenic GHGs emissions334,335 (e.g., biodiversity loss),297

assuming no reduction in projected GHGs concentrations were
made during the SAI period. Additionally, other studies such as
Proctor et al. (2018) speculated that even the implementation of
SAI provided little to no relief to the anticipated heat-induced
stress on global agriculture from climate change.177

In addition to climate effects, there are also uncertainties
about public health impacts of SAI aerosols. Effiong and Neitzel
(2016)336 characterized both occupational and public exposures
to different SAI materials, including sulfate and alternatives
(e.g., BC, Al2O3, etc.). The study suggested that adverse health
impacts are anticipated considering inhalation of suspended
particles coupled with digestion of sedimented particles in
water and food sources.337–339 Since the toxicity of many of these
aerosols are not well-studied and some of them are not
routinely measured in the ambient atmosphere, the public
exposure limits have not been formally established.

Overall, various SAI modeling studies over the past few
decades have projected an array of climate and social impacts,
intended and unintended. To minimize uncertainties associ-
ated with SAI, the chemical kinetics of proposed aerosols under
stratospheric conditions need to be explored experimentally.
Concurrently, atmospheric models should account for both
physical and chemical evolutions of aerosols over its strato-
spheric lifetime to improve the modeling estimates of
© 2024 The Author(s). Published by the Royal Society of Chemistry
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stratospheric aerosol loading impacts particularly on cirrus
clouds,164,340 stratospheric water vapor and transport,102,128

stratospheric temperature, and ozone chemistry.89,102,142,143,178,265

Questions such as how to measure SAI impacts regionally and
globally, how to dynamically adjust SAI parameters as a result of
its observed effects, or how to terminate SAI, have been
considered but remain open.105,314 Addressing these concerns
systematically should assist in setting up a multinational
governance framework on scientic research, SAI deployment
and termination scenarios, all of which are crucial to reliably
consider SAI as a formal option to battle climate change.
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U. Niemeier, R. Séférian and S. Tilmes, Atmos. Chem.
Phys., 2021, 21, 10039–10063.

180 M. Meinshausen, S. J. Smith, K. Calvin, J. S. Daniel,
M. L. T. Kainuma, J.-F. Lamarque, K. Matsumoto,
Environ. Sci.: Atmos., 2024, 4, 114–143 | 139

https://doi.org/10.1029/2007GL032179
https://doi.org/10.1029/2007GL030524
https://doi.org/10.1029/2008JD011420
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ea00134b


Environmental Science: Atmospheres Critical Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
N

ye
ny

e 
20

24
. D

ow
nl

oa
de

d 
on

 1
3/

2/
20

26
 1

0:
57

:4
4.

 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
S. A. Montzka, S. C. B. Raper, K. Riahi, A. Thomson,
G. J. M. Velders and D. P. P. van Vuuren, Clim. Change,
2011, 109, 213–241.

181 S. Tilmes, M. J. Mills, U. Niemeier, H. Schmidt, A. Robock,
B. Kravitz, J. F. Lamarque, G. Pitari and J. M. English,
Geosci. Model Dev., 2015, 8, 43–49.

182 B. Kravitz, A. Robock, O. Boucher, H. Schmidt, K. E. Taylor,
G. Stenchikov and M. Schulz, Atmos. Sci. Lett., 2011, 12,
162–167.

183 W. Smith, Environ. Res. Lett., 2020, 15, 114004.
184 H. N. Huynh and V. F. McNeill, J. Phys. Chem. A, 2020, 124,

3886–3895.
185 T. C. Bond, S. J. Doherty, D. W. Fahey, P. M. Forster,

T. Berntsen, B. J. Deangelo, M. G. Flanner, S. Ghan,
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